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Lightweight Neural Architecture Search for
Temporal Convolutional Networks at the Edge

Matteo Risso, Alessio Burrello, Member, IEEE, Francesco Conti, Member, IEEE,
Lorenzo Lamberti, Member, IEEE, Yukai Chen, Member, IEEE, Luca Benini, Fellow, IEEE,

Enrico Macii, Fellow, IEEE, Massimo Poncino, Fellow, IEEE, and Daniele Jahier Pagliari, Member, IEEE

Abstract—Neural Architecture Search (NAS) is quickly becoming the go-to approach to optimize the structure of Deep Learning (DL)
models for complex tasks such as Image Classification or Object Detection. However, many other relevant applications of DL,
especially at the edge, are based on time-series processing and require models with unique features, for which NAS is less explored.
This work focuses in particular on Temporal Convolutional Networks (TCNs), a convolutional model for time-series processing that has
recently emerged as a promising alternative to more complex recurrent architectures. We propose the first NAS tool that explicitly
targets the optimization of the most peculiar architectural parameters of TCNs, namely dilation, receptive-field and number of features
in each layer. The proposed approach searches for networks that offer good trade-offs between accuracy and number of
parameters/operations, enabling an efficient deployment on embedded platforms. Moreover, its fundamental feature is that of being
lightweight in terms of search complexity, making it usable even with limited hardware resources. We test the proposed NAS on four
real-world, edge-relevant tasks, involving audio and bio-signals: (i) PPG-based Heart-Rate Monitoring, (ii) ECG-based Arrythmia
Detection, (iii) sEMG-based Hand-Gesture Recognition, and (iv) Keyword Spotting. Results show that, starting from a single seed
network, our method is capable of obtaining a rich collection of Pareto optimal architectures, among which we obtain models with the
same accuracy as the seed, and 15.9-152× fewer parameters. Moreover, the NAS finds solutions that Pareto-dominate state-of-the-art
hand-tuned models for 3 out of the 4 benchmarks, and are Pareto-optimal on the fourth (sEMG). Compared to three state-of-the-art
NAS tools, ProxylessNAS, MorphNet and FBNetV2, our method explores a larger search space for TCNs (up to 1012×) and obtains
superior solutions, while requiring low GPU memory and search time. We deploy our NAS outputs on two distinct edge devices, the
multicore GreenWaves Technology GAP8 IoT processor and the single-core STMicroelectronics STM32H7 microcontroller. With
respect to the state-of-the-art hand-tuned models, we reduce latency and energy of up to 5.5× and 3.8× on the two targets
respectively, without any accuracy loss.

Index Terms—Neural Architecture Search, Temporal Convolutional Networks, Deep Learning, Edge Computing, Energy Efficiency

F

1 INTRODUCTION

D EEP LEARNING (DL) models are at the core of many
time-series processing applications. Notable examples

are audio classification [1], bio-signals analysis [2], [3] and
predictive maintenance [4], [5]. For many years, the state-
of-the-art DL models for time-series-based tasks have been
Recurrent Neural Networks (RNNs) [6]. Recently, however,
new architectures have been proposed as viable alterna-
tives to RNNs, such as Attention-based Transformers and
Temporal Convolutional Networks (TCNs) [7]. The latter,
in particular, are uni-dimensional Convolutional Neural
Networks (CNNs) specialized for time series, which have
been shown to provide an accuracy comparable to RNNs,
while providing computational advantages, namely higher
arithmetic intensity, smaller memory footprint and more
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data reuse opportunities [7]. Thanks to these features, TCNs
are particularly interesting for edge computing applications,
where inference is directly executed on Internet of Things
(IoT) edge devices, rather than on centralized servers in
the cloud. On-device inference requires small and efficient
DL models, compatible with the limited memory spaces
and tight energy budgets of edge nodes, while avoiding
the transmission of raw data to the cloud provides many
advantages, such as better privacy, higher energy efficiency
and more predictable response latency [8].

To meet such tight constraints, however, selecting an
efficient model such as a TCN is just the first step. Next, it
is paramount to optimize its architectural hyperparameters
based on the task at hand, so that the resulting network
occupies as low memory and performs as few operations
as possible to reach the desired accuracy level. Nowadays,
rather than manually, such architectural optimization is
increasingly performed with automatic Neural Architecture
Search (NAS) tools. A plethora of different NAS approaches
have been proposed in the last few years, and several
of these works have targeted edge devices [9], [10], [11],
[12], [13]. However, to the best of our knowledge, none
of them has focused specifically on models for time-series
processing, nor specifically on TCNs, despite the unique
features of these networks.

In fact, while TCNs share most of their key architectural
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features with standard CNNs, the peculiar 1D convolution
operations at the heart of these networks increase the impor-
tance of some hyperparameters, such as the filters dilation
and receptive field, resulting in a much larger variety in
their values than what is common in 2D models for image-
processing. Although there are NAS tools, originally de-
signed for 2D CNNs, that can be easily extended to explore
these parameters, they do so in a coarse-grain way, basically
creating a different copy of all network layers for each
architectural setting [13]. This approach results in highly
memory- and time-consuming searches, requiring 100s of
GPU hours even for relatively simple tasks, which in turn
translate into large energy wastes and CO2 emissions. In
contrast, lightweight NAS approaches explore a finer-grain
space with lower complexity, but they achieve this result
at the cost of focusing only on the key characteristics of a
specific model type, e.g., the number of channels in each
layer of 2D CNNs for computer vision [10], [11].

In Risso et al. [14], we proposed the first lightweight
NAS explicitly designed for optimizing TCNs by tuning
the dilation hyperparameter. In this work, we extend and
complete [14] by including the optimization of the receptive
field and of the number of channels of all convolutional
layers in a TCN, as well as the number of neurons in Fully
Connected layers, with a search time comparable to that
of a single, standard training. Starting from a single seed
model, our proposed tool, called Pruning In Time (PIT) can
produce a rich set of Pareto optimal architectures in terms
of number of operations/parameters versus accuracy. The
following are the main contributions of our work:

• We frame the optimization of receptive field and
dilation as a structured weight pruning, in which
additional trainable masking parameters are added
to different layer’s weights so that their binarized
values encode valid settings of the architectural hy-
perparameters. These masks are then trained with a
regularizer to reduce the model complexity as much
as possible while preserving accuracy. While similar
masking approaches already exist for optimizing the
number of channels in a 2D convolutional layer [11],
our work is the first to extend this approach to filter
size and dilation.

• We consider two different regularizers, targeting re-
spectively the reduction of the number of parameters
and of the number of inference operations. This al-
lows us to enlarge and enrich the collection of Pareto
architectures found by our NAS.

• We test and validate PIT on four benchmarks rela-
tive to real-world time-series processing tasks where
TCNs are commonly employed and for which a de-
ployment on edge devices is relevant: (i) PPG-Based
Heart-Rate Monitoring; (ii) ECG-based Arrhythmia
Detection; (iii) sEMG-based Hand-Gesture Recogni-
tion; (iv) Keyword Spotting. Results show that PIT
can find multiple Pareto-optimal architectures start-
ing from a single seed network, achieving 15.9-152×
parameter reduction while maintaining the same
accuracy of the seed. PIT is also capable of either
matching or surpassing the accuracy and computa-
tional cost of state-of-the-art hand-tuned networks.

Furthermore, our approach Pareto-dominates three
popular NAS tools developed for computer vision,
thanks to the exploration of a larger search space.

• We deploy some of the relevant Pareto-optimal so-
lutions found for each task on two different edge
devices, in order to measure their memory footprint,
latency and energy consumption. The two consid-
ered platforms are the multicore GAP8 IoT proces-
sor [15] and the single-core STM32H7 MCU [16].
The deployment results show that, at iso-accuracy,
solutions found by PIT reduce energy consumption
and latency up to 5.45× on GAP8 and up to 3.83× on
the STM32H7, compared to hand-tuned networks.

The code of PIT is released as open-source at:
https://github.com/EmbeddedML-EDAGroup/PIT.
The rest of the paper is structured as follows. Section 2
provides the required background and surveys some of
the most relevant NAS methods proposed in the literature.
Section 3 presents the proposed methodology. Section 4
details the target benchmarks while Section 5 discussed the
obtained results, and Section 6 concludes the paper.

2 BACKGROUND AND RELATED WORKS

2.1 Temporal Convolutional Networks

Temporal Convolutional Networks are 1-dimensional (1D)
CNN variants that have recently gained significant traction
for efficient time-series processing, obtaining state-of-the-
art results in several tasks [17], [18], [19]. With respect to
RNNs and their successive evolutions, such as the Long-
Short Term Memory (LSTM) and Gated Recurrent Unit
(GRU), TCNs are less affected by training-time issues, such
as vanishing/exploding gradients and the large amount
of training memory required by RNNs for long input se-
quences. Moreover, they also have computational advan-
tages at inference time, since they share the better data
locality and arithmetic intensity of standard CNNs, which
makes them latency- and energy-efficient [7].

The main building blocks of TCNs are the same ones
found in standard CNNs, i.e. Convolutional, Pooling and
Fully Connected (FC) layers. However, the convolutional
layers of a TCN are characterized by causality and dilation,
two properties that make them suited for temporal inputs.

Causality enforces that the outputs of convolutions do
not violate the natural cause-effect ordering of events. In
practice, the outputs yt of a TCN convolution only depend
on a finite set of past inputs x[t−F ;t], where t is a discrete
index. Dilation is the mechanism used in TCNs for enlarging
the receptive field of convolutions on the time axis, without
requiring more trainable parameters and without increasing
the number of operations required for inference. It is a fixed
step d inserted between the input samples processed by
each convolutional filter. Eq. 1 summarizes the 1D dilated
convolution operation implemented by TCN layers:

ymt =
K−1∑
i=0

Cin−1∑
l=0

xlts−d i·W
l,m
i ,∀m ∈ [0, Cout−1],∀t ∈ [0, T−1]

(1)
where x and y are the input/output activations, T is the out-
put sequence length,W the array of filter weights, Cin/Cout
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the number of input/output channels, K the filter size and
s the stride. We also define F = d · (K − 1) + 1 the receptive
field of the layer.

2.2 Neural Architecture Search
In recent years, several manually designed efficient
and compact convolutional neural network architec-
tures for edge devices have been proposed, including
early MobileNets [20], ShuffleNets [21], EfficientNet [22],
SqueezeNet [23], etc. While these models are very efficient,
obtaining them required a long and time-consuming man-
ual tuning of hyper-parameters, which has to be repeated
from scratch when considering a different target task, or a
different deployment target.

To solve this issue, many automated or semi-automated
methods to optimize neural network architectures, easing
the burden of designers, have been proposed. These ap-
proaches, generally denoted as Neural Architecture Search
(NAS) algorithms, explore a large design space made of
different combinations of layers and/or hyper-parameter
values, selecting solutions that optimize a cost metric. The
latter is often a function of both the accuracy of the network,
and its computational cost (e.g., number of parameters or
inference operations).

Table 1 qualitatively compares some of the most rele-
vant works in this field, in terms of search time, memory
requirements during training (Mem.), search space size, and
possibility to vary the topology (number and type of layers)
of the resulting NNs. For Time and Mem., smaller is better,
whereas for Search Space, larger is better. Early NAS tools
were based on Reinforcement Learning (RL) [9], [12], [24],
[25] or Evolutionary Algorithms (EA) [26]. At each search
iteration, these methods sample one or more architectures
from the search space. Sampled networks are then trained to
convergence to evaluate their accuracy (and possibly cost),
which is then used to drive the next sampling. The repeated
training in each iteration is the main drawback of these
tools, for which a single search requires 1000s of GPU hours,
even on relatively simple tasks. Accordingly, these methods
are associated with large search time in Table 1. Memory
occupation is low and comparable to a standard training,
since each sampled architecture can be trained separately.
The search space size is virtually unlimited, and these tools
can easily support variable topologies. Notable exceptions
are [9], which searches over a fixed convolutional topology
of a variable number of layers without varying their type
and the connections between them, and [24], that constrains
its search space to a set of only 13 different layers per node.

To solve the search time issue of RL and EA methods,
more recent Differentiable NAS (DNAS) approaches have
proposed the so-called supernets [27]. Supernets are DNNs
that include all possible alternative layers to be considered
during the optimization. For instance, a single supernet
layer might include multiple Convolutional layers with
different kernel sizes, operating in parallel. The problem
of choosing a specific architecture is then translated into
the problem of choosing a path in the supernet [27]. The
choice between the different paths is encoded with binary
variables, jointly trained with the standard weights of the
network using gradient-based learning. To search for ac-
curate and efficient architectures, DNAS tools enhance the

TABLE 1
State-of-the-art NAS (Values: ↑= large,↗= medium, ↓= small).

Time Mem. Search Space Topology

Reinforcement Learning

Zoph et al. [9] ↑ ↓ ↗ Variable∗

MNASNET [12] ↑ ↓ ↑ Variable
NASNET [24] ↑ ↓ ↗ Variable
MetaQNN [25] ↑ ↓ ↑ Variable

Evolutionary

Real et al. [26] ↑ ↓ ↑ Variable

DifferentiableNAS

DARTS [27] ↗ ↑ ↓ Variable
ProxylessNAS [13] ↗ ↗ ↗ Variable

DmaskingNAS

FBNetV2 [10] ↓ ↓ ↑ Fixed
MorphNet [11] ↓ ↓ ↗ Fixed
S.-Path NAS [28] ↓ ↓ ↗ Fixed
PIT (this work) ↓ ↓ ↑ Fixed
∗ Depth only

normal training loss function with an additional differ-
entiable regularization term that encodes the cost of the
network. Typical cost metrics are the number of parameters
and the number of Floating Point Operations (FLOPs) per
inference [11]. Mathematically, DNAS tools search for:

min
W,θ
L(W ; θ) + λR(θ) (2)

where L is the standard loss function, W is the set of
standard trainable weights (e.g., convolutional filters), θ
is the set of additional NAS-specific trainable parameters
that encode the different paths in the supernet, R is the
regularization loss that measures the cost of the network
and λ is a hand-tuned regularization strength, used to balance
the two loss terms.

While DNAS algorithms are more efficient than early
RL/EA-based solutions, training the entire supernet still
requires huge computational resources both in terms of
training time and memory occupation. This, in turn, trans-
lates in a reduction of the explored search space for practical
DNASes such as [27], which have to limit the search to few
alternatives per layer, in order to keep the memory occu-
pation under reasonable bounds. The authors of [13] have
proposed ProxylessNAS, an advanced DNAS that reduces
the memory requirements, keeping in memory at most two
supernet paths for each batch of inputs. In ProxylessNAS,
the normal weights and the additional parameters encoding
supernet paths are trained and updated in an alternate
manner. First, path parameters are frozen, and based on
their current value, one sub-architecture of the supernet is
stochastically sampled. Then, the weights of the sampled
architecture are updated based on the training set. Second,
the normal weights are frozen and the architectural param-
eters are trained on the validation set. This second phase
updates two different paths at a time, sampling them from a
multinomial distribution. In turn, this clever strategy allows
ProxylessNAS to explore a significantly larger search space
compared to other DNAS tools.

A further evolution in the direction of lightweight NAS
is constituted by DMaskingNAS [10], fine-grain NAS [11]
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and Single-Path NAS [28] approaches. In these solutions,
the supernet is replaced by a single, usually large, archi-
tecture with a unique path. Optimized architectures are
found as modifications of this initial seed model, obtained
tuning hyper-parameters, such as the number of channels
in each layer [11]. The key mechanism that enables this
tuning within a normal training loop is the use of trainable
masks, used to prune parts of the network. DMaskingNAS
tools pursue the same DNAS objective of (2), where θ now
represents the set of trainable masks. FBNet-V2 [10], for in-
stance, uses a set of dedicated masks, each of which encodes
a different number of output channels or a different spatial
resolution, and is weighted with a trainable parameter. At
the end of the search, the mask coupled with the largest pa-
rameter is used to determine the final architectural setting.
Similarly, MorphNet [11] exploit as masking parameters
the pre-existing multiplicative terms of batch normalization
layers [29]. When these parameters assume a value lower
than a threshold, the corresponding channels/feature maps
from the preceding Convolutional layer are eliminated.

These approaches are more constrained than supernet-
based ones in terms of NN topology. In fact, they do not
allow to select between alternative layers (e.g., standard
convolution versus depth-wise + point-wise convolution).
On the other hand, they have two key advantages. First,
they have much lower memory cost and search time, while
still being able to find high-quality architectures. Crucially,
the search time of a DMaskingNAS is comparable to a
standard network training. Second, some DMaskingNASes
(including our work) can explore the search space at a much
finer grain. For example, MorphNet [11] can easily select
between 1 and 32 output channels in a Convolutional layer
with a granularity of 1, by starting from a 32 channels seed
layer, and eliminating those corresponding to the smallest
batch normalization multiplicative parameters. Obtaining
the same result with a standard DNAS would require a very
large supernet, with 32 parallel convolutional layers. The
masking and super-net approaches can also be combined,
to bypass the limitations of DMaskingNAS [30].

The NAS literature referenced above focuses almost ex-
clusively on 2D-CNNs for computer vision. None of the ex-
isting approaches has been applied to time-series processing
tasks, despite the fact that a large amount of edge-relevant
real-world tasks deal with uni-dimensional time-dependent
signals (e.g., bio-signals, audio, energy-traces, sensor read-
ings from industrial machines, etc). Our work tries to fill
this gap, by proposing a novel DMaskingNAS that targets
the optimization of 1D networks. Moreover, the working
principles of our tool are general, and could form the basis
for a more general NAS, able to explore temporal hyper-
parameters of arbitrary N-dimensional Convolutional layers
(e.g., including also 3D-CNNs for spatio-temporal data pro-
cessing), although this paper focuses exclusively on TCNs.

3 PROPOSED METHOD

We name our proposed tool Pruning in Time (PIT), since
it targets networks that process time-series, and the core
mechanism of a DMaskingNAS is very similar to structured
pruning [31]. PIT explores the architectures of convolutional
and fully-connected (FC) layers, the two most compute-

TABLE 2
List of symbols used in the paper.

Symbol Description
x Input activations of a convolutional layer
y Output activations of a convolutional layer
T Output sequence length of a convolutional layer
Cin, Cout Number of input/output channels of a conv. layer
W Convolutional filter weights
K Convolution filter size
s Convolution stride
d Convolution dilation
F Convolution receptive field
L Task-specific loss function
R Regularization loss function
λ Regularization strength
S, Ŝ Search space and sampled architecture
Ln Generic convolutional/FC layer
N Number of convolutional/FC layers
θ, Θ Generic NAS architectural parameters and correspond-

ing binary mask
α, ΘA NAS architectural parameters to optimize Cout and cor-

responding binary mask
β, ΘB NAS architectural parameters for F , and corresponding

binary mask
γ, Γ, ΘΓ NAS architectural parameters for d, intermediate binary

mask elements and final binary mask
Cβ , Cγ Transformation matrices to generate ΘB and ΘΓ from β

and γ.
k(i) Index mapping function used to generate ΘΓ from Γ

and memory-expensive operations present in TCNs. For
each convolutional layer, PIT jointly explores the number
of channels (Cout), the receptive field (F ), and the dilation
(d). Moreover, by tuning both F and d, it also indirectly
affects the filter size K. To the best of our knowledge, no
DMaskingNAS from literature has optimized the receptive
field or the dilation, even for 2D-CNNs. Similarly, PIT can
also optimize the number of output neurons of FC layers1.

We provide an overview of the search space explored
by our tool and of its general working principle in Sec-
tion 3.1. Then, we detail the mechanisms used to generate
differentiable masks for each considered hyper-parameter
in Sections 3.1.1-3.1.4. Finally, the two cost regularizers used
to drive the search and the overall training procedure are
described in Section 3.2 and 3.3 respectively. Table 2 sum-
marizes the main mathematical symbols used throughout
the paper.

3.1 Search Space
As shown in Figure 1, PIT’s search space encompasses all
sub-architectures derived from a seed TCN by tweaking the
three aforementioned hyperparameters. In particular, PIT
can decide to reduce Cout or F , and to increase d with respect
to the seed, all of which have the effect of reducing the
complexity and memory occupation of the layer.

To achieve this objective, each convolutional/FC layer of
the seed is modified to become a function Ln(W (n); θ(n))
of its original weights tensor W (n) and of a new set of
architectural parameters θ(n). For a TCN with N layers, the
search space of PIT is therefore defined by the set:

S = {Ln(W (n); θ(n))}N−1
n=0 (3)

1. This can be seen as a corner case of the Cout optimization, since FC
layers are just a special case of 1D convolutions with F = K = d = 1
and Cout equal to the number of output neurons. Accordingly, the rest
of this section describes PIT’s functionality for convolutions.
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Fig. 1. Search space of PIT.

During the search, the elements of θ(n) are properly
combined to form a binary mask Θ(n), which is used to prune
a portion of the layer weights. In practice, an architecture
Ŝ is sampled from S in each search iteration, by perform-
ing the Hadamard product between W (n) and Θ(n), i.e.,
Ŝ = {Ln(W (n)�Θ(n))}N−1

n=0 . This eliminates the portions of
W (n) that correspond to 0-valued mask elements, effectively
letting the seed layer produce the same output that would
be obtained with a smaller number of channels or receptive
field, or with a larger dilation. The way in which Θ(n) is
generated from θ(n) to produce this effect is the topic of
Sections 3.1.1-3.1.3.

Having binary masks is required to either completely
eliminate slices of W (n) (with value 0) or keep them un-
touched (with value 1) when sampling an architecture with
the Hadamard product. In practice, this corresponds to
sampling only feasible architectures (with integer Cout, F
and d). To this end, we binarize Θ(n) in the forward-pass
of our search/training, applying an Heaviside step function
with a fixed threshold th = 0.5.

At the same time, we also need to make the θ(n) → Θ(n)

transformation differentiable, in order to embed the search
into the standard gradient-based training of the network,
learning contextually both the weights W (n) and the archi-
tectural parameters θ(n). To cope with the Heaviside func-
tion derivation issues, i.e., derivative equal to 0 almost ev-
erywhere and not existent in δ, we follow the approach pro-
posed in BinaryConnect [32], based on a Straight-Through
Estimator (STE). Accordingly, during the backward-pass,
the step function is simply replaced with an identity.

For notation simplicity, in the rest of the section we
divide θ(n) parameters in three groups: α(n), used to tune
the number of channels, β(n), which tune the receptive field,
and γ(n), which affect the dilation factor. We also drop the
superscript (n) when not needed. In PIT, each of these three
groups of parameters is used to generate an independent
binary mask, which can be then combined with the other
two. Having independent masks for Cout, F and d, gives
PIT the flexibility to optimize the three hyper-parameters
either separately or jointly. At most, during a joint search,
PIT explores:

|S| ≈
N−1∏
n=0

(C
(n)
out,seed · F

(n)
seed · dlog2(F

(n)
seed)e) (4)

different solutions, whereCout,seed and Fseed in (4) are those
of the seed layers. The logarithmic term in (4) comes from

the fact that we only consider power-of-2 dilation factors,
as detailed in Section 3.1.3. For a relatively small seed with
N = 8, F (n)

seed = 17, andC(n)
out,seed = 128 ∀n, this corresponds

to evaluating ≈ 1032 architectures in a single training.

3.1.1 Channels Search

To explore the number of channels in each convolutional
layer, we take inspiration from [11]. In that work, the
parameters of batch normalization (BN) layers [29] were
transformed into binary masks to prune entire output chan-
nels and explore the space of all sub-layers with Cout <
Cout,seed. However, requiring the presence of a BN layer
after each convolution, although common in modern 2D-
CNNs, still limits the applicability of the approach of [11].
Therefore, in PIT, we decouple the channel search from
BN, and instead we exploit a dedicated trainable set of
parameters α to zero-out entire filters from the W tensor
of convolutional layers. PIT treats each output channel
independently. So, it uses an α array of length Cout,seed,
and it generates binary masks simply as:

ΘA = H(|α|) (5)

where H is the Heaviside binarization. Then, the layer
function defined in (1) is modified to:

ỹmt =
K−1∑
i=0

Cin−1∑
l=0

xlts−di · (ΘA,m ·W l,m
i ) (6)

In practice, each binarized mask element is multiplied with
all the weights of the same convolutional filter, i.e., with an en-
tire slice of the weights tensor over the output channels axis.
Each filter multiplied with a 0-mask effectively removes
the corresponding output channel from the layer. Figure 2
depicts the application of ΘA parameters to a simple layer
with Cout,seed = 4.

Convolu�onal 
Kernel

Output Channels Masks Output Examples

Fig. 2. Channels search example. Each ΘA,m = 0 zeroes-out the m-th
convolutional filter, i.e., a slice of size K ×Cin of the weights tensor W .

Noteworthy, besides reducing the number of channels,
PIT can also eliminate entire layers from the network, if the
latter includes skip-connections. In particular, if all the ΘA,m

of a convolutional layer are zeroed-out, then the inputs
only flow through the skip connection, effectively reducing
the number of the layers in the network by one. If skip
connections are not present, instead, at least one output
channel is always kept active to avoid breaking the network
connectivity.
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Our channels search scheme differs significantly from
existing DMaskingNAS such as FBNetV2 [10], since we
mask weights tensors rather than output activations. Funda-
mentally, as explained below, this makes our method easily
extensible to the exploration of other hyper-parameters such
as F and d, which would be much more difficult to optimize
with an activations mask. Moreover, we use independent
binarized parameters to mask each channel, rather than a set
of predefined masks with an increasing number of trailing
0s, combined via Gumbel Softmax, as done in [10]. This,
in turn, means that we can eliminate any combination of
channels, not just the trailing ones.

3.1.2 Receptive Field Search

The second critical hyperparameter that we explore is the
receptive field F , i.e., the range of input time-steps involved
in a convolution. In standard convolutions, the receptive
field is equal to the filter size (F = K). However, as detailed
in Section 2.1, this no longer holds for TCNs when the
dilation factor d is > 1, and the general relation becomes:
F = (K−1) ·d+1. As noted at the beginning of this section,
by exploring both F and d, PIT also indirectly optimizes the
filter dimension K.

The receptive field is explored using an array of addi-
tional trainable parameters β of length Fseed. Differently
from the output channels, however, the β need to be further
combined to define the corresponding binary differentiable
masks. The reason is that, to “simulate” the effect of a
smaller receptive field through masking, it is not sufficient to
mask any set of time-slices in the weights tensor: in a causal
TCN convolution, the receptive field extends exclusively
in the past. Thus, the slices that should be eliminated are
always the “oldest” ones, i.e., those that are multiplied with
input time-steps that are farthest in the past. To do so, we
derive elements of the binary masks ΘB from β as:

ΘB,i = H

Fseed−i∑
j=1

|βFseed−j |

 (7)

Each ΘB,i is then multiplied with a time-slice of the W
tensor during the forward-pass, as shown in Figure 3. There-
fore, when searching for the receptive field, (1) becomes:

ymt =
K−1∑
i=0

Cin−1∑
l=0

xlts−di · (ΘB,di �W l,m
i ) (8)

Thanks to the construction of (7), we have that if i > j,
then ΘB,i ≤ ΘB,j . In turn, this ensures that the first weight
slices to be pruned are always the leftmost ones, as shown
in the example on the right of Figure 3. Importantly, β0 is
always kept constant and equal to 1. This ensures that, once
binarized, ΘB,0 is also always = 1, and consequently, that
all convolutions take at least one time-step as input.

In practice, for efficiency reasons, we generate binary
masks using the matrix transformation:

ΘB = H (Cβ · |β|) (9)

where Cβ is a constant upper triangular matrix of 1s gener-
ated once at the beginning of a search, as shown on the left
of Figure 4.

W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0

Convolu�onal Kernel

W8 W7 W6 W5 W4 W3 W2 W1 W0

..
.

W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0

,

W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0

W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0

W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0W8 W7 W6 W5 W4 W3 W2 W1 W0

Fig. 3. Receptive field search example. Each ΘB,i = 0 eliminates the
contribution of 1 input time-step from the convolution output, by zeroing
out a time-slice of size Cout × Cin of the weights tensor W .

Dila�onRecep�ve-Field

Fig. 4. Example of conversion between trainable architectural parame-
ters β and γ and corresponding binary masks ΘB and ΘΓ, for a layer
with Fseed = 9.

3.1.3 Dilation Search

Lastly, PIT also explores the dilation factor d. Similarly to
the receptive field, also searching for dilation imposes some
constraints on the portions of the weights tensor that should
be pruned by our NAS. In particular, we need to ensure
that only regular dilation factors are generated, i.e., that the
time-steps gaps between consecutive convolution inputs are
all equal for a given layer. For example, we do not want
to obtain a layer that takes as input time-steps t, t − 1,
t − 3, and t − 10, corresponding to gaps of 0, 1, and 6
time-steps respectively. In fact, such a layer would not be
supported by most inference libraries, in particular those
for edge devices [33], [34], which only implement regular
dilation, as the latter enables more regular memory access
patterns and better low-level optimizations.

Based on these observations, we follow an approach
similar to the one described in Section 3.1.2. We start from
an array of trainable parameters γ, which are then combined
to compose differentiable binary masks2. Our method only
supports power-of-2 dilation factors which, besides being
the most commonly used values, also simplify the genera-
tion of the masks. Thus, we have: len(γ) = dlog2(Fseed)e.

In order to obtain the elements of ΘΓ, we pass through

2. In our preliminary work of [14] we used a different mechanism to
generate dilation masks as a product of γ elements instead of a sum.
However, we found that this new approach is superior as it does not
introduce nonlinear terms in the γ gradients.
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Fig. 5. Dilation search example. Each Γi = 0 increases d by a factor 2.

an intermediate array Γ, generated similarly to (7):

Γi = H

len(γ)−i∑
j=1

|γlen(γ)−j |

 (10)

Then, the mask is obtained by further reorganizing the Γi
values into the vector ΘΓ, of length Fseed, as follows:

ΘΓ,i = Γk(i), with k(i) =

len(γ)∑
p=1

1− δ(i mod 2p, 0) (11)

and where δ() is Kronecker’s Delta function. This reorga-
nization ensures that the Γ element with the largest index
(Γlen(γ)−1) ends up in all positions corresponding to time-
steps that would be skipped by a layer with d = 2. Simi-
larly, the element with the second largest index ends-up in
positions that are skipped when using d = 4, and so on.
This, combined with the fact that, by construction of (10),
it holds that Γi ≤ Γj for i > j, ensures that the dilation is
progressively increased. In other words, each new Γi binarized
to 0 increases the dilation by a factor 2.

The obtained ΘΓ vector is multiplied with the W tensor,
exactly as in (9), after setting the seed layer dilation to 1.
Again, we fix γ0 = 1 to ensure that we never prune the
entire convolution. An example of how the tensor is gener-
ated and of its effect on the dilation is shown in Figure 5.
In practice, similarly to the receptive field mask, also ΘΓ is
obtained from γ with a simple matrix multiplication:

ΘΓ = H(Cγ · |γ|) (12)

where Cγ is a constant matrix composed of 0s and 1s that
can be generated procedurally based on the value of Fseed.
An example of Cγ is shown on the right of Figure 4.

3.1.4 Joint Search
In order to jointly optimize all three aforementioned hyper-
parameters, we simply apply all three Θ masks to the weight
tensor of a layer. Therefore, the equivalent of equation (1) for
a seed convolutional layer during a joint search is:

ymt =
K−1∑
i=0

Cin−1∑
l=0

xlts−i · (ΘB,i�ΘΓ,i� (ΘA,m ·W l,m
i )) (13)

Note that, as anticipated in Section 3.1.3, we set the seed
layer dilation to 1, since we want to let PIT explore all possi-
ble d values. In our experiments, we found that performing

such a joint search yields superior results with respect to
optimizing the three hyper-parameters sequentially, since
PIT can take into account the complex interactions among
them (especially among F and d), see Section 5.2.

3.2 Regularization
Following the same approach of state-of-the-art
DNASes [10], [11], [13] PIT searches for accurate yet
low-complexity architectures by combining the task-specific
loss function L with a regularization term R as in (2). The
additional differentiable term encodes a prior in the loss
landscape that directs the optimization towards low-cost
solutions. The two cost metrics considered in this work
are the number of parameters (or size) of the model,
and the number of operations (OPs) for an inference.
The corresponding two regularizers Rsize and Rops are
differentiable functions of the pre-binarization masks Θ̃A,
Θ̃B and Θ̃Γ, i.e., the outputs of (5), (9) and (12) but without
the Heaviside binarization. The latter, in turn, depend
on the trainable architectural parameters α, β and γ. We
use pre-binarization masks as in [11], because this yields
a smoother loss landscape, improving convergence. The
details of the two regularizers are provided below.

3.2.1 Size Regularizer
The Size Regularizer Rsize estimates, during each forward-
pass, the effective number of parameters of the network,
based on the values of the differentiable binary masks.
The number of parameters of a convolutional layer, i.e.,
the size of weight tensor W , is equal to Cin × Cout × K.
Accordingly, we define the size regularizer for a TCN with
N convolutional (or FC) layers as:

Rsize =
N-1∑
n=0

(R(n)
size) =

N-1∑
n=0

C
(n−1)
out,eff · C

(n)
out,eff ·K

(n)
eff (14)

where:

C
(n)
out,eff =

C
(n)
out,seed−1∑
i=0

Θ̃
(n)
A,i (15)

is the effective number of channels in the n-th layer, and:

K
(n)
eff =

F
(n)
seed−1∑
i=0

Θ̃
(n)
B,i

Fseed − i
·

Θ̃
(n)
Γ,i

len(γ)− k(i)
(16)

is the effective kernel size, which depends both on the total
receptive field and on the dilation. For the 1st layer of the
network, C(n−1)

out,eff is constant and equal to the number of
channels of the input signal.

The definitions of (15) and (16) are continuous relax-
ations of the number of active (non-pruned) channels and
time-slices of W (n) respectively. By minimizing Rsize, PIT
is encouraged to reduce the Θ̃ values, bringing them below
the binarization threshold. Depending on the regularization
strength λ of (2) PIT balances the corresponding reduction in
cost with the accuracy drop caused by eliminating W slices
from the layer, reducing only the Θ̃ elements associated to
unimportant slices.

The denominators in (16) are needed to make sure that,
when β and γ are equal to 1 (i.e., the initialization value,
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Algorithm 1
1: for i← 1, . . . ,Stepswu do #warmup loop
2: Update W based on ∇WL(W )
3: end for
4: while not converged do #search loop
5: Update W and θ based on ∇W,θ(L(W ; θ) + λR(θ))
6: end while
7: for i← 1, . . . ,Stepsft do #fine-tuning loop
8: Update W based on ∇WL(W )
9: end for

see Section 3.3), K(n)
eff corresponds to the real filter size of

the seed. In fact, each Θ̃B/Γ is obtained as sum of a different
number of γ (or β) elements. As a result, without normaliza-
tion, the estimated cost would be higher than the real filter
size. For instance, in a layer with Fseed = 5 and with all β/γ
initialized at 1, without the denominators, we would have
Keff = 33, which is clearly incorrect. Conversely, with the
denominators, we have Keff = 5 = Fseed, which is correct,
since the initialization of γ = 1 implicitly imposes d = 1.

3.2.2 OPs Regularizer
The second proposed regularizerRops estimates the number
of operations required to perform an inference. Since the
number of OPs of a 1D convolutional layer is T × Cin ×
Cout×K, where T is the output sequence length defined in
(1), the regularizer expression is simply:

Rops =
N∑
n=1

(R(n)
size · T (n)) (17)

In practice, when targeting the reduction of the total OPs
for inference, the only difference in the regularizer is that the
cost of each layer is weighted by the output sequence length.
This is particularly important in presence of layers such
as pooling, strided convolution, etc., which significantly
reduce T , and consequently the number of OPs for the
downstream part of the network.

3.3 Training Procedure
Algorithm 1 summarizes the three main phases of a PIT
architecture search. The first phase consists of Stepswu it-
erations of warmup. At this stage of the algorithm, all θ
parameters (i.e., α, β and γ) are initialized to 1 and frozen.
Accordingly, all elements of the binary masks Θ are also
binarized to 1. Therefore, warmup coincides with a normal
training of the seed network, where the only objective is
minimizing the task loss function L. The number of warmup
iterations is a user-defined parameter. In practice, in all our
experiments, we warm up to convergence.

The second phase is where the actual NAS takes place. In
the search loop, the model weights W and the architectural
parameters θ are optimized simultaneously. Accordingly,
the goal of this phase is to minimize the sum of the task-
specific loss L and of one of the two the regularization losses
R discussed in Section 3.2, weighted by the regularization
strength λ. The duration of the search phase is controlled by
an early-stop mechanism which monitors the value of L on
an unseen validation split of the target dataset, and stops
the search when the latter does not improve for 20 epochs.

Finally, in the third and last phase the θ parameters, and
corresponding Θ binary masks, are frozen to their latest
values. This corresponds to sampling from the search space
the architecture that PIT determined as optimal during the
previous phase. Then, the weights W of the selected net-
work are fine-tuned or re-trained from scratch, considering
only the L loss.

In order to obtain different Pareto points in the accuracy
versus cost (size or OPs) space with PIT, it suffices to
repeat Algorithm 1 changing the regularization strength λ.
More precisely, the warmup phase can be performed just
once, saving the final weights of the seed network. Overall,
Algorithm 1 has a complexity that is comparable to a single
TCN training. Moreover, the requirements in terms of GPU
time and memory are greatly reduced with respect to a
supernet-based DNAS. Therefore, obtaining 10s of Pareto
points by changing λ still has a manageable cost, as shown
for example by the results of Figure 10.

4 BENCHMARKS

We test PIT on four edge-relevant real-world benchmarks.
We select diverse benchmarks to comprehensively evaluate
the effectiveness of the proposed NAS. Specifically, we con-
sider regression as well as classification tasks; the inputs
analyzed are both raw or extracted features, and the TCNs
employed as seed are based on different architectural styles.

4.1 PPG-based Heart-Rate Monitoring
The first benchmark deals with Heart-Rate (HR) monitoring
on wrist-worn devices, using Photoplethysmography (PPG)
sensors coupled with tri-axial accelerometers to mitigate
the effect of motion artifacts [17], [35]. We target the PPG-
Dalia [35] dataset, and the task is formulated as a regression
of the HR value, whose ground truth is derived with ECG
measurements. All results refer to the same input window-
ing and cross-validation scheme proposed in [35].

The seed network for this task is TEMPONet, a TCN
originally proposed in [2] and later used for HR monitoring
with state-of-the-art results in [17]. The network is com-
posed of three feature extraction blocks and a final regressor
module with three FC layers. Each feature extraction block
is made of three convolutional layers with BatchNorm and
ReLU activation, followed by an average pooling. The FC
layers are also followed by BatchNorm and ReLU, and by a
dropout layer with 50 % rate. With respect to the original
TEMPONet, our seed is obtained doubling the receptive
field of all convolutions and setting the dilation to 1.

4.2 ECG-based Arrhythmia Detection
Our second benchmark deals with Electrocardiogram
(ECG)-based arrhythmia detection, for wearable medical
devices. We target the ECG5000 dataset [36], and the task
consists in classifying the ECG signals in 5 classes: Normal,
R-on-T Premature Ventricular Contraction, Premature Ven-
tricular Contraction, Supraventricular Premature or Ectopic
beat, and Unclassified Beat.

The reference TCN is ECGTCN, originally proposed
in [37]. Differently from TEMPONet, ECGTCN is based
on residual blocks. It has a first convolutional layer that
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enlarges the number of input channels, followed by three
modular blocks, each including two dilated convolutions
with ReLU activation, BatchNorm and 50% dropout. The
input and output feature maps of each block are then
summed together. When the number of input and output
channels differs, the residual path also includes a point-wise
convolution (i.e., K = 1) in order to adapt the tensor sizes.
The PIT seed is obtained from ECGTCN, setting the dilation
of all layers to 1, while keeping the original receptive field.

4.3 sEMG-based Hand-Gesture Recognition
The third benchmark deals with hand-gesture recognition
based on surface electromiography (sEMG) signals. For
this task, we target the NinaPro DB1 dataset [38], which
includes 52 heterogeneous gesture classes, using the same
data pre-processing and augmentation described in [19].

The seed network is TCCNet, originally proposed in [19].
The architecture includes three feature extraction blocks,
each composed of two dilated convolutions with ReLU and
dropout (5% rate) and a residual branch with a point-wise
convolution. The classifier includes an attention layer of the
type described in [39] and a final FC layer with 53 output
neurons (52 hand-gestures + 1 unknown class). The PIT seed
is obtained simply setting the dilation to 1 in all layers.

4.4 Keyword Spotting
Our last benchmark is keyword spotting (KWS). We target
the Speech Commands v2 dataset [40], following the pre-
processing scheme proposed by the MLPerf Tiny benchmark
suite [41] which produces 12 possible labels, including 10
words and two special classes for ”unknown” and ”silence”.

As seed, we use the TCN presented in [18], called TC-
ResNet14. The main difference with the other reference
TCNs is that the original TC-ResNet14 did not use dilation,
and the modular convolutional blocks alternate plain con-
volutions with strided convolution with s = 2. PIT’s seed is
obtained doubling the receptive field in each layer.

5 EXPERIMENTAL RESULTS

This section discusses the results obtained by PIT on the four
aforementioned benchmarks. In particular, in Section 5.1, we
present the global results of our NAS search in the accuracy
versus number of parameters and accuracy versus number
of OPs planes. In Section 5.2 we conduct ablation studies on
one of the benchmarks, and in Section 5.3 we compare our
approach with a state-of-the-art DNAS, ProxylessNAS [13],
and with two state-of-the-art DMaskingNAS approaches,
namely, MorphNet [11] and FBNetV2 [10]. Since the code
for [10] is not publicly available, we re-implemented it based
on the information provided in the paper. Finally, Section 5.4
presents the memory, latency and energy consumption re-
sults obtained deploying some of the networks found by
PIT on two commercial edge devices.

PIT is written in Python (v3.6) and it is based on PyTorch
(v1.7.1). All our training experiments and NAS searches
are performed on a single NVIDIA TITAN Xp GPU with
12GB memory. The two deployment targets considered
are: i) the multicore GAP-8 IoT processor by GreenWaves
Technologies [15] and ii) the single-core STM32H7 MCU by

STMicroelectronics [16]. As inference software backend, we
use the open-source layers library of [42] coupled with the
tiling tool of [43] for GAP-8, and the CMSIS-NN library [44]
for the STM32H7. All deployed networks are quantized to
8-bit, using PyTorch’s built-in quantization algorithm.

5.1 Search Space Exploration
Figure 6 shows the results of applying PIT to the four
benchmarks. The graphs report the TCNs accuracy (for
classification tasks) or Mean Absolute Error (MAE, for re-
gression tasks) on the x axis, and the number of parameters
or OPs per inference on the y axis. The curves correspond
to the outputs of PIT, where different points are obtained
varying the regularization strength λ and considering both
size and OPs regularizers. Moreover, each plot also reports
the metrics of two additional TCNs. Black triangles corre-
spond to the results obtained by the hand-tuned state-of-the-
art TCNs directly taken from [17], [18], [19], [37], with the
original number of channels, receptive fields, and dilation
factors. Black squares, instead, indicate the metrics of the
PIT seeds, i.e., the same networks modified as described in
Section 4 (setting d = 1 everywhere, etc.) to enlarge the PIT
search space.

The upper-left part of Figure 6 reports the results on the
PPG-DaLia dataset for the PPG-based HR monitoring task.
This is the only regression task considered, so the network
performance is measured with the MAE, for which lower
values are better. As shown by the graphs, starting from a
single seed network, PIT is able to obtain a rich collection
of Pareto-optimal architectures, spanning more than one
order of magnitude both in terms of parameters (4.7k-78k)
and OPs (0.27M-9.6M). Notably, PIT networks dominate in
the Pareto sense both the seed architecture and the hand-
tuned state-of-the-art TEMPONet. In particular, we obtain
a similar MAE to the seed TCN (5.38 vs 5.40 BPM), with
120.0× less parameters and 96.0× less operations. Moreover,
PIT also finds a new state-of-the-art deep learning model for
this task, achieving a MAE of just 5.03 BPM while requiring
only 53k parameters and 5.1M OPs, improving the best
performing architecture proposed in [17]3 requiring 8.03×
and 5.42× less parameters and OPs.

The Upper-right pair of charts shows the results ob-
tained on the ECG5000 dataset for Arrhythmia Detection.
PIT results span almost one order of magnitude in pa-
rameters (0.91k-5.36k) and OPs (50.3k-293.5k). Moreover,
both the seed network and the hand-tuned one are Pareto-
dominated. The best performing architecture found by our
NAS improves the accuracy of the hand-tuned network
(+1.03%) reducing both the number of parameters (-64.7%)
and the FLOPs (-85.8%).

Lower-left part of Figure 6 shows the results obtained
for the sEMG-based Hand-Gesture Recognition task on the
NinaPro-DB1 dataset. The richness and diversity of the
found architectures in terms of size and number of OPs are
similar to the previous two benchmarks. However, while
PIT results still dominate the seed, in this case the hand-
tuned TCNNet sits on the Pareto front. Indeed, the PIT
network that is nearest to the hand-tuned architecture on the

3. Note that this result is achieved without applying any additional
post-processing as described in [17].
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Fig. 6. Overall PIT Pareto fronts for the four target benchmarks, and comparison with seed and hand-tuned TCNs.

TABLE 3
Range of regularizer strength (λ) values for the four benchmarks.

Regularizer PPG ECG sEMG KWS

Rsize 1e-7 : 5e-4 5e-7 : 7.5e-3 1e-7 : 5e-6 5e-10 : 1e-5

Rops 1e-8 : 5e-5 5e-8 : 5e-4 5e-10 : 5e-8 1e-10 : 1e-6

curve, achieves a slightly lower accuracy (-0.47%) traded-off
with a reduction of size (-3.33%). This result demonstrates
the goodness of the original TCNNet proposed in [19] but, at
the same time, it shows the good quality of the architectures
found by our NAS, which despite starting from an oversized
seed, is still able to produce optimized networks that closely
resemble those tuned by experts.

Lastly, the lower-right part of Figure 6 shows the two
Pareto fronts obtained on the Google Speech Commands
dataset for Keyword Spotting. Once again, we largely out-
perform both the seed and the hand-tuned TCNs. Specifi-
cally, the most accurate PIT architecture slightly improves
the accuracy of the hand-tuned network (+0.36%) while
greatly reducing both the number of parameters (-82.53%)
and FLOPs (-44.53%). Moreover, we obtain Pareto points
that span 10k-98k parameters and 0.87M-3.98M OPs. It is
important to note that the bad performance obtained by
the seeds (black squares) for all four benchmarks is due to
over-fitting, which in turn is caused by the large number of
channels and receptive fields, and the absence of dilation.

Table 3 reports the range of regularizer strengths λ used
on the four benchmarks to obtain these results. In general,
λ should be set so that the two additive terms in the loss
(L and λR) assume comparable values at the beginning of
a training. This ensures that PIT takes into account both
accuracy and inference cost in its search, without degener-
ating to one of the two corner cases, i.e., accuracy-driven-
only and cost-driven-only optimization. The corresponding
values of λ vary for different tasks, as shown in the table.
However, we found that a good rule of thumb, which works
for all benchmarks, to identify the order of magnitude of
the regularization strength is to start from λ = 1/(Seed
Model Size). Then, based on the results of a PIT search
with this initial value, one can decide to increase/decrease

λ to obtain smaller/more accurate TCNs respectively. By
monitoring the loss in the initial epochs, it is also very easy
to detect when the NAS is falling in one of the corner cases
(one term much larger than the other) and stop the search
immediately, without wasting training time.

5.2 Ablation Studies
This section analyzes the impact of some of the most impor-
tant PIT parameters. Due to space limitations, we report the
results of this study only for the PPG-based HR monitoring
benchmark.

5.2.1 Hyper-parameters
Figure 7 analyzes the contribution of different hyper-
parameters to the quality of results found by PIT. For this
experiment, we use the Rsize regularizer and consider so-
lutions in the MAE versus number of parameters space. We
then repeat the NAS search 3 times. In each run, we freeze
two of the three sets of architectural parameters (α, β and γ)
to 1, letting PIT tune the third set. This gives us: i) the results
of a search that only optimizes the number of channels in
each layer (Ch-Only), performed on a TCN with maximal
receptive field and d = 1, ii) the results of a receptive field-
only search (Rf-Only), on a TCN with maximal Cout and
d = 1, and iii) the results of a dilation-only search (Dil-
Only) on a network with maximal F and Cout. The Pareto
fronts obtained in each of these 3 conditions by varying the
regularization strength λ are shown in the figure, together
with the output of a complete search that optimizes all three
hyper-parameters simultaneously (All-in-One).

The results clearly show that the main source of param-
eters reduction and performance improvement is the search
along the channels dimension. This is probably due to the
fact that the channels represent a large source of redundancy
in hand-tuned TCNs, since their number is typically set
using common heuristics, irrespective of the target task
(e.g., Cout multiple of 32, progressively increasing along the
depth of the network). However, Figure 7 also shows that
optimizing only the number of channels is not sufficient, and
that a combined optimization that also consider receptive
field and dilation can yield Pareto-optimal networks across
the entire MAE/parameters range.
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5.2.2 Regularizers
Figure 8 compares the Pareto fronts obtained using theRsize
regularizer (with orange stars) and Rops regularizer (with
green diamonds). Note that the PPG-based HR monitoring
benchmark is the one for which the distinction between
model size and number of OPs is most relevant, due to
the presence of several layers (average pooling and strided
convolution) that modify the activation array length T .

The Figure shows that, as expected, the majority of the
Pareto points in the MAE versus number of parameters
plane are produced when using the Rsize regularizer, with
the few exceptions being due to local minima. Vice versa,
the Rops regularizer tends to generate superior solutions in
terms of MAE versus number of OPs.

5.3 Comparison with state-of-the-art NAS tools
Figure 9 compares the Pareto fronts obtained with PIT and
three state-of-the-art NAS tools, namely ProxylessNAS [13]
MorphNet [11] and FBNetV2 [10], on the HR monitoring
benchmark. Results show that PIT outperforms all three
across the entire design space, except for one MorphNet
and one FBNetV2 point, that achieve a very low number of
operations, although at the cost of a quite large MAE. The
main reason for the superior results of PIT is the fact that
our NAS explores a larger and finer-grain search space with
respect to the baselines. For what concerns MorphNet and
FBNetV2, this is partly due to the intrinsic nature of those
tools, which cannot explore receptive field, nor dilation [10],
[11]. Accordingly, F and d in their respective seeds have
been set to the hand-tuned values of the state-of-the-art
network. This different search starting point compared to
PIT is the reason why, in the low-size/high-MAE regime,
these tools find a single Pareto-optimal point.

For FBNetV2, we considered a Coarse search space, in-
cluding 4 Cout alternatives per layer, uniformly spaced, i.e.,
1/4Cout,seed, 1/2Cout,seed, 3/4Cout,seed and Cout,seed. and a
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Fine search space, which instead evaluates all Cout values
with a granularity of 1. The latter is more similar to PIT, but
the former achieves superior results in most cases. This is
because FBNetV2 uses a pre-defined binary mask for each
layer variant, combining them through a Gumbel softmax,
as explained in Sec. 3.1.1. Experimentally, we found that
with a too large number of masks, the search becomes un-
stable and yields sub-optimal results. In contrast, PIT does
not have this limitation since it uses independent trainable
masks that keep or eliminate an individual channel.

ProxylessNAS, being a super-net-based DNAS, would be
virtually able to explore the entire PIT search space, as long
as all the versions of layers to be explored are included in
the super-net [13]. However, doing so would result in a too
huge network, impossible to train due to memory and time
requirements. In fact, as detailed in Section 3, PIT explores
Cout and F with a granularity of 1, and for d, it considers
all possible power-of-2 values. Therefore, each super-net
node should include Cout,seed ·Fseed ·dlog2(Fseed)e different
layers, connected in parallel. With the same parameters
used for the example at the end of Section 3.1, this would
correspond to ≈10000 different versions of each layer.

Therefore, we select a coarser-grain search space for
ProxylessNAS, trying to make the comparison with PIT as
fair as possible, while keeping the search space size similar
to the one of the original paper [13]. To do so, we use
the following procedure. First, we perform multiple Prox-
ylessNAS searches on Cout, F and d separately, keeping the
two not-optimized hyper-parameters at the seed values. In
each of these searches, we consider 4 layers variants in each
super-net node, uniformly sampling the PIT search space
(in the same way described above for FBNetV2-Coarse).
We then run ProxylessNAS multiple times with different
regularization strengths. We identify, for every layer, the
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Fig. 11. Hyperparameters of the deployed PIT architectures and corresponding seed network for the four benchmarks.

two values of each hyper-parameter that have been chosen
more frequently. The 23 possible combinations of the latter
are used to generate the combined search space for Proxyless-
NAS, which, accordingly, includes 8 layer variants in each
super-net node. The Pareto fronts of Figure 9 are obtained
running ProxylessNAS multiple times on this combined
search space, with different regularization strengths. We
report both the results obtained with the training scheme
proposed in the original paper (Original curve), which runs
for a fixed number of epochs, and with the same early-stop
mechanism employed for PIT (EarlyStop curve). As shown,
the quality of results is similar in both cases.

Figure 10 compares the search space dimension and
average execution time of the different tools on the HR
monitoring benchmark. For reference, the execution time of
a standard training of the seed network is also reported.
All time results refer to the search phase only (without
warm up), and are obtained on a single NVIDIA Titan
XP GPU with a batch-size of 128. For ProxylessNAS, we
report the results of the the initial single-hyper-parameter
searches (Proxyless-Single) and of the final combined search
(Proxyless-Multiple), both with and without early-stopping.

Our algorithm explores a 1026×/1012× larger search
space than Proxyless-Single/-Multiple. Further, it is only
1.13× slower than Proxyless-Single with early-stopping,
and 3.55× faster than the variant without early-stopping,
while it is 3.0×/14.22× faster compared to Proxyless-
Multiple with/without the early-stopping training. With re-
spect to MorphNet, we explore a 1011× larger search space
at the cost of a small 1.07× increase in runtime. FBNetV2-
Coarse is the fastest tool, converging in few search epochs.
Whereas offering a 2.5× speedup with respect to PIT, the
explored search space is 1026 smaller. Instead, FBNetV2-
Fine explores a 1011 smaller space while requiring the same
search time of the proposed approach. Lastly, PIT’s time-
overhead with respect to a normal training is only 34%.

5.4 Embedded Deployment

This section analyzes the results obtained deploying two
TCNs for each target benchmark on the GAP8 IoT proces-
sor (running at 100 MHz) and on the STM32H7 MCU (at
480 MHz). For each task, we deploy the best performing
network in terms of MAE or accuracy (L). Moreover, we also
select a small network that achieves a MAE drop < 1 BPM,

TABLE 4
Detailed deployment results for the four benchmarks.

GAP8 STM32
Perf. Mem. Lat. En. Lat. En.

Task TCN int8 (float32) [kB] [ms] [mJ] [ms] [mJ]

PPG
HT 5.01 (5.14) BPM 423 23.2 1.2 58.3 13.6
S 5.71 (6.17) BPM 4.7 1.18 0.06 3.2 0.75
L 5.01 (5.03) BPM 53.2 4.25 0.22 15.2 3.56

ECG
HT 94.2 (94.2) % 15.2 2.69 0.14 6.66 1.56
S 92.84 (93.16) % 0.9 0.78 0.04 1.8 0.42
L 94.13 (94.13) % 5.4 1.26 0.06 2.84 0.66

sEMG
HT 88.89 (88.87) % 88.8 61.0 3.11 291 68.1
S 86.97 (86.98) % 35.4 39.6 2.02 169 39.5
L 91.2 (90.99) % 317.8 238 12.1 960 225

KWS
HT 92 (92.31) % 323.4 13.4 0.68 30.7 7.17
S 87 (86.58) % 9.8 1.40 0.07 2.66 0.62
L 92.16 (92.64) % 56.5 3.74 0.19 10.6 2.48

or an accuracy drop < 5% with respect to the best perform-
ing one (S). For comparison, we also deploy the baseline
hand-tuned architectures (HT). Table 4 reports the results
in terms of performance (MAE or accuracy, depending on
the dataset), memory footprint, inference latency and energy
consumption, while Figure 11 shows the hyper-parameters
selected by our NAS.

PIT finds competitive solutions for both hardware tar-
gets and for all 4 tasks, despite the large difference in
complexity among them, testified by the more than two
orders of magnitude span in memory, latency and energy
consumption in the results of Table 4. For PPG-based HR
monitoring, the L/S models achieve a 0/0.70 BPM MAE
increase with respect to the hand-tuned TEMPONet re-
spectively, while resulting in a 8.03/90.8× lower memory
footprint, and a 5.45/19.6× lower latency and energy con-
sumption on GAP8. On the STM32 MCU, the latency and
energy reduction of the two PIT outputs is 3.83/18.2×. PIT’s
L/S models for ECG processing, instead, achieve +0.07%/-
1.36% accuracy with respect to the hand-tuned ECGNET,
with a 2.83/16.8× lower memory footprint, 2.13/3.44× la-
tency and energy reduction on GAP8, and 2.34/3.7× on
the STM32. For the sEMG gesture recognition task, the
L/S models found by PIT obtain +2.31%/-1.92% accuracy
compared to TCCNet. In this case, the higher accuracy of the
large model is paid with a 3.57× larger memory footprint,
and a 3.85× latency and energy increase on GAP8 (3.33×
on the STM32H7), proving once again the goodness of the
hand-tuned model for this task. The small TCN, instead,
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results in a 2.51× memory reduction, and 1.54× and 1.72×
lower latency and energy on the two targets. Lastly, the
L/S PIT outputs for KWS obtain +0.16%/-5% accuracy with
respect to TCResNet-14, with a 5.72/33.1× lower memory
footprint, 3.58/9.54× lower energy and latency on GAP8,
and 2.9/11.54× lower energy and latency on STM32H7.

Figure 11 shows the high variability of hyper-parameters
settings found by PIT, and the different optimization be-
haviours for different benchmarks. In general, comparing
PIT outputs with the respective seeds, we can observe that
the optimized networks found by our tool contradict several
“rules of thumb” of manual DNN design, such as progres-
sively increasing the number of channels and dilation for
deeper layers. Accordingly, our NAS could also provide in-
teresting insights for better TCN design. For instance, for the
PPG benchmark, PIT finds solutions that are characterized
by a large number of channels in the first and last layers,
while keeping an overall high receptive field in the core of
the network.

6 CONCLUSION

We have proposed PIT, a lightweight NAS tool for TCNs,
able to explore a large, fine-grained search space of archi-
tectures with low GPU memory requirements. PIT is, to
the best of our knowledge, the first DMaksingNAS tool
explicitly designed for 1D convolutional networks, and the
first to target the optimization of the receptive field and
dilation of convolutional layers. With experiments of four
real-world benchmarks, we have shown that PIT is able
to find improved versions of state-of-the-art TCNs, with a
memory compression of up to 8.03× (90.8×) and a latency
and energy reduction of up to 5.45× (19.6×) without (with
a reasonable) accuracy drop, when deployed on commercial
edge devices. Our future work will focus on extending PIT
principles to generic N-dimensional CNNs.
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