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Metrological characterization of consumer-grade equipment for
wearable brain-computer interfaces and extended reality

Pasquale Arpaia1,2,3,∗, Luca Callegaro4, Alessandro Cultrera4, Antonio Esposito5,2, Massimo Ortolano5,4

Abstract—This paper proposes the characterization of stimu-
lation and detection equipment in the design of wearable brain-
computer interfaces based on visually evoked potentials. In
particular, methods for the characterization of the optical output
of commercial smart glasses, and for the calibration of a low-cost
electroencephalograph are presented and discussed. The reported
results show that, by proper characterization and calibration,
consumer-grade equipment is suitable for brain-computer inter-
face applications. Moreover, unexpected harmonics of the visual
stimuli have to be taken into account by suitable processing.
Finally, the electroencephalograph shows an adequate linear
behavior, but its gain error of around 10% should be corrected
by calibration in some applications.

Index Terms—brain-computer interface; extended reality; elec-
troencephalography; calibration; characterization.

I. INTRODUCTION

Brain-computer interfaces (BCI) are recently attracting
much interest from the scientific and technological community
[1]. Through a BCI, a novel mean of communication is
provided by relying on direct measurement of brain signals.
Applications have been addressed to either impaired and able-
bodied people. Examples are robots control [2], industrial in-
spection [3], and neurorehabilitation [4], [5]. Among possible
paradigms, reactive BCIs are the most performing ones [6],
[7]. In a reactive paradigm, sensory stimulation is needed to
elicit specific brain potentials. Therefore, when the BCI user
is exposed to a stimulus, the correspondingly evoked potential
can be detected. Recent studies have proven that visually
evoked potential (VEP) are particularly suited for communi-
cation and control applications [3], [8], [9]. As a matter of
fact, many BCIs are still limited to laboratory setups because,
in uncontrolled conditions, artifacts compromise brain activity
measurements [10]. However, many efforts have been made to
bring BCI technology in daily life by focusing on wearable,
portable, and low-cost devices [11]–[14].

The majority of works in the BCI field consider the
electroencephalography to measure the electrical activity of
neurons populations. In doing so, non-invasive systems can
be implemented since electrodes can be placed outside the
scalp [15]. Furthermore, the electroencephalography fits the
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need for wearability, portability, and low cost. In these regards,
some studies evaluated the usability of commercially-available
headsets and compared consumer-grade electroencephalograph
(EEG) with medical-grade one [16], [17]. It emerged that
consumer-grade instrumentation can be employed in BCI
applications, but clinical setups offer better data quality and
reliability although more expensive. Notably, the cited studies
validated the devices during experiments with human subjects,
but they did not characterize the devices alone.

In line with the previous considerations, the elicitation of
steady-state VEPs (SSVEP) is here taken into account. The
discussion copes with the possibility to provide visual stimuli
by means of smart glasses, which are increasingly exploited
in virtual reality and augmented reality (i.e. extended reality,
or XR) [18], and to detect the elicited potentials by means of
a commercial EEG. In the BCI field, the user can interact with
the XR glasses by merely staring at icons appearing on the dis-
play. Upon this simple principle, a user-friendly, low-cost, and
performant BCI can be built by integrating smart glasses and
EEG available off-the-shelf [3], [5], [9]. Previous researches
already proved the functionality of wearable XR-BCI systems.
However, the measured EEG signals occasionally show an
unexplained behavior. In details, when a human subjects is
stimulated with a flickering light, the harmonic content of
the measured electroencephalogram does not match the one
associated with the ideal stimulus. Literature studies suggest
that the unexpected behaviors should be exclusively led back to
the non-linearity of human brains [19]. In addition, it is well-
known that brain signals are characterized by low signal-to-
noise ratio and non-stationarity, which could affect their spec-
tral distribution. Hence, various filtering techniques have been
proposed in literature, e.g. empirical mode decomposition [20],
[21] or multivariate empirical mode decomposition [22], [23].
Nevertheless, those studies were more application-oriented and
they did not deal with a metrological characterization of the
stimulation and detection equipment.

Commercially available smart glasses exploit different dis-
play technologies. In particular, optical see-through technology
exploits semi-transparent displays that do not hide the real
scene while superimposing virtual objects to it. Therefore, they
are more suited for extended reality [18]. Typical devices ex-
ploit an LCD display with an active matrix of polysilicon thin-
film-transistor, or silicon-based OLED matrix, or even planar
waveguides showing different images to create a stereoscopic
illusion. Currently, the calibration of smart glasses mostly
concerns the accurate measurement of the user’s eyes position
[24] or display calibration for properly rendering of virtual
objects [25]. Indeed, generating flickering icons with smart
glasses is a recent proposal, and it is closely related to the
BCI framework. Even in SSVEP-BCI research, previous works

1



0018-9456 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIM.2021.3127650, IEEE
Transactions on Instrumentation and Measurement

(a) (b) (c)

Figure 1: Wearable brain-computer interface based on steady-state visually evoked potentials: (a) smart glasses for visual
stimulation, (b) the human user, (c) low-cost EEG.

dealt with the optimization of the stimulus layout [26] and the
comparison of different implementation is usually application-
oriented. Therefore, neither the properties of a flickering icon
nor the EEG measurement accuracy have been assessed yet.
The application-oriented approach did not allow to separate
the different sources of errors and uncertainties, since neuro-
physiological phenomena are not yet fully understood [19]. For
instance, in addition to the possible EEG measurement errors
and uncertainties, there is no guarantee that smart glasses can
generate visual stimuli responding to design specifications.
In such a framework, the IEEE Standards Association has
indicated a roadmap for neurotechnologies by considering
standardized calibration procedures in addition to validation
based on user tasks [27].

The present work aimed to characterize the stimulation and
detection equipment of a wearable SSVEP-BCI, especially
focusing on the generation of flickering icons with smart
glasses and the calibration of an off-the-shelf EEG. This
extends the preliminary results presented in [28], in which
a preliminary characterization of the EEG was carried out.
Such a characterization appears essential in the design of novel
wearable interfaces. Therefore, in the remainder of the paper,
the proposed characterization is presented in Section II. Next,
results are presented and discussed in Section III. Conclusions
follow in Section IV.

II. CHARACTERIZATION OF STIMULATION AND
DETECTION EQUIPMENT FOR SSVEP-BCI

The characterization of equipment for a BCI integrated with
extended reality is here proposed with respect to a possible
implementation. Notably, the Epson Moverio BT-200 and the
Olimex EEG-SMT electroencephalograph are considered as
representative devices for implementing such a system. These
are building blocks of the typical wearable system represented
in Fig. 1. In there, (i) smart glasses are used for generating
flickering icons, (ii) the user transduces the visual stimulation
into an electrical signal, and (iii) the EEG device measures the
electrical brain activity. Relevant details about the two devices
are reported in the following subsections. Then, methods for
stimulus characterization and EEG calibration are presented.

A. BT-200 smart glasses

The implementation discussed here includes the generation
of a flickering icon with an Epson Moverio BT-200. These
smart glasses feature an LCD display based on polysilicon
thin-film-transistor active matrix with a refresh rate equal to
60 Hz. The size of each display is 0.42 inches with 960×540
pixels resolution. Square white icons were implemented in
Android with a dedicated graphic library [29]. With a simple
approach, the flickering is obtained by switching pixels on
and off at fractions of the refresh rate, in order to generate a
square-wave stimulus. Rise and fall time associated with thin-
film-transistor technology equal 10 ns to 100 ns. Therefore, the
underlying technology should not limit the stimuli dynamics.

B. EEG-SMT electroencephalograph

The detection stage of the SSVEP-BCI is an Olimex EEG-
SMT [30]. This EEG consists of an acquisition board with
two differential channels (each provided of two active dry
electrodes and one reference electrode). The active electrodes
contain an operational amplifier-based buffer for the rejection
of high frequency interference and electrical decoupling. The
schematic of the acquisition board [30] reports several stages
for band-pass filtering and amplification. The bandwidth of the
EEG is roughly 60 Hz with an adjustable gain in the range
103 – 104 (the device is designed for input voltages in the µV
range). The acquired signal is digitized with a 10-bit ADC,
and the full-scale range is 4 V. Sampled data are sent through
a USB port to a PC.

C. Characterization of the BT-200 optical output

The flickering icon generated by BT-200 was characterized
in terms of harmonic content up to 100 Hz since this is usually
the bandwidth of interest for the SSVEP stimulation [31].
Flickering frequencies nominally equal to 10 Hz and 12 Hz
were primarily investigated because these were considered
in recent SSVEP applications [13]. The BT-200 were pro-
grammed to display a single white square icon at the center of
the lens. The icon’s area was about 80 % of the display area.
For characterizing the flickering icon, a photo-transducer was
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used and data were sent to a PC through USB. A picture of
the setup is shown in Fig. 2. This setup included a photodiode
soldered on a matrix board, a battery, and a board with a
microcontroller.

PS
PD

mC

PT

Figure 2: Photodiode-based transducer realized on a matrix
board and connected to a microcontroller for signal acquisition
(PS: power supply, PD: photodiode, PT: photo-transducer, µC:
microcontroller).

The optical measurement system is schematically shown in
Fig. 3, while the figure’s labels are defined in Tab. I. The
photo-transducer PT consists of a commercial photodiode PD
integrated with a transimpedance amplifier (TIA) [32]. The
photodiode circuit was powered by a power supply battery
PS to avoid the line noise introduced by AC adapters. Inside
PD, the photon-induced current is converted into voltage
according to the feedback impedance. The output voltage is
thus proportional to the optical output of the BT-200. An
external resistor Rext was connected to the TIA for achieving
an optimal gain-bandwidth setting, namely 11 V/µA DC gain
and 1.3 kHz bandwidth. Specifically, a microcontroller µC was
exploited for measuring the output voltage and the gain value
was set to match the full-scale range of the its ADC, equal
to 3.3 V. The photo-transducer voltage was sampled at 1 kHz1

with a 12-bit resolution. The sampled voltage VBT was finally
transmitted to the PC.

PT was placed in front of the BT-200 display. Its position
was empirically determined by looking for the maximum mea-
sured voltage, so that the sensor was uniformly illuminated by
the large icon. Measurements were carried out in a dark room
to avoid that the ambient light could affect the results. Notably,
the spectrum measured in absence of flickering had negligible
amplitude. The output of PT was processed via MATLAB. Each
acquisition lasted tmeas = 10 s. The 10 s-long records were
centered by subtracting the mean and then they were analysed
in the frequency domain. Hanning windowing was applied
before executing a fast Fourier transform (FFT) algorithm, thus
reducing spectral leakage without greatly affecting harmonic
amplitudes. From the FFT results, only the amplitude spectra

1The bandwidth of the ADC implies a Nyquist frequency of 500 Hz. Ideal
square waves would introduce aliasing due to the 75th harmonic with an
amplitude of about 1 % of the fundamental harmonic in the range of 100 Hz
(SSVEP frequency range of interest). However, measurements performed
during the PT design showed negligible contribution from harmonics of that
order and above. Therefore, no anti-aliasing filter was implemented to keep
the circuit configuration as simple as possible.
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Figure 3: Schematic diagram of the setup for characterizing
the BT-200 optical output.

were derived. Then, each spectrum was normalized with
respect to the amplitude of the first harmonic. Amplitude
spectra were normalized to the first harmonic, for purpose
of comparison between different sets of measurements. The
measures of VBT were also analysed in time domain.

D. Calibration of the EEG-SMT

The EEG was characterized at frequencies in the 1 Hz
to 100 Hz range, in accordance with characterization of the
BT-200 optical output. Both the linearity and the magnitude
error were assessed. Then, non-stationarity of the EEG was
evaluated as well by checking for long-term drifts over several
months. The measurement setup was implemented with labora-
tory instrumentation and commercially available components,
and it can be easily reproduced in most electrical engineering
laboratories without exploiting specialized EEG test units.
The basic idea was to generate a large voltage signal with
high accuracy and then scale it down to the measurement
range of interest (µV). In doing so, accuracy and traceability
are much greater than directly generating a small calibration
signal [28], [33]. Instead, when using EEG test units available
on the market, specific calibration might be required in order
to ensure accuracy and traceability.

The coaxial schematic of the calibration setup is shown in
Fig. 4, while the figure’s labels are defined in Tab. II. The
signal VS is generated by means of the channel Ch A of SG
and the unity-gain amplifier AMP, which guarantees electrical
decoupling while driving the current for the following stages.
The signal VS is digitized with the calibrated voltmeter V.
At the same time, the calibration signal VCAL is obtained
by scaling down VS through two cascaded voltage divider
stages. The first stage, IVD, is inductive and provides a
scaling factor kIVD. The second stage, RVD, is resistive and
provides a scaling factor kRVD. The calibration signal VCAL

appears between Ch 1+ and Ch 1- of the EEG. The "drive
right leg" (DRL) input, which reduces common mode voltage
through a feedback loop, is connected to the signal ground.
In each acquisition, VCAL is sampled for an amount of time
tmeas = 16 s.

The large-amplitude sinusoidal signal VS was generated
with the DAC of SG using 1000 samples per period, with a
peak amplitude of

√
2 V of frequency f in the range 1 Hz

to 100 Hz, though frequencies up to the kHz range could
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Table I: Labels and instrumentation employed in the setup of Fig. 3

Symbol Instrument Model
PD Photodiode Texas Instruments OPT101, monolithic photodiode and single-supply transimpedance amplifier
Rext 10 MΩ resistor carbon composition resistor with 1 % tolerance
PS Battery power bank with 5 V-1000 mA DC output and 2600 mA h electric charge
µC Microcontroller STMicroelectronics STM32F401RE embedded on a Nucleo64 board for general purpose applications

Table II: Labels and instrumentation employed in the setup of Fig. 4

Symbol Instrument Model
SG Generator National Instruments PCI-6733, 10 V range, 16 bit resolution
AMP Amplifier Unity-gain custom buffer amplifier with differential input based on INA 111 opamp
V Voltmeter Keysight 3458A multimeter, DCV digitizing mode
IVD Inductive voltage divider Electro Scientific Instruments PRT-73, 7-decade automatic precision ratio transformer, 2.5 V Hz−1 option
RVD Resistive ratio divider Composed of R1 and R2

R1 100 kΩ resistor New Resistance A02 series resistor with BPO MUSA connectors
R2 10 Ω resistor Vishay H series resistors with BPO MUSA connectors

Ch 1+

EEG

AMP

VS

R1 R2

RVD

IVD

SG

V

Ch 1-

DRL

Ch A

Figure 4: Coaxial schematic diagram of the EEG calibration setup.

be investigated as well with the proposed setup [33]. The
voltmeter V was used for the coherent sampling of VS in
the measurement full scale of 1 V, with 5000 samples per
measurement. The IVD was used with ratio kIVD in the range
0.1 to 1.0 during the experiments. For the implementation of
RVD, thick film resistors were used. Their nominal values
were R1 = 100 kΩ and R2 = 10 Ω, respectively, thus resulting
in kRVD = 10−4. These settings allowed for the generation of
a calibration signal VCAL with an rms value in the range 10 µV
to 100 µV. The EEG sample frequency was set at 256 Hz and
operated to digitize VCAL. The data acquired from this single
differential channel were collected and stored in the PC to be
processed via MATLAB.

In order to assess the linearity and the magnitude error of
the EEG, both the digitized signals VS and VEEG were fitted
by using a four-parameter sinefit algorithm [34], implemented
in MATLAB according to the IEEE standard [35]. The fitting
returned amplitude A and offset O of VS and VEEG. The rms
value of the signals of interest was calculated as

Vrms =

√
A2

2
+O2, (1)

obtaining VS,rms and VEEG,rms. The rms value of the calibra-
tion signal VCAL was calculated from VS,rms as

VCAL,rms = kIVDkRVDVS,rms. (2)

The accuracy of VCAL (and its rms value) can be assessed
from the accuracy of the individual components of (2). By
applying the law of propagation of uncertainties, it results

u(VCAL,rms)
VCAL,rms

=

√[
u(kRVD)
kRVD

]2
+
[
u(kIVD)
kIVD

]2
+
[
u(VS,rms)
VS,rms

]2
, (3)

where the relative uncertainties of each term from (2) appear.
Concerning RVD, the resistors R1 and R2 are respectively
measured as two-terminal and four-terminal standards in DC,
with a calibrated precision multimeter. The uncertainty of the
factor kRVD was thus quantified as u(kRVD) = 13× 10−6.
Next, the uncertainty of kIVD was quantified as u(kIVD) =
30× 10−6 based on the inductive divider specifications and
factory calibration certificate. Finally, the uncertainty associ-
ated with VS was quantified as u(VS,rms) = 64× 10−6. For a
discussion on the origin of these contributions see Section 3
in [33].

Preliminary estimates from components and tolerance val-
ues given in the EEG schematic [30] provided a rough
estimate of the VEEG tolerance of about 10 %. Given these
considerations, VCAL,rms can be considered highly accurate.

Henceforth, in order to calibrate the EEG in the frequency
range of interest, the error ε of the EEG relative to VCAL,rms

was defined as follows

ε =
VEEG,rms − VCAL,rms

VCAL,rms
. (4)

4
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III. RESULTS AND DISCUSSION

In this section, results are reported for both the BT-200
characterization and the EEG calibration. By assessing errors
and uncertainties in utilising such equipment, the operation of
wearable SSVEP-BCIs can be better understood.

A. Flickering icons spectra

As a representative result of the behaviour of the BT-200,
Fig. 5 reports the measured spectrum of a 12 Hz flickering
icon nominally generated as a square-wave with 50 % duty
cycle. Harmonics amplitudes are plotted in relative terms with
respect to the first harmonic. Recall that, as a figure of merit,
an ideal square wave is characterized by a 50 % duty cycle and
a spectrum with only odd harmonics weighted by 1/n, where
n is the harmonic order (with n = 1, 3, 5, . . . ). Evidently, the
BT-200 device did not produce a flickering signal with the
expected shape. For instance, even harmonics are also present
and harmonic ratios are not consistent with the ones of a square
wave. In addition, the inset of Fig. 5 shows that the signal in
the time domain appears smoother than a square wave and that
its duty cycle does not equal 50 %.

0 10 20 30 40 50 60 70 80 90 100

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.1 0.2 0.3 0.4

0

1

1

2

2

3

3

Figure 5: Measured spectrum of an icon generated by the BT-
200 flickering at 12 Hz (inset: VBT in time domain).

The smoothing of the signal can be explained by two
facts. First, the flickering is limited by the display refresh
rate equal to 60 Hz. Hence, the wave has a 40 % duty cycle,
which is associated with the presence of even harmonics.
Second, independently of the duty cycle, the waveform appears
smoothed with an asymmetric profile, which again produces
even harmonics. It must be stressed that the asymmetric profile
of the waveform edges suggests that the signal is indeed
distorted and a low-pass filtering of the measurement setup
can be excluded.

Flickering frequencies associated with an even number of
frames were also tested. In those cases, a 50 % duty cycle
could be achieved. Indeed, measurement results for 10 Hz
flickering still showed even harmonics, though much atten-
uated with respect to the ones of Fig. 5. In time domain,
the curve still appeared smoothed with respect to an ideal
square wave, but the duty cycle is close to 50 %. However,

the flickering signal does not have a square-wave shape yet. In
order to compare the measurement results associated with the
10 Hz and the 12 Hz flickering, Tab. III reports the harmonic
ratio for the 3rd and 5th harmonics and the measured duty
cycle. For the sake of clarity, the harmonic ratios and duty
cycle of the nominal square wave are reported as well. Please
note that the measured harmonic ratios are approximated so
that they can be reported as 1/n where n is an integer.

These results suggest different scenarios for using smart
glasses in BCI. Operationally, the detection of SSVEP relies
upon extracting either odd or even harmonics [3], [9], thus
the non-idealities of the stimuli do not pose particular issues.
Meanwhile, the spectral content of the light source must be
handled when aiming to study the brain response to visual
stimuli [19], [31]. For instance, a 12 Hz-like icon cannot be a
square wave by design, while amplitude accuracy would be not
even guaranteed in 10 Hz-like cases. Therefore, characterizing
the optical output of smart glasses appears essential in such
applications.

nominal 10 Hz 12 Hz
3rd harmonic 1/3 1/3 1/10
5th harmonic 1/5 1/7 1/20

duty cycle 50% 51% 39%

Table III: Comparison between the nominal square wave
harmonic ratios and duty cycle and the measured flickering
signals at 10 Hz and 12 Hz.

B. EEG linearity and magnitude error

As a preliminary analysis, the digitized VS is compared
to VEEG to show that the signal VCAL is suitable for the
EEG calibration. In particular, the amplitude spectrum of
the large-amplitude signal VS and VEEG, at frequency f =
20 Hz, are reported in Fig. 6. Hanning windowing was applied
before the FFT algorithm. Both spectra were normalized to the
amplitude of the first harmonic. It can be seen that the signal-
to-noise ratio of VS, and as a consequence with VCAL, is much
higher than the signal-to-noise ratio of VEEG. This justifies the
suitability of employing the generated voltage in calibrating
the EEG. Note that Fig. 6 shows some higher order harmonic
content for both VS and VEEG, and this will contribute to the
type A uncertainty of the calibration points. The spectrum of
the EEG also shows a 50 Hz reasonably coming from the PC
connection.

Thereafter, the EEG linearity was investigated. Measure-
ments were conducted by varying the amplitude of VCAL

through setting kIVD. Results are shown in Fig. 7, where
VEEG,rms is plotted as a function of VCAL,rms for f = 20 Hz.
A linear behavior is clearly visible. Moreover, the comparison
between the slope of the interpolated line with the nominal
response (unitary gain and zero offset) points out gain and
offset errors. In details, applying linear regression resulted in
a slope β1 = 1.095 and a non-zero intercept β0 = −0.079.
Then, the following results concerning the magnitude error
also reveal that the line slope does change with frequency. The
goodness of fitting for this linear regression was also tested.

5
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Figure 6: Amplitude spectrum of VS and VEEG at 20 Hz in
logarithmic scale (normalized amplitudes).
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Figure 7: Root mean square (rms) values of VEEG as a function
of the rms of VCAL for measuring linearity at 20 Hz (inset:
VEEG in time domain at VCAL,rms = 100 µV).

The linearity of the EEG was assessed again after several
months (eight) to highlight eventual drift of the EEG under
test. While confirming the linear behavior, the slope was
increased to β′1 = 1.105 in the first measures set, and then
it dropped to β′′1 = 1.099 in a second set of measures. This
suggested that there was no long-term drift, but a further
uncertainty contribution had to be taken into account for
the gain. Such uncertainty was quantified by considering the
standard deviation of the measured slopes and in relative terms
it resulted uB,lin = 0.9 %. Since drifts of the EEG devices were
excluded, possible non-stationarity in the measured signals
should be exclusively attributed to brain activity.

The gain error ε of the EEG relative to the calibration signal
was calculated according to (4) by setting VCAL,rms = 100 µV.
The gain error curve is reported in Fig. 8. The ε varies between
−15 % and 10 %. At f = 20 Hz, the relative gain error is
ε ≈ 10 %, in accordance with the linearity analysis result.
By interpolating the calibration points with their uncertainty,
the cut-off frequency at −3 dB fH was evaluated to be in the
54.5 Hz to 57.1 Hz range, which is reasonably close to the

nominal value of 59 Hz [30]. Meanwhile, at low frequencies,
the gain error decreases in accordance with the high-pass
filtering, whose cut-off frequency is nominally equal to fL
= 0.1 Hz. It is worth mentioning that the IVD could attenuate
VCAL because of loading effects of its cores at frequency
f <10 Hz. Indeed, measurements performed with a lock-in
amplifier connected in place of the EEG showed some effect
only below f = 1 Hz, with an attenuation of VCAL,rms of about
1 %. Nonetheless, at this frequency, the attenuation due to the
EEG band-pass filter is much larger.
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Figure 8: Calibration curve representing the relative difference
ε between VDUT,rms and VCAL,rms.

Fig. 8 also reports the extended uncertainty of the calibration
point with a coverage factor k = 4. The extended uncertainties
of the calibration points were obtained by propagating the
uncertainty of VEEG,rms and VCAL,rms to the ε defined in
eq. (4). In type A uncertainty evaluation, the uncertainty
associated with sinefit parameters was taken into account.
According to [36], the uncertainty associated with A and O
can be derived by the residual errors of the sinefit, which
allow to calculate the variance of the parameters estimators.
Meanwhile, in type B uncertainty evaluation, the contribution
arising from repeated linearity measurements was taken into
account for VEEG,rms, while the tolerances of kIVD and kRVD

as well as the voltmeter reading accuracy were considered
for VCAL,rms. As a result, the largest absolute uncertainty on
ε is ±0.32 % and it is associated with f = 100 Hz. These
last results can be generalized to different values of VCAL,rms

thanks to the previously assessed linear behaviour.
As a final step, simulations were performed with the Monte

Carlo method by replicating the EEG schematic [30] in
LTSpice. In there, components values and their declared
tolerance were exploited. Fig. 9 reports the result of these
simulations in comparison with the experimental gain error
curve. The different gray levels are related to the probability
of assuming such values. Three ranges are here represented:
the inner 50 % range (from 25th to 75th percentile) in dark
gray, the inner 90 % range (from 5th to 95th percentile) in
gray, and the range of all possible values (between extremes)
in light gray. Note that the measured response of the EEG
is substantially explained by the components tolerance. In
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particular, the main component to the discrepancy between
the simulated and measured response could be led back to the
difference between the nominal and actual value of a trimmer
used for adjusting the EEG overall gain [30].

Figure 9: Comparison between the measured gain error of
Fig. 8 (black line with bars) and the simulated gain error
(gray). The gray shaded areas represent the distribution of
possible values due to components tolerances. For the sake
of clarity, error bars of experimental data have been omitted.

Given the strong linear behavior and smooth gain error
obtained with the characterization of this EEG, which can rea-
sonably be considered representative for a class of consumer-
grade equipment, the results suggest that the detection part
of recent SSVEP-BCI [3], [9] can be straightforwardly im-
plemented. Nonetheless, from the metrological point of view,
when utmost accuracy and traceability to the international
system of units are needed, the proposed method is suitable
for the EEG calibration.

C. On-field test of SSVEP-BCI

Results of the characterization presented above can be used
to draw some consideration about real-situation SSVEP-BCI
applications and are here briefly discussed considering on-field
measurements with a human subject (following the scheme
shown in Fig. 1). Fig. 10 compares i) electroencephalographic
data measured from the subject stimulated with an icon
flickering at 12 Hz for 120 s (red curve) with ii) the VBT

stimulus measurement of Fig. 5 (black curve). Both of them
are normalized to the first harmonic in order to focus on
harmonic ratios. Indeed, SSVEP classification algorithms are
based on harmonics detection without typically caring of ab-
solute amplitude values. Meanwhile, absolute amplitude could
be interesting in characterizing the human brain response, but
proper experiments should be designed to control associated
uncertainty sources. EEG data are corrected with the values of
ε taken from the calibration points of Fig. 8. Error bars were
calculated as the combined uncertainty of the EEG measure-
ments (type-A) and the uncertainty of calibration points (type-
A and type-B). The uncertainty of ε (in the order of 0.4 %) is
substantially smaller than the one of the EEG measurements

(in the order of 14 %) in the whole EEG bandwidth (60 Hz). It
can be noted that the EEG spectrum presents a sharp harmonic
distribution, featuring all the harmonics already present in the
visual stimulus VBT within the EEG bandwidth. On the other
hand, the amplitudes of the peaks in the EEG data do not
correspond, and neither are compatible within the error at
the corresponding peaks amplitudes in VBT. Considered that
given the characterization in section III-B the non-linearity of
the EEG is negligible, and other instrumental effects on this
EEG in on-field SSVEP-BCI applications were excluded by
earlier results [3], it can be reasonably ruled out that the EEG
could have altered the subject-generated EEG signals enough
to produce such a discrepancy. Nevertheless, this observation
seem to be in compliance with previous literature [19], [31],
where the discrepancy between the harmonic content of the
visual stimulus and the one of the EEG spectra could be led
back to non-linearity introduced by the human subject.

In summary, given the results of section III and these on-
field measurements, it is reasonable to expect that in SSVEP-
BCI application distinguish-ability of the harmonic compo-
nents can be quite easily assessed even with consumer-grade
equipment. On the other hand, any insight on the amplitude
response of the subject to the harmonic components must
rely on a careful characterization of the optical output of the
stimulation equipment.

0 10 20 30 40 50 60 70 80 90 100
0.0
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normalized electroencephalographic data

normalized V
BT

 at 12 Hz

Figure 10: Electroencephalographic data acquired with the
calibrated EEG in correspondence to a 12 Hz flickering icon
generated with the BT-200. Spectra are normalized in order to
be compared.

IV. CONCLUSIONS

In this paper, consumer-grade equipment for wearable
SSVEP-BCI has been tested. The optical output generated by
flickering an icon with commercial smart glasses, produced
well-separated harmonics, but also unwanted harmonics that
can be a limitation for some applications. Hence the choice
of the visual stimulation technology may strongly depend on
the particular purpose. Concerning the acquisition of electroen-
cephalographic signals, the tested EEG showed strong linearity
and a gain error that was quantified. Moreover, no long-term
drift was observed. The outcome of the calibration suggests
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that this component of the BCI chain would not pose particular
limitations to the majority of SSVEP-BCI applications. On-
field test of the equipment corroborated these considerations.

As a final remark, a quantitative approach to the charac-
terization of consumer-grade equipment for BCI applications
would substantially integrate the more common user task
validation procedures found in literature. Such an approach
is in agreement with the needs expressed by the roadmap
for neurotechnologies that was recently proposed by the IEEE
Standards Association.
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