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Abstract—The Industry 4.0 revolution introduced decentral-
ized, self-organizing, and self-learning systems for production
control. New machine learning algorithms are getting increas-
ingly powerful to solve real-world problems, like predictive
maintenance and anomaly detection. However, many data-driven
applications are still far from being optimized to cover many
aspects and the complexity of modern industries; correlations
between smart monitoring, production scheduling, and anomaly
detection/predictive maintenance have only been partially ex-
ploited. This paper proposes to develop new data-driven ap-
proaches for smart monitoring and production optimization, target-
ing semiconductor manufacturing, one of the most technologically
advanced and data-intensive industrial sectors, where process
quality, control, and simulation tools are critical for decreasing
costs and increasing yield. The goal is to reduce defect generation
at the electronic component level and its propagation to the
system- and system-of-systems- level by working on (1) enhanced
anomaly detection, based on the human-in-the-loop concept and
on advanced treatment of multiple time-series and of domain
adaptation, (2) smart and predictive maintenance based on both
objective data traces and simulated ones, to mitigate the risk
of degrading product quality, and (3) the construction of an
extended manufacturing software stack that allows anomaly- and
maintenance-aware policies to enhance production line schedul-
ing and optimization.

I. INTRODUCTION

In 2021, semiconductor companies substantially ramped up
production to unprecedented levels to address persistently high
demand. Furthermore, demand for semiconductor production
is projected to rise significantly in the years ahead, as chips
become even more heavily embedded in essential technologies
in a broad spectrum of target systems and production domains
[1]. This increase in demand and production occurred amid
the ongoing global chip shortage, which is unlikely to be
resolved in the near future, partly because of the complexities
of the semiconductor production process and geopolitical and
pandemic-related issues [2]. In this scenario, manufacturing
production effectiveness is thus even more critical. Typically,
a wafer fab with a construction cost of $7 billion would need to
recover roughly $4 million per day to amortize the investment.
Thus any breakdown which brings production to a halt, even
for a minute, is highly undesirable. For all the reasons above,
semiconductor companies are in a constant quest to improve
quality and reduce the generation of waste and defects to open
the way to smaller, faster, higher-quality devices [3].

In this context, data-driven solutions can be highly beneficial
when intended as techniques that exploit data collected on
the field (both with acquisition campaigns and in real-time)
to monitor the operating conditions of production equipment,
predict its state of health and failure probability, and optimize
its operating scheduling in a way that is aware of ongoing pro-
cesses. This is allowed by modern massive inspection systems,
interconnected sensors, and real-time monitoring modules that
enable the collection of vast amounts of sensed data. Such
a huge amount of data can be managed by the Industry 4.0
technologies, particularly by Machine Learning (ML) algo-
rithms to enhance the complex semiconductor manufacturing
processes. Even if such technologies are well established,
the integration of all aspects in the context of semiconductor
manufacturing is not: correlations between smart monitoring,
production scheduling, and anomaly detection/predictive main-
tenance have been only partially exploited, while they could
be beneficial to improve effectiveness and reduce production
machinery wear.

This paper proposes SMART-IC, a complete framework for
smart monitoring and production optimization for zero-waste
semiconductor manufacturing, that brings together:

• Anomaly detection to identify outliers in the data col-
lected from sensors installed in production equipment, to
detect anomalies and correct production parameters with
the goal of reducing faulty products and waste;

• Functional safety, to boost detection effectiveness by
enhancing inspection-driven diagnostic with the identi-
fication of their root causes;

• Smart maintenance supporting the manufacturing process
with metrics on wear and alerts on adverse trends;

• Production-aware manufacturing system management
with the development of a Meta Manufacturing Execution
System (Meta-MES) that exploits relevant information
distilled by anomaly detection and smart maintenance to
optimize the scheduling and allocation of production;

The paper is organized as follows: Section II details the
SMART-IC perspective on semiconductor manufacturing. Sec-
tion III exemplifies the strategy on some preliminary results,
and Section IV draws our perspective and conclusions.



Fig. 1. SMART-IC flow for semiconductor manufacturing optimization based on anomaly detection, smart maintenance, and meta-MES development.

II. SMART-IC VIEW ON SEMICONDUCTOR
MANUFACTURING

The perspective of SMART-IC on semiconductor manufac-
turing is to develop new data-driven approaches for smart
monitoring and production optimization, with the goal of
reducing defect generation, identifying latent defects on masks
and wafers during components manufacturing, and reducing
waste products at all levels, as indicated by the Chips Act
promulgated by the European Commission, that underlines
the need for “devices [...] designed for energy efficiency and
durability, repairability, upgradability, maintenance, reuse and
recycling” [4].

In the SMART-IC framework, outlined in Figure 1, the
semiconductor manufacturing process is monitored to collect
relevant data traces that are managed by diagnostics (A) and
prognostics (B) algorithms to identify anomalies and outliers
and predict future equipment effectiveness and mean time to
failure/repair. The outcome of this analysis is used as input
by the Meta-MES (C), an advanced manufacturing execu-
tion system carrying out diagnostic- and prognostic-aware
advanced scheduling and reconfiguration of the manufacturing
process (upper-side arrow). The Meta-MES also generates
faulty traces via simulation or fault injection on existing traces
to overcome the well-known limitations created by limited
data availability that typically affect data-centric approaches
(lower-side arrow).

A. Anomaly/outlier detection
Anomaly/Outlier Detection (AD) is an important task in

unsupervised learning as it aims at detecting anomalous be-
haviors when dealing with complex and multivariate data.
AD approaches summarize the status of a system/phenomenon
with a single indicator, the Anomaly Score (AS). While black-
box AD approaches have proven to be effective in many real-
world scenarios, several factors still limit the applicability in
semiconductor manufacturing; examples of limitations are:

a) Lack of interpretability: Two issues are affecting Ma-
chine Learning-based technologies: (i) lack of confidence/trust
from the users in AD algorithm outcomes and (ii) no imme-
diate association between AD algorithm outcomes and root

causes. The first issue arises from the lack of labelled data
points (which, on the other hand, is one of the main reasons
AD algorithms are appealing in the first place), making it
impossible to set up adequate testing procedures. This leads
either to trust the algorithm blindly or not to use it at all,
both the cases being undesirable. The second issue investigates
the possibility of gaining additional knowledge about the task
at hand, which may translate into actionable insights for
troubleshooting or root cause analysis. The aforementioned
issues can be addressed following the principles of eXplainable
Artificial Intelligence (XAI) [5].

b) Dealing with time-series data: Semiconductor Man-
ufacturing AD problems are typically associated with multi-
dimensional time-series data for batch production (i.e., Mul-
tivariate time-series with a finite duration associated with a
single processed wafer). In the semiconductor manufacturing
literature, such data are called ‘trace data’. Nevertheless, most
of the time-series AD approaches proposed in the literature
are tailored for 1-dimensional continuous time-series [6].
Some researchers deal with multi-dimensionality with ‘de-
correlation approaches’: different time-series signals are de-
correlated, and the multi-dimensional problem is formalized
as multiple 1-dimensional problems. Once the signals live in
a space where they are de-correlated, the anomaly scores can
be computed on single time-series (by using any 1-dimensional
AD approach) and then composed with some heuristics to
provide the final score. Unfortunately, it is quite hard to find a
principled and robust model for de-correlating signals in real-
world scenarios. For this reason, many researchers tackle the
AD task by modeling the phenomena at hand, by resorting
to the ‘prediction & residual monitoring’. However, such an
approach is often unsatisfactory since it requires solving a
more complex task (the forecast) than the one we are interested
in (the AD), typically leading to overcomplicated or ineffective
solutions.

The SMART-IC approach integrates the AS into production
optimization systems and exploits AD methodologies that
tackles the two aforementioned limitations. While the pro-
posed approach is agnostic to the choice of the AD algorithm,



tree-based approaches algorithms [7] are promising candidates
in SMART-IC, given their popularity, the availability for inter-
pretability [8] and time-series handling [9].

B. Smart and predictive maintenance

Smart and Predictive Maintenance (PM) continuously mon-
itors equipment conditions to anticipate failures, initiate main-
tenance activities, and optimize equipment utilization [10]. Its
application is, in particular, beneficial in the semiconductor
domain, where the demand for suitable maintenance strategies
arises from high costs of unscheduled equipment downtime,
which comprises the costs of production time and yield losses
as well as maintenance costs itself while scheduling main-
tenance activities in a demand-oriented manner allows min-
imizing frequency and duration of equipment unavailability
[11]. Semiconductor capital equipment suffers indeed at least
8% unscheduled downtime and loses another 7% to scheduled
maintenance, and each hour of downtime for a critical unit of
process equipment can translate into $100,000 of lost revenue
in today’s chip-hungry market [12].

Smart maintenance solutions are typically data-based
methodologies that use statistical or ML algorithms to cal-
culate equipment health based on sensor data by computing
reference metrics, such as Remaining Useful Life (RUL),
Overall Equipment Effectiveness (OEE), or Mean Time To
Repair (MTTR) [10], [11]. The main drawback is the lack of
data, as data may frequently be incomplete or not sufficient:
in the real world, failure history data is frequently not enough,
as real-time data is rarely stored as a whole, and it is unlikely
that data will be present when the actual failure occurred (as
an effect of fixing equipment before failure).

The solution proposed by SMART-IC is thus to make the
most of available data and to derive faulty traces to compensate
for the drawbacks of traditional data-based smart maintenance
approaches. Data will be beneficial for building metrics and
algorithms that reflect the actual condition of the equipment.
On the other hand, fault injection, transfer learning and data
augmentation are used to create faulty (anomalous) traces and
to propagate metrics and findings from one machine to another.

Leveraging a mix of sensed and generated data allows
for building an initial metric (such as an RUL model) from
generated data to allow the early state of health estimation
and to elaborately update the smart prediction model with
sensed data traces if failure history is accumulated later (for the
equipment under analysis or similar equipment). Faulty data
is generated starting from sensed data by exploiting models
of failure taken from the state of the threat of every physical
domain, allowing a generation of time series of faulty data with
a broad temporal horizon. They can be calibrated with respect
to the evolution of the production line. For example, model
parameters are calibrated once programmed maintenance is
completed to align to the new configuration.

Based on the proposed smart maintenance techniques (Fig-
ure 1), it is thus possible to obtain prognostic metrics with
a two-folding impact on the evolution of the manufacturing
process: allow the application of demand-driven maintenance,

and provide relevant input to the Meta-MES for subsequent
scheduling and reconfiguration operations.

C. A Meta-MES for production scheduling and optimization

Semiconductor manufacturing requires the careful coordi-
nation of hundreds of process steps, and even small changes
in the production recipes may lead to different production
throughput and wear, as a result of both complex processes
and of the presence of multiple wafers being processed at the
same time, potentially with different processing flows. In this
perspective, considerations about prognostics and diagnostics
can be used to improve manufacturing efficiency through
reconfiguration, with a positive impact on the reduction of
unscheduled downtime and the utilization rate of different
machinery [13].

The first ingredient to enable reconfiguration in manu-
facturing systems is considering the production scheduling
perspective. Typically, a scheduling technique is constructed
to arrange manufacturing processes according to one (or
many) optimization objective. To name a few examples, a
scheduler may pursue meeting delivery dates, maximizing
resource utilization, reducing the makespan and balancing the
allocation of tasks to the different workstations. Nonetheless,
given the highly complex, non-deterministic challenges im-
plied by scheduling, and the lack of generalized solutions,
creating optimal scheduling of manufacturing operations is a
labour-intensive process based on heuristic solutions [13]. In
the literature, there is a plethora of reconfiguration solutions
(i.e., scheduling) based on static and dynamic techniques, but
practical problems are proved to be NP-hard [14]. On the
one hand, most “dynamic” techniques are based on Artificial
Intelligence methodologies [15], [16]. On the other hand,
solutions falling into the “static” category are typically based
on state-space search algorithms [17], [18]. Scheduling tech-
niques are implemented using a particular optimization model
that is strictly related to both the parameter(s) to optimize
and the system’s constraints. As an example, Resource-Tasks
Networks (RTN) [19] and State-Tasks Networks (STN) [20]
focus on formalizing production recipes as a directed graph
(the former expressing the sequence of material states associ-
ated with tasks, the latter including also the allocation of tasks
and resources to physical machines).

A critical factor in achieving an efficient reconfiguration
is to adopt a lightweight software architecture controlling
the production line. In this regard, an emerging paradigm
is Service-Oriented Manufacturing (SOM) [21], where sys-
tems distribute the responsibility of reconfiguration across the
available manufacturing components. This is realized as a
Meta-MES [22], that assists the integration of the concept
of production service within an existing system by acting as
an intermediate software control layer. More specifically, the
Meta-MES is connected to the traditional MES installed on top
of the actual system, which handles the production life-cycle
and the definition of production recipes (where one recipe
is a set of tasks that can be executed by a single, specific
machine or a class of components providing the required
functionality). The Meta-MES expands such a concept by



refining tasks into services, more concretely defining the be-
haviour of the machine executing the process. In other words,
a task is composed of a set of services. The linking between
recipe, tasks and services is defined in a model, represented
using the Systems Modeling Language (SysML) as a set of
behavioural diagrams, one for each level of detail (e.g., tasks
and services) [23]. Such a process hierarchy represented in
the model is fundamental to carrying out advanced scheduling
techniques: the control granularity overproduction is a crucial
enabler of precise preemption, interruption and, consequently,
interleaving of a set of processes (i.e., orders defined by a
production recipe).

To combine the production schedule with prognostic and di-
agnostic data, the scheduler must be aware of key information
such as wafer defects ratios and remaining time before mainte-
nance. In this regard, the Meta-MES handles the production of
faulty wafers as events (i.e., alarms), constructing a reaction
routine to reallocate and reconfigure the production. Such a
reaction routine must be defined a priori within the model,
alongside the recipe. This step is fundamental for the scheduler
to react and correctly schedule the mitigation strategy. In
fact, when alarms are raised from monitoring algorithms, the
production schedule will be re-planned to guarantee that no
production stop will happen. This is possible in a production
line with redundancy, by reallocating production to other
machines capable of executing the same tasks, thus avoiding a
global production stop and allowing to carry out maintenance
tasks while meeting the production objectives and deadlines.

III. EXEMPLIFICATION

To prove the impact of the SMART-IC strategy, we applied
it to an open dataset, including sensor data for the deposition
process (SPUT) and the rapid thermal process (RTP) [24]. The
hardware used in this experiment is a workstation with 8GB
of RAM and a processor of Intel core i7 of 2GHz.

A. Dataset description and preprocessing
The dataset in [24] includes sensor data (like gas flow, tem-

perature, voltage, and so on.) and testing results (normal/fraud)
for 54 lots. Each lot is made of 25 wafers, with a time step
of 1s, focusing only on the deposition process (SPUT, 32
sensors) and the rapid thermal process (RTP, 24 sensors). The
dataset is organized into three files: the first two files represent
sensors data-trace for SPUT and RTP, and the third contains
the wafer’s final testing result, labelled as 1 or 0 to represent
normal and fraud wafer, respectively. Lot number and wafer
number are used as unique identifiers.

Data preparation and cleaning have been applied to the
dataset. Missing values have been filled with 0s to satisfy the
required data dimension (4D for smart maintenance, 3D for
anomaly detection). Additionally, 9 sensors data have been
removed as considered non informative (75% of the samples
were 0s and the maximum value was equal to 1). The final
cleaned data contains 237,600 rows with 51 features each.

B. Anomaly detection
To apply anomaly detection techniques, the dataset is anal-

ysed with a convolutional autoencoder, a connected neural

network with fewer neurons in the hidden layers than in
the input and output layers, with the goal of capturing the
most representative features of the original input data and
disregarding the individually specific details of some input
data, such as outliers. The autoencoder is then used reconstruct
the input data, and typical data is considerably easier to
reconstruct than outliers [25].

a) CAE architecture: The proposed anomaly detection
model is based on the Convolutional Deep Autoencoder (CAE)
in [26], extended with extra convolution neural network layers
to increase the model complexity (CAED), the subscript D
indicates detection. It is composed of the encoder and decoder
parts. The encoder part is made up of multiple convolutional
layers with a kernel of different sizes, pooling operation, and
an activation layer. On the other hand, the decoder part is
composed of the same convolution operation number with
kernels, an activation function, and an up-sampling operation
representing the reverse of a pooling operation.

This work’s CAED is composed of 10 convolution layers.
The encoder comprises five one-dimensional convolutional
layers, each connecting with one activation function (ReLU),
followed by an average pooling layer, which receives the input
data-trace from the 47 sensors. The convolutional and average
pooling layers are merged five times in a row, with the output
of the last average pooling layer reflecting the final code in the
latent space. Simultaneously, dimension reduction decreases
data size to around 1/8 of that of the incoming data. Finally,
the decoder part reconstructs the input sensor data-trace. For
training of CAED, 150 epochs are employed using an Adam
optimizer with a learning rate of 0.001. The CAED uses only
normal sensor data-traces for the training phase, while both
normal and fraud sensor data-traces are applied in the testing
phase. Examples of reconstruction are shown in Figure 2,
where the blue line is the data loaded from the dataset, and
the red line is the output of the CAE reconstruction.

b) Classification: After reconstructing the input sensor
data-trace using the trained CAED, a threshold is set to
classify the predicted wafer’s quality into normal or fraud type
depending on the root mean square error (RMSE) between
input and output data-trace. Figure 3 shows the output of
this classification process for all wafers in the dataset: there
is a robust clustering of normal wafers vs. fraud ones, as
our trained CAED can reconstruct the sensor data-trace of
the normal wafer with RMSE of around 0.17, while the
fraud wafer reconstruction RMSE is increased to about 0.9.
Therefore, we set a reconstruction RMSE threshold of 0.5 to
distinguish between the normal and fraud wafer.

c) Classification performance: Classification output has
been compared against the label provided by the dataset. The
proposed CAED solution could achieve an F1-score = 1, MCC
= 1, and accuracy = 100% since the threshold of 0.5 can
perfectly distinguish the fraud wafer from normal ones. Notice
that even with a lower threshold of 0.1 reconstruction error,
the trained CAED still performs remarkably well, with F1-
score = 0.98, MCC = 0.97, and accuracy = 98%. This proves
that a classification algorithm can detect faulty wafers even
if trained only on normal ones, e.g., on data collected at the



Fig. 2. The real and reconstructed sensor data of normal and fraud wafers.

Fig. 3. Reconstruction error (RMSE) for the anomaly detection approach.

beginning of the lifetime of production equipment, when faults
do not occur and without time-consuming training on faulty
products.

d) Comparison of reconstructed data-trace: To further
verify the accuracy of the trained CAED, we analyzed the
data-trace of the same sensor corresponding to a normal wafer
and a fraud wafer for the CAED reconstruction (Figure 2).
Our CAED can reconstruct a normal wafer reasonably well,
as indicated in the subplot at the bottom of Figure 2; however,
for the reconstructed data-trace of a fraud wafer, our CAED

performs poorly, as shown at the beginning of the top subplot
of Figure 2. The difference in the ability to reconstruct the
sensor data-trace of a normal wafer and a fraud wafer allows
us to distinguish between the two types of the wafer.

C. Smart maintenance
The strategy adopted for smart maintenance is divided into

two phases: (i) prediction of future sensor evolution with
a CAE, namely CAEP , and (ii) subsequent detection of
potential future faults with the anomaly detector CAED.

a) CAEP architecture and performance: In order to
train a CAEP with predictive capability, the dataset has been
reshaped to a 4-dimensional axis with number of training data,
number of wafers in each lot (25), timestamp of each wafer
(176), and number of traces used (47). One difference between
CAEP and CAED is that CAEP is based on 3-dimensional
instead of 2-dimensional. It has the same neural architecture as
the CAED in terms of convolutional, pooling, and activation
layers. An Adam optimizer with a learning rate of 0.001 is

used to train the CAEP across 100 epochs. The input of
CAEP are the sensors data traces for the current lot, and the
output are the estimated sensors data traces of the following
lot. The whole dataset has been divided equally into training
and testing sets due to its limited size.

The CAEP is trained until it reaches a satisfactory error
rate and then tested on the testing set using regression metrics.
When compared with the corresponding sensor data, CAEP

gets a RMSE=0.0495, MAE = 0.1228 and R2=-0.3010.
b) Future frauds detection with CAED: The output of

CAEP is then reshaped to 3-dimensional by associating each
wafer in the following lot for anomaly detection using the
trained CAED described in the previous section. Then, the
detective result of the CAED is compared against the actual
label of the wafers in the following lot. As seen from the
Figure 4, the CAED can distinguish the normal and faulty
wafer in the following lot based on the results predicted by
the CAEP , with an F1 score=1.

Fig. 4. Reconstruction error (RMSE) for the smart maintenance approach.

Predicting the characteristics of the following lot may be
considered limited, even if informative. However, this limita-
tion is due to the limited available data (only 54 lots), which
does not allow extensive training. The availability of additional
sensed data, and the generation of data with fault injection,
would thus allow the training of models that forecast further
in the future, thus providing more information to the anomaly-
aware production management infrastructure.

D. Anomaly-aware production management
To carry out anomaly-aware production management, the

Meta-MES proposes a specific scheduling procedure, that
continuously re-schedules and optimizes the production plan
based on two kinds of events:

• anomaly detection on a task that is being executed by a
machine: the scheduler restarts the entire lot from scratch,
and allocates it to another machine that is capable of
carrying out the same production;

• prediction of the failure of a machine: the scheduler
plans a maintenance task to fix the faulty equipment and,
therefore, to avoid damaging subsequent lots.

The proposed scheduling algorithm is based on a stochastic
local search with cost function subject to the total makespan:

1) initialize a starting solution and evaluate the makespan;
2) explore the neighborhood, evaluating the makespan for

each neighbor;



3) select the neighbor with the minimum makespan;
4) go back to step 2 and repeat until the selected solution

cannot be optimized further.
To demonstrate the impact of preventive diagnostic and

prognostic events on the reference dataset, it is important
to note that the dataset contains 54 unique production lots
(Table I), each containing two tasks on two different types of
machines (SPUT and RTP), where RTP can be executed only
after SPUT [27]. The experiments consider a minimum config-
uration that enables flexibility for the production schedule (4
equipment, 2 of each type). This allows planning maintenance
tasks while carrying on the production by reallocating tasks
to other equipment of the same type.

TABLE I
RESULTS COMPARISON OF THE SCHEDULING ALGORITHM WITH AND

WITHOUT DIAGNOSTIC AND PROGNOSTIC EVENTS.

Scheduling
Type

# Total
Lots

# Total
Tasks

# Total
Maint.
Tasks

# Total
Failed
Tasks

Makespan
(hh:mm:ss)

Anomaly
Unaware 54 136 0 28 01:48:32

Anomaly
Aware 54 130 6 18 01:39:54

Table I summarizes the results that the algorithm can obtain
with or without diagnostic and prognostic events. In particular,
the first row considers the makespan without considering and,
consequently, managing AD and PM events. The second row,
on the other hand, reports the makespan of the proposed
anomaly-aware scheduling strategy. Even if the dataset com-
prehends a small production window on a portion of the entire
production line, the scheduler manages to reduce the total
makespan by 8%. Furthermore, by exploiting the PM data
presented in this paper, it also reduces the number of failed
tasks by 46%. This is a more significant improvement because
it highlights that the same production quantity can be achieved
with fewer resources and, therefore, fewer production wastes.

IV. CONCLUSIONS

The paper presented SMART-IC, a data-driven approach to
semiconductor manufacturing that can enhance production and
reduce waste through three main ingredients: (1) anomaly de-
tection, (2) smart and predictive maintenance, and (3) defect-
aware production optimization. The proposed solution has
been discussed and applied to an open dataset that, despite
the limited data available, allowed us to appreciate the positive
impact of SMART-IC on production quality. Future work will
apply these techniques to industrial data to further develop
the technical solutions to the specific characteristics of a
production line.
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