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Exploiting generative self‑supervised 
learning for the assessment of biological images 
with lack of annotations
Alessio Mascolini1*†, Dario Cardamone2,4†, Francesco Ponzio1, Santa Di Cataldo1† and Elisa Ficarra3† 

Introduction
Thanks to their inherent capability to discover hidden data structures and extract pow-
erful features representation, Convolutional Neural Network (CNNs) have become the 
fundamental building blocks in many computer vision applications. Nevertheless, much 
of their recent success lies in the existence of large labeled datasets: CNNs are data-
hungry supervised algorithms, and thus supposed to be fed with a large amount of high 
quality annotated training samples [1, 2].

Abstract 

Motivation: Computer-aided analysis of biological images typically requires extensive 
training on large-scale annotated datasets, which is not viable in many situations. In 
this paper, we present Generative Adversarial Network Discriminator Learner (GAN-DL), 
a novel self-supervised learning paradigm based on the StyleGAN2 architecture, which 
we employ for self-supervised image representation learning in the case of fluorescent 
biological images.

Results: We show that Wasserstein Generative Adversarial Networks enable high-
throughput compound screening based on raw images. We demonstrate this by clas-
sifying active and inactive compounds tested for the inhibition of SARS-CoV-2 infection 
in two different cell models: the primary human renal cortical epithelial cells (HRCE) 
and the African green monkey kidney epithelial cells (VERO). In contrast to previous 
methods, our deep learning-based approach does not require any annotation, and can 
also be used to solve subtle tasks it was not specifically trained on, in a self-supervised 
manner. For example, it can effectively derive a dose-response curve for the tested 
treatments.

Availability and implementation: Our code and embeddings are available at 
https:// gitlab. com/ Alesi oRFM/ gan- dl StyleGAN2 is available at https:// github. com/ 
NVlabs/ style gan2.

Keywords: Self-supervised learning, Fluorescent biological images, Generative 
adversarial network
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However, associating labels to a massive number of images to effectively train a CNN 
may be extremely problematic in a number of real-world applications. Significant exam-
ples are the medical and computational biology domains, where image annotation is an 
especially cumbersome and time-consuming task that requires solid domain expertise 
and, more often than not, necessitates consensus strategies to aggregate annotations 
from several experts to solve class variability problems [3–5]. Moreover, biological sys-
tems are affected by multiple sources of variability that make the definition of a super-
vised task impractical, as they require discovering new effects that were not observed 
during the generation of the training set. Seeking answer to such limitations, a consider-
able amount of literature focuses on machine learning systems, especially CNNs, able to 
adapt to new conditions without needing a large amount of high-cost data annotations. 
This effort includes advances on transfer learning [6], domain adaptation [7], semi-
supervised learning [8, 9] and self-supervised representation learning [1, 10, 11]. The 
self-supervised representation learning (SSRL) paradigm has especially received increas-
ing attention in the research community. Yann LeCun, invited speaker at AAAI 2020 
conference [12], has defined the SSRL as “the ability of a machine to predict any parts of 
its input from any observed part”. In other words, SSRL can be realized by contextualiz-
ing a supervised learning task in a peculiar form (known as pretext task) to predict only 
a subset of the information and using the rest to drive the decision process. Although the 
pretext task guides the learning by means of a supervised loss function, the performance 
of the model on the pretext is irrelevant, as the actual objective of SSRL is to learn an 
intermediate representation capable of solving a variety of practical downstream tasks 
that are completely different from the pretext one. Popular SSRL pretext tasks are rota-
tion, jigsaw, instance discrimination and autoencoder-based methods (colorization, 
denoising, inpainting) [1, 4]. There is a twofold explanation behind SSRL’s recent suc-
cess: on one hand it can make use of the tremendous amounts of unlabeled data, herit-
age of the big-data era; on the other hand it is able to dispose of the human supervision 
and turn back to the data’s self-supervision [1, 4].

Current literature has primarily exploited SSRL on general category object classifica-
tion tasks (e.g. ImageNet classification) [1, 4]. Surprisingly few studies have investigated 
how to extend SSRL methodologies to other important domains like computational biol-
ogy or medicine, even though they are among the ones that are most affected by the 
lack of labelled training data [4]. In this regard, a longitudinal investigation by Wallace 
et al. [4] recently showed how traditional SSRL feature embedding fails in several bio-
logical downstream tasks. The authors suggest that the absence of canonical orienta-
tion, coupled with the textural nature of the problems, prevents classical SSRL methods 
from learning a pertinent representation space. They conclude that finding an optimal 
SSRL feature embedding for fine-grained, textural and biological domains is still an open 
question.

In an attempt to solve this problem, one the first works exploring image generation 
as a SSRL pretext task with biological images was undertaken by Goldsborough et  al. 
[13], for the morphological profiling of human cultured cells with fluorescence micros-
copy. While they speculated the superiority of adversarially learned representations 
over autoencoder-based ones, the authors found their generative approach not competi-
tive yet with traditional transfer learning-based methodologies [13]. More recently, a 
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number of studies have further investigated and improved generative-based SSRL meth-
ods for biological applications, with special focus on histopathological images [14–17] 
and, more recently, cancer cell cultures [18]. Nonetheless, existing works typically make 
use of side information in the construction of their generative pretext task, that is tai-
lored to the specific application [16].

Motivated by the the preliminary results obtained by generative-based SSRL methods 
with different types of microscopy images, in this study we propose GAN Discriminator 
Learner (GAN-DL), a SSRL framework that exploits the discriminator of a Generative 
Adversarial Network (GAN) for feature extraction, using a state-of-the-art StyleGAN2 
architecture as the backbone [19]. In our framework, the adversarial training of the 
StyleGAN2 is exploited as a pretext task, and the trained features of the discriminator 
provide a new representation space to solve different downstream tasks. By doing so, 
GAN-DL does not make use of any annotations on the training images, nor of any side 
information about the specific tasks.

The idea of leveraging GAN’s discriminator as feature extractor was first introduced 
by Radford et al. [20], but its employment has been mainly confined to non-biological 
applications [21, 22]. In 2020, Mao et al. [23] showed that the effectiveness and robust-
ness of discriminator features strongly depend on avoiding mode collapse in the net-
work. The Wasserstein GANs family StyleGAN2 belongs to are known to be particularly 
resistant to the mode collapse phenomenon [22, 24]. This motivated our choice of using 
StyleGAN2 [19] as the backbone of our method.

To characterize our framework, we focus on a relevant biological case-study, that is 
COVID-19 drug discovery, exploiting two recently released fluorescence microscopy 
datasets: (1) RxRx19a [25], a morphological imaging dataset that is specific of COVID-
19; (2) RxRx1 [26, 27], a non-COVID related collection of fluorescent microscopy images 
(a more detailed description will follow). In Fig. 1 we show a representative collection 
of images from RxRx19a [25] (a) and RxRx1 [26] (b) datasets, depicting different cell 
models stained with multiple fluorescent dyes. The reported datasets perfectly embody 
those features (absence of canonical orientation, fine-grained content, textural nature) 
that make the classical SSRL pretext tasks, as described in the work by Wallace and col-
leagues [4], difficult, if not unsolvable.

Besides the imaging data, a transfer learning-based image embedding for the RxRx19a 
benchmark is also accessible online [28], which does not exploit any annotation of the 
target dataset. Such embedding is taken as baseline comparison to prove the goodness of 
our approach, and referred to as baseline in the rest of the manuscript.

To the best of our knowledge, the only other works addressing the problem of COVID-
19 drug discovery with RxRx19a exploit labels of the target dataset in the construction of 
their embedding [29, 30].

Our main contributions are the following: 

1. We propose GAN-DL, a fully SSRL-based approach to characterize relevant biologi-
cal case studies. We specifically employ generative SSRL in a challenging, real-world 
biological application of microscopy imaging tailored to COVID-19 drug discov-
ery. We show that GAN-DL, leveraging the pretext of creating diverse and realistic 
images, is capable not only of proficiently managing downstream classification tasks, 
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but also of separating multiple unrelated features at once along different axis of the 
latent space.

2. GAN-DL significantly deviates from the baseline featurization method proposed by 
Cuccarese et al. [28] and released together with the RxRx19a [25] benchmark. As a 
matter of fact, the authors proposed a classic transfer-learning approach featuring a 
deep network trained from scratch on the RxRx1 [26] and on an additional propri-
etary images, a very large dataset that is similar in terms of imaging technology and 
content to their final application, the RxRx19a [25] dataset. The necessity of a pre-
training phase leveraging about 300GB of annotated microscopy images puts serious 
limitations to the applicability of such method in other contexts affected by scarcity 
of labelled data. Conversely, as above-mentioned, GAN-DL is trained solely on the 
unlabelled RxRx19a [25].

3. To assess GAN-DL’s ability to solve different downstream tasks, we evaluate our 
method on the classification of active and inactive compounds against SARS-CoV2 
in two different cell lines (see Fig. 2b). We show that GAN-DL: (1) outperforms the 
classical transfer learning approach consisting of a CNN pre-trained on ImageNet; 
(2)  is comparable to the baseline method in terms of accuracy, even though it was 
not purposely trained for the downstream tasks; (3) is able to model disease-associ-
ated profiles from raw microscopy images, without the use of any purposely labelled 
data during the training.

4. Finally, to assess the generalization capability of our method, we exploit the GAN-DL 
embedding learnt on RxRx19a in a zero-shot representation learning task consist-
ing in categorizing the four different cell types of the RxRx1 [26] benchmark: human 

Fig. 1 The first two rows of the figure show illustrative examples of RxRx19a [25] (a) and RxRx1 [26] datasets 
(b). The third row (c) presents representative examples of Style-GAN generated images for the RxRx19a [25] 
dataset
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liver cancer cells (HEPG2), human umbilical vein endothelial cells (HUVEC), reti-
nal pigment epithelium cells (RPE) and human bone osteosarcoma epithelial cells 
(U2OS).

Materials and methods
Dataset

The data used in this work are part of the RxRx datasets collections, that are available 
online [31]. More specifically, in our experiments we exploit: 

1 The RxRx19a [25], which gathers several experiments aimed at investigating thera-
peutic potential treatments for COVID-19 from a library of FDA-approved and 
EMA-approved drugs or compounds in late-stage clinical trials [25]. After 24 h post-
seeding, the cells have been infected with SARS-CoV-2 and then incubated for 96 h 
before fixation, staining and imaging. Images were produced using five channels to 
highlight the cell membrane and different cellular compartments, leveraging a spe-
cific fluorescent staining protocol, as described in the work by Cuccarese and col-
leagues [28]. The compounds were screened by treating cells in six half-log doses 
with six replicates per dose for each compound approximately 2 h after cell seeding. 
Further details about the assays protocol can be found at the official dataset web-
site [26]. The resulting dataset is made up of 305,520 fluorescent microscopy images 
of size equal to 1024 × 1024 × 5 . To assess the specificity of the tested compounds, 
two suitable control groups have been designed. The first one consists in conditioned 
media preparations generated from uninfected cells (Mock), the second one is made 
up of cells infected in  vitro by active SARS-CoV-2 virus and not treated with any 
compounds.

2 The RxRx1 [26], a dataset consisting of 296 GB of 16-bit fluorescent microscopy 
images, created under controlled conditions to provide the appropriate data for dis-
cerning biological variation in the common context of changing experimental con-

Training set

GAN-DL features
In

pu
t n

oi
se

Generated sample

Discrim
inator

(a)

Generator

(b)

Backbone StyleGAN2 Controls classification

Dose-response modelling

Cell lines classification

Downstream 
tasks

Fig. 2 Overview of GAN-DL self-supervised representation learning framework, whose pretext task consists 
in the adversarial game between the generator and the discriminator of the backbone StyleGAN2 (a). The 
discriminator’s features are exploited to several downstream tasks (b): (1) Controls classification - classification 
of active and inactive compounds against SARS-CoV2 in two different cell models; (2) Dose-response 
modelling—disease-associated profiling from raw microscopy images; (3) Cell models classification—
zero-shot representation learning classification task consisting in categorizing four different cell types
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ditions. The RxRx1 [26] has been specifically created to push innovative machine 
learning and deep learning pipeline on large biological datasets, aimed at drug dis-
covery and development [26].

We leverage the whole RxRx19a [25] to train our GAN-DL on the pretext task of 
creating diverse and realistic images. Notably, such task does not require any spe-
cific annotation. Experiments on downstream tasks were conducted by using 75% of 
the control images for training and 25% for testing (randomly split by well), with all 
images outside of the control group used for dose-response evaluation. Images from 
the same wells were put in the same partition and class imbalances were corrected 
by automatically adjusting weights inversely proportional to class frequencies in the 
input data.

No images outside of the traning subset of the control group were used in the train-
ing of the downstream tasks. For both the RxRx19a and the RxRx1 we performed 
standard post-processing of the embedded images as described in [28], including nor-
malization to remove inter-plate variance.

GAN‑DL’s backbone: the StyleGAN2 model

The recent literature about GANs is focused on methodologies to improve their train-
ing and counteract the well known difficulties and limitations of this phase [32]. More 
specifically, Wasserstein Generative Adversarial Networks (W-GANs) [24] have been 
introduced to prevent two common problems of training GANs. First, mode collapse 
is a form of GAN failure in which the network learns to generate only a subset of the 
data, eventually a single image or a discrete set of images representing the modes the 
distribution has collapsed to. The discriminator ends up trapped into a local mini-
mum and the generator easily presents the same examples over and over to convince 
the discriminator. This results in a model that is heavily over-fitted on this particular 
subset. Second, lack of convergence due to either the generator or the discriminator, 
which are improving at a faster pace than the other network. This prevents the mutual 
improvement that is necessary for convergence.

W-GANs have proved to be an efficient solution to overcome both those limitation 
at once, by replacing the classical discriminator model with a critic that scores the 
realness of a given image by means of the so-called Wasserstein distance [24]. For our 
GAN-DL we employed the Nvidia’s StyleGAN2 architecture [19], that is an instance 
of W-GAN with residual connections in both the generator and the discriminator.

The original StyleGAN2 model has been scaled down to allow training on more rea-
sonable hardware and time-frames. To reduce the number of parameters, we simpli-
fied the fully connected mapping network to be 3 layers deep instead of the original 8. 
The latent space we employ corresponds to the style vector, the sizing of which is 512 
in accordance with the original paper. The network analyses each sample as a 5-chan-
nel image, with each channel containing 1 stain. To do so, the only adaptation needed 
over the original StyleGAN2 model is to increase the filter size of the convolutional 
layer closest to the image of both the generator and the discriminator to 5. Refer to 
Additional file 1 for the experimental setup.
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Counterpart embeddings

In our experiments, GAN-DL embedding is compared against several different 
counterparts:

• The RxRx19a [25] embedding released by Cuccarese et al. together with the imaging 
data and referred to as baseline in this manuscript [28]. It consists of 1024-dimen-
sional vectors (one vector per image) obtained using a DenseNet CNN architec-
ture specifically pre-trained for identifying the different 1,108 genetic perturbations 
across the four human cell types gathered in the RxRx1 dataset [25, 26]. Such dataset, 
which collects 125,514 high-resolution fluorescence microscopy images with corre-
sponding labels, is a source annotated dataset with very similar imaging characteris-
tics to the target one (the RxRx19a [25]). The author adapted their DenseNet-based 
network by firstly changing the initial convolutional layer to accept image input of 
size 512× 512× 5 . Like the original DenseNet model, they used Global Average 
Pooling to contract the final feature maps to a vector of length 2208. Then, instead 
of following immediately with a classification layer, the authors added a fully con-
nected layer of dimension 1024 used as the embedding of the image. The weights of 
the network were learned by adding two separate classification layers to the embed-
ding layer, one using softmax activation and the other using ArcFace activation [33], 
which were simultaneously optimized by training the network to recognize perturba-
tions in the public dataset RxRx1 [25] and in a proprietary dataset of immune stimuli 
in various cell types, unfortunately not released by the authors. Due to operational 
constraints, a modified assay protocol, lacking one image channel, was used for the 
live-virus experiments of the RxRx19a dataset [25]. To accommodate this change, the 
network was trained on only the five first input channels of the RxRx1 images [25]. 
The proprietary model is not publicly released by the authors.

• The embedding of a DenseNet CNN pre-trained on a source dataset with completely 
different imaging characteristics and contents (ImageNet). For a fair comparison, the 
backbone of this methodology is a DenseNet, same as for the baseline solution. Pre-
training a neural network with ImageNet data involves interpreting images in terms 
of RGB channels, while cellular images acquired by a fluorescent staining procedures, 
as for the generation of RxRx19a [25] and RxRx1 [26] datasets, are potentially rep-
resented by a variable number of channels. The staining procedures adopted for the 
RxRx datasets collection produced images of 5 channels (RxRx19a [25]) and 6 chan-
nels (RxRx1 [26]). To account for this difference, we adopted two different strategies:

– The ImageNet-collapsed strategy, where we introduce a trainable convolutional 
layer with a kernel size of 1 at the beginning of the RGB pre-trained networks, 
so that the fluorescent images are converted to 3 channels pseudo-RGB images 
where each channel is replicated three times. The weights of such input trainable 
layer were learnt via fine-tuning on the given downstream task, leveraging Adam 
optimizer with learning rate equal to 0.001. The training lasted only for a few 
epochs, since the number of trainable weights is low. We picked as final model 
the one giving best accuracy value during training. The ImageNet-collapsed strat-
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egy features the same dimensionality as the embeddings of Cuccarese et al. [28] 
since it is based on the same architecture.

– The ImageNet-concatenated strategy, where each channel is processed indepen-
dently and then all the resulting features are concatenated. This strategy does not 
require any fine-tuning and produces an embedding of size 5120 ( 1024 × 5).

• The embedding of a convolutional autoencoder (referred to as ConvAE) trained on 
the target dataset RxRx19a. For this purpose, we implemented the method presented 
by Wallace et al. [4], that was demonstrated to be superior in term of classification 
accuracy to jigsaw, rotation and instance discrimination based self-supervised meth-
ods on biological images. To allow the autoencoder to converge on the higher reso-
lution images we are evaluating, we modify the original architecture by adding the 
same residual connection scheme used in the generator of StyleGAN2 and GAN-
DL and a perceptual loss function obtained using an Imagenet pretrained ResNet50 
[34]. Refer to Additional file 1 for the ConvAE’s experimental setup. The embedding, 
extracted from the last layer of the encoder, features a size of 1024, same as the base-
line and ImageNet-collapsed pretrained method.

Note that the embedding size varies across the different counterparts. This is con-
strained by the specific architecture the given featurization strategy leverages. In our 
GAN-DL, as mentioned in the previous subsection, the latent space we employ corre-
sponds to the style vector, which has a size of 512.

Results
Our experiments specifically seek an answer to two research questions: (1) is it possible 
to learn an accurate and reliable image featurization, able to encode and describe bio-
logical relevant information, leveraging a self-supervised pretext task?; (2) up to which 
extent the learned biological information can be transferred to a different dataset? To 
answer such questions, we have put into effect the properties of GAN-DL featurization 
in the following experiments.

Visualizing GAN‑DL’s representation learning capability

To characterize the representation capability of the proposed SSRL featurization meth-
odology, we evaluate GAN-DL on the RxRx19a [25] dataset. We summarize the screen-
ing control samples into two sets of conditions, C+ and C− . C+ represents uninfected 
samples treated with culture medium or a solvent, and C− represents samples infected 
with wild-type SARS-CoV-2 virus. For simplicity and with abuse of notation, we refer to 
C
+ as positive controls and to C− as negative controls.
In the RxRx19a [25] compound screening setting, only the images that correspond 

to positive and negative sets of conditions can be associated with either live or dead 
labels, where those labels refer to the viability of the cellular model imaged in that 
specific condition. The cellular model viability is unknown for the remaining part of 
the samples. In this regard the vast majority of the dataset is unlabelled. The large 
amount of unlabelled data, coupled with the textural and fine-grained aspect of the 
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images, makes RxRx19a [25] a challenging case-study and a perfect candidate to 
assess our proposed SSRL methodology.

As Fig. 2 suggests, GAN-DL embedding consists of a 512-dimensional features vec-
tor. To assess and interpret its inherent capability of learning a genuine representa-
tion, we need to define a projection space able to allow some degrees of visualization 
of the data structure. Hence, using the control samples, we promote the explainability 
of the projection procedure by defining: 

1 The effectiveness-space E2 , a two-dimensional space that represents the treatment 
effectiveness of the tested compounds on two axes. The On-perturbation axis cap-
tures the difference between uninfected samples C+ and infected samples C− . Intui-
tively, the screened compounds able to inhibit SARS-CoV-2 infection should have an 
On-perturbation value similar to the C+ set of conditions. The Off-perturbation axis 
represents the remaining variability in the samples that cannot be unambiguously 
associated to the compound effectiveness.

2 The cell models-space C2 , a two-dimensional space that captures the morphologi-
cal properties of the two cell models into two dimensions. The On-perturbation axis 
projects the differences of the two cell models onto one direction. Intuitively, all the 
samples in which VERO cells were used should have a similar On-perturbation value. 
The same goes for the samples in which HRCE cells were used. The Off-perturbation 
axis represents the remaining variability that cannot be associated to the cell model 
differences.

Projecting the data along On-perturbation and Off-perturbation allows us to visually 
represent the high-dimensional image embedding obtained by GAN-DL into two-
dimensional plots. To obtain such directions, we leverage a linear Support Vector 
Machine (SVM) trained to classify C+ versus C− ( E2 space) or HRCE versus VERO 
control cells ( C2 space). In both the cases, the separation hyper-plane fitted by the 
SVM and its normal respectively represent the Off-perturbation and the On-pertur-
bation axis. As shown later in this section, the scalar projection of the 512 GAN-DL 
features on such spaces are exploited on one hand to provide an effective visual repre-
sentation of the high-dimensional data structure through point cloud scatter plots, on 
the other hand to derive dose-response curves for the tested compounds. For better 
readability, the On-perturbation axis is scaled so that C+ are centered around +1 and 
C
− around −1 and the Off-perturbation axis is zero-centered.
The plots in the first row of Fig. 3 compare our GAN-DL’s embedding (a) with the 

baseline embedding [28] (b) in the E2 projection space, where we expect a degree of 
separation between C+ and C− , since such space was spanned by the SVM trained 
on the embeddings of the negative and positive controls. The analysis is performed 
considering the two sets of conditions grouped by cell model. Hence, different 
colors identify C+ and C− for the two distinct cell models: blue and orange for the 
C
+ of HRCE and VERO cell model, respectively, green and red for the correspond-

ing C− conditions. As it can be gathered from the degree of separation between C+ 
and C− on the E2 projection space, both the embeddings behave coherently in sepa-
rating mock-treated samples from those where the virus was active. A quantitative 
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comparison in terms of degree of separation between C+ and C− is presented in the 
following subsection.

The second row of Fig.  3 shows GAN-DL featurization (c) and the baseline featuri-
zation (d) projected onto the C2 space, where we expect a certain degree of separation 
between distinct cell types, irrespective of whether C+ or C− are considered. Same as in 
the previous experiment, results are reported separately for the two cell models. Here 
HRCE are represented with blue ( C+ ) and green ( C− ) colors, while VERO with orange 
( C+ ) and red ( C− ), respectively. Even in this case, the plots demonstrate that GAN-DL is 
able to caught the inherent variability of the two cell models, in a comparable way to the 
transfer-learning baseline.

Assessing the linear separability of the controls

To assess the goodness of our embedding, we try to demonstrate that it is able to estab-
lish a good linear separability of samples on two different downstream tasks it was not 
specifically trained for: (1) the categorization of C+ versus C− and (2) the classification of 
HRCE and VERO cells.

For both the tasks, the linear separability is verified by exploiting soft margin linear 
SVMs for classification. More specifically, we compare the classification accuracy of a 
linear SVM built on top of our embedding with the ones obtained by the other coun-
terpart embeddings: (1) the baseline [28], (2) a DenseNet CNN model pre-trained on 
ImageNet, respectively with collapsed and concatenated strategy, (3) a convolutional 
autoencoder [4] trained on RxRx19a. All results presented are obtained using data that 
was not included in the SVM training process.

The first two lines of Table 1 report the classification accuracy values of the two clas-
sification tasks (for the first one, C+ vs C− , the two cellular models are merged into 
the same dataset). From the reported values we can observe that GAN-DL provides 

Fig. 3 The left column of the figure shows the scatter plots of GAN-DL’s embedding of the RxRx19a [25] 
dataset projected onto the E2 (a) and C2 (c) axes. The right column shows the baseline embeddings of the 
RxRx19a [25] dataset projected onto the E2 (b) and C2 (d) axes
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informative features for both C+ versus C− categorization (91.4% accuracy) and cell 
models recognition (100% accuracy). The baseline, that leverages the RxRx1 [26] dataset 
as transfer learning source domain, outperforms GAN-DL by just 5% in terms of C+ ver-
sus C− classification accuracy, and is equivalently 100% accurate in the other task. This 
is a remarkable result for GAN-DL, given that its embedding is trained on a completely 
different pre-text task, which does not require any kind of image annotation. Lastly, 
GAN-DL outperforms by a large margin the traditional solutions based on ImageNet 
pre-training (respectively, by 26% and 14% for the two tasks with respect to ImageNet-
collapsed solution, and by 11% for the first task with respect to ImageNet-concatenated 
solution). Finally, our GAN-based approach outperforms by a good margin the other 
SSRL method based on convolutional autoencoder, especially in the C+ versus C− task.

The last two lines of Table 1 report the accuracy of the C+ versus C− categorization 
task, this time separated by the cellular models HRCE and VERO. For all the considered 
embeddings, we can observe that the accuracy is generally higher when the cell mod-
els are separated. Nonetheless, this variation is quite contained for the SSRL solutions. 
More specifically, GAN-DL shows an accuracy of 92.44% and 99.93% for respectively 
HRCE and VERO, against the 91.4% obtained with the two models considered together. 
The baseline, on the other hand, shows an accuracy of 99.28% and 100% for respectively 
HRCE and VERO, against the 95.81% for the two merged cell models. We can again 
observe that the ImageNet pre-trained solutions reported a much higher accuracy dif-
ference: 84.09% and 84.53% against 65.31% for the ImageNet-collapsed solution, and 
90.24% and 99.8% against 79.61% for the ImageNet-concatenated strategy. Finally, even 
in this configuration, the embedding based on a convolutional autoencoder obtained the 
lowest accuracy values.

Automatically deriving dose‑response curves from image data

In this section, we exploit the GAN-DL’s featurization projected onto the On-perturba-
tion axis of the E2 space, defined in section Visualizing GAN-DL’s representation learning 
capability, to automatically derive the dose-response of all the 1672 screened com-
pounds in RxRx19a [25] dataset. Even in this case, the featurization is the one obtained 
from the image generation pre-text, which did not exploit any task-specific annotation.

As the figures of merit we propose: (1) the embedding distributions, in the form of a 
scatter plot at varying concentrations, of Remdesivir and GS-441524, two compounds 
proved to be effective on SARS-CoV-2 in  vitro in both the cell models, and of Poly-
datin, a compound that is known to be ineffective [28, 35] (see Fig. 4). These compounds 
are shown as representative examples for both our embedding (a) and the baseline 

Table 1 Classification accuracy on the downstream tasks

GAN‑DL Baseline[28] (%) ImageNet‑
collapsed (%)

ImageNet‑
concatenated 
(%)

ConvAE (%)

C
+ versus C− 91.4 95.81 65.31 79.61 64.50

HRCE versus VERO 100.0 100.0 85.52 100.0 99.80

C
+ versus C− (HRCE only) 92.44 99.28 84.09 90.24 68.41

C
+ versus C− (VERO only) 99.93 100 84.53 99.8 82.89
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embedding (b); (2) the dose-response curves of a number of other compounds, obtained 
by reporting the corresponding mean efficacy score at each concentration (see Addi-
tional file 1).

From Fig.  4, we can draw a number of considerations. For the effective compounds 
Remdesivir and GS-441524, it is possible to see that progressively higher drug concen-
trations (corresponding to progressively darker red points in the scatter plots) tend to 
cluster towards positive values of the On-perturbation axis in the E2 space, closer to the 

Fig. 4 Drug effectiveness as a function of concentration, obtained using our GAN-DL (a) and the baseline 
embedding (b)
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region associated to the C+group: the higher the concentration, the higher the On-per-
turbation value. This is generally true for both the GAN-DL and the baseline embedding 
(see sections (a) and (b) of the figure, respectively), meaning that GAN-DL is equally 
able to represent the concentration-dependent ability of an active compound to preserve 
cell viability and inhibit SARS-CoV-2 infection.

Differently from the effective compounds, the ineffective ones should reasonably 
behave the same in terms of SARS-CoV-2 inactivation, independently of their concen-
tration. When looking at the plot of Polydatin (a compound with no known effect on the 
virus in vitro), the values cluster towards the left side of the on perturbation axis where 
C
− samples are located and do not show any specific color-pattern at increasing values 

of dose concentration. This demonstrates that, same as for the baseline, with GAN-DL 
embedding the ineffective compounds do not show any specific dose-dependent behav-
iour. Accordingly, very few values of the ineffective compounds are located in the posi-
tive On-perturbation space (slightly greater then zero), suggesting no inactivation effect 
for SARS-CoV-2 infection in vitro.

Zero‑shot representation learning

In this section we try to assess the generalization capabilities of the proposed embedding 
technique in a zero-shot representation learning experiment, that consists in a catego-
rization problem where a classifier observes samples described by a featurization learnt 
not only on a different pretext task, but even on a different dataset. For this purpose, we 
exploit the RxRx1 [26] image collection, a non-SARS-CoV2 related dataset consisting 
in 125,510 fluorescent microscopy images featuring human liver cancer cells (HEPG2), 
human umbilical vein endothelial cells (HUVEC), retinal pigment epithelium cells (RPE) 
and human bone osteosarcoma epithelial cells (U2OS). For the sake of channels com-
patibility, to perform a zero-shot inference on the RxRx1 [26] dataset we removed the 
channel corresponding to the MitoTracker, a dye that stains mitochondria, that is not 
present in the five-staining protocol of RxRx19a [25]. We exploit a soft margin linear 
SVM built on top of our GAN-DL embedding to categorize the four different cell models 
included in the RxRx1 [26] benchmark. We show the corresponding results in the form 
of a confusion matrix in Fig. 5a. From this matrix we can see that, despite the fact that 
the RxRx1 [26] cell models are totally new for GAN-DL, they can be linearly separated in 
the feature space with a mean accuracy of 92.68%.

For comparison, we show the results obtained by: (1) a DenseNet CNN model pre-
trained on ImageNet, respectively with collapsed and concatenated strategy; (2) a con-
volutional autoencoder [4] trained on RxRx19a. As shown in the confusion matrices of 
Fig. 5, both the DenseNet-based classifiers (ImageNet-collapsed and ImageNet-concat-
enated) and the convolutional autoencoder (ConvAE) obtained an accuracy at least 5% 
lower than our GAN-DL.

Discussion
In contexts where dataset annotation is costly, like medical and computational biology 
domains, the current standard, for the application of deep learning models on image 
data, involves the use of a ImageNet-pretrained CNN model [2, 16]. Nevertheless, we 
found such transfer learning-based strategy totally unsatisfactory for our real word 
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application (see Table 1), where the inherent complexity of the required biological tasks 
and the experimental set-up of a large scale drug screening initiative claims for a more 
powerful representation learning technique. If, in general, SSRL seems a promising solu-
tion for those scenarios suffering a paucity of labelled data, the recent work by Wallace 
et al. [4] has shown how traditional SSRL featurization methodologies fail in several bio-
logical downstream tasks. This is mainly imputed on the difficulty in defining a pretext 
task which can be exploited by traditional contrastive SSRL.

On top of these considerations, in this paper we propose GAN-DL, a fully SSRL 
method leveraging the representation learning acquired by the discriminator of a Style-
GAN2 model [19]. Our GAN-DL does not require any task-specific label to obtain the 
image embedding, as the StyleGAN2 backbone is trained on a generative task based on 
the competition of a generator and of a discriminator, that is completely independent on 
the downstream task. By doing so, we address the problem of lack of annotated data, that 
is instead necessary for conventional CNN-based transfer learning methods. We dem-
onstrated the goodness of our featurization methodology in two downstream supervised 
tasks: the classification of different cellular models (HRCE vs VERO cells) and the cat-
egorization of positive versus negative control groups in the RxRx19a [25] benchmark. 
For this purpose, we trained a simple linear SVM on top of the self-supervised GAN-
DL embedding, which does not require a large number of annotated data. Furthermore, 
we compared our solution with a baseline state-of-the-art DenseNet model, pre-trained 
on the RxRx1 dataset [26] (the corresponding embedding is released together with the 
imaging data by [28]).

On the one hand, the baseline embedding is generally more accurate than GAN-DL 
in the downstream classification tasks, even though by a small margin. On the other 
hand, the baseline is pre-trained on a very large annotated dataset (RxRx1 [26] data-
set, consisting of 296 GB of fluorescent microscopy images), while training GAN-DL 

Fig. 5 Confusion matrix of the cell classification task on the RxRx1 [26] dataset



Page 15 of 17Mascolini et al. BMC Bioinformatics          (2022) 23:295  

does not require any task-specific image annotations. This is indeed a major advan-
tage for the re-usability of our method in different contexts where annotated data 
from a similar domain are few or even not available at all, which is a frequent chal-
lenge of many biological applications [2, 4].

We furthermore compare our GAN-DL with ImageNet-pretrained models, tradi-
tionally exploited as fixed feature extractor for biological images [2, 36, 37], as well 
as with an other SSRL method based on convolutional autoencoder. We found our 
GAN-DL superior to both the ImageNet-based strategies and to the convolutional 
autoencoder, the latter resulting less accurate with respect to ImageNet-based strate-
gies by a narrow margin. We believe that the quality of representations extracted by 
the convolutional autoencoder approach is less competitive than the ImageNet-based 
methods due to the limited capability of the autoencoder in generating high-quality 
images (see some illustrative examples in the Additional file 1). The goodness of the 
results obtained by our GAN-DL, whose backbone is StyleGAN2 [19], state-of-the-art 
technology in image generation, corroborates the insight that the SSRL adversarial 
pretext task of learning to generate high-quality synthesized images allows to extract 
an SSRL representation featuring inherent relations that are not captured by previous 
techniques.

We speculate that our GAN-DL embedding, leveraging as pre-text task the genera-
tion of plausible and high resolution images through the adversarial game between the 
generator and the discriminator, proficiently learns an unbiased image featurization able 
to describe the fine-grained patterns that are typical of biological applications. This leads 
to an improved capability of separating multiple unrelated features along different axis 
of the latent space, which should be ultimately helpful to address any downstream tasks 
requiring knowledge of the salient attributes of the data [38]. To demonstrate our claim, 
we put this capability of GAN-DL into effect in a number of different applications: (i) 
the classification of active and inactive compounds against SARS-CoV-2 infection in two 
different cell lines; (ii) the generation of dose-response curves for the large scale mol-
ecule screening of RxRx19a [25], without the need of any training on purposely labelled 
data; (iii) the zero-shot representation learning of four different cell lines included in the 
RxRx1 [26] dataset.

In conclusion, the satisfactory results obtained in all the presented scenarios on the 
one hand demonstrate the goodness and generalization capability of our approach, on 
the other hand legitimize the future exploitation of generative SSRL even in other bio-
logical applications, where the collection of annotated images is typically a cumbersome 
task.

Supplementary Information
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