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Abstract: Background: Augmented Reality (AR) represents an innovative technology to improve
data visualization and strengthen the human perception. Among Human–Machine Interaction (HMI),
medicine can benefit most from the adoption of these digital technologies. In this perspective, the
literature on orthopedic surgery techniques based on AR was evaluated, focusing on identifying
the limitations and challenges of AR-based healthcare applications, to support the research and
the development of further studies. Methods: Studies published from January 2018 to December
2021 were analyzed after a comprehensive search on PubMed, Google Scholar, Scopus, IEEE Xplore,
Science Direct, and Wiley Online Library databases. In order to improve the review reporting, the
Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) guidelines were used.
Results: Authors selected sixty-two articles meeting the inclusion criteria, which were categorized
according to the purpose of the study (intraoperative, training, rehabilitation) and according to
the surgical procedure used. Conclusions: AR has the potential to improve orthopedic training
and practice by providing an increasingly human-centered clinical approach. Further research can
be addressed by this review to cover problems related to hardware limitations, lack of accurate
registration and tracking systems, and absence of security protocols.

Keywords: augmented reality; mixed reality; digital health; medical training; rehabilitation; intraop-
erative; HoloLens; Human–Machine Interaction (HMI); Human–Computer Interaction (HCI)

1. Introduction

The human ability in controlling machines through intuitive and natural behaviors has
been fostered by even more user-friendly interfaces, including gesture-based systems [1].
Innovative solutions such as Augmented Reality (AR) and Virtual Reality (VR) play a key
role in this respect, adapting interfaces to individual users/scenarios through the design
of virtual environments powered by biofeedback such as human posture, motion [1], and
emotion [2,3].

AR was defined as “the concept of digitally superimposing virtual objects on physical
objects in real space so that individuals can interact with both at the same time” [4]. As
perceived by humans, AR is an innovative reality in which the perception of the real
world is enriched and enhanced by new virtual sensory impressions, in a way that they
coexist with the real world [5]. This augmented information is provided by sensory stimuli,
either visual or auditory, entirely generated by a computer and then transmitted to the
user through specific tools. One of the most used is Head-Mounted Displays (HMDs),
which are helmets equipped with a monitor capable of displaying holograms of a real-time
video stream in the user’s field of view, such as smart glasses, or showing a completely
artificial 3D-generated world, such as VR headsets [6]. In this perspective, registration and
tracking are essential operations to integrate virtual and real information. Registration is
the possibility of overlapping the 3D model on the real surface of the acquired object, for
instance, considering the medical field, a surgical tool, or even an anatomical structure;
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tracking refers to the possibility of anchoring and updating the 3D model position to the
actual object position over time.

The coexistence of virtual perceptual stimuli and the real world is the substantial
difference that distinguishes AR from VR, in which, instead, desktop computers, CAVE
systems, or head-mounted displays entirely generate the experience, and the individual
is entirely embedded in it [7]. The term Mixed Reality (MR) was first used by Milgram
et al. [8], who defined MR as a super set of AR and VR, in which virtual and real-world in-
formation were fused together and displayed simultaneously in a single display within the
Reality–Virtuality continuum. However, with the introduction of a new class of wearable
displays, its meaning has changed over time, until MR is sometimes represented as a more
sophisticated iteration of AR [9].

Nowadays, AR, VR, and MR technologies, also named “Extended Reality” technolo-
gies [10], are becoming increasingly common and, in particular, AR is considered one of the
leading advanced technologies. AR technology originated from the military field [5], where
it was mostly used for training in combat situations, preparing soldiers for non-replicable
conditions outside actual combat, then was extensively used commercially in gaming and
entertainment [11]. The substantial interest in AR is also witnessed by the explosion in
the number of scientific publications in different research fields. In fact, the possibility of
creating an ideal form of HMI is getting closer thanks to the rapid growth of AR technolo-
gies [12], providing more natural and efficient ways for a user to interact with a real or
virtual environment.

Papers show how AR has improved its efficacy and affected a significant number of
application fields, such as design and planning [13], industrial implementation, education
and training [14], healthcare management [15], and emergency services [16]. In particular,
there is an exponential increase in scientific studies concerning AR applications in the area
of orthopedics, on which this systematic review article focuses on.

Application usability has paramount importance in sensitive fields such as medicine
and healthcare and is core in the development of user-centered design systems [17]. AR
represents a valuable solution for improving the transfer and consideration of information
during surgery [18]. Orthopedic surgery is characterized by the frequent use of numerical
and geometric information, as well as visual data such as pre- and intra-operatively ac-
quired medical images. Additionally, typical mechanical orthopedic procedures, such as the
insertion of screws, wires, or implants, and the correction of deformities require the correct
knowledge of the positioning of insertion points in relation to the patient’s anatomy [18].
Thus, AR applications seem to be particularly useful in supporting surgeons in precise
and planned surgical procedures, enhancing their skills through intuitive augmentation
of medical information. Because of the large number of AR studies related to medicine,
in past years some reviews have already been carried out focusing on specific aspects of
the research; for instance, Sakai et al. [19] investigated AR, VR, and MR solutions in spinal
surgery, confirming the benefits introduced in minimally invasive interventions; Longo
et al. [20] analyzed AR, VR, and Artificial intelligence (AI) as support for preoperative
diagnosis; Ara et al. [21] reported a collection of AR technologies with the perspective on
security issues data-related, proposing a solution to avoid this kind of risk.

This review aims at investigating the impacts of AR in the field of orthopedics, an-
alyzing the wide range of AR-based orthopedic tools and methodologies that have been
developed in the last few years, involving different anatomical districts and referring to
different steps of surgical procedures. The main core is focused on identifying the limita-
tions and challenges of AR-based healthcare applications, to support the research and the
development of further studies by gathering known issues encountered by the scientific
community up to now.

The present article is structured as follows: In Section 2 the methods of selection
and organization of scientific papers relevant to the purpose of the review are described.
In Section 3 an overview of the selected studies is made. In Section 4 a wide range of
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challenges and open problems in the world of AR applications for orthopedics is addressed,
and finally, in Section 5, conclusions are drawn.

2. Materials and Methods
2.1. Literature Search

The purpose of this review was to identify challenges and issues that were found by
previous research regarding AR-based tools applied to orthopedic surgery procedures.

To find the published research articles, a comprehensive search on the following
electronic databases was performed: PubMed, Google Scholar, Scopus, IEEE Xplore, Science
Direct, and Wiley Online Library. Two reviewers conducted the search in online digital
libraries in January 2022.

For our work, only English-written articles published between January 2018 and
December 2021 inclusive were considered. The choice of limiting the time span to the last
four years stems from the desire to identify challenges and open questions regarding the
state of the art of AR-based technologies in orthopedics, thus excluding solutions that use
tools that are now up-to-date, or whose technicalities have already been solved.

Article searching was performed through the use of the following keywords: Orthope-
dic; Orthopaedic; Orthopedics; Orthopaedics; Orthopedic Surgery; Augmented Reality;
Mixed Reality; Extended Reality; Extended Medicine. All the research terms were analyzed
isolated or combined between them.

A PICOS approach [22]—Patient (P); Intervention (I); Comparison (C); Outcome (O),
and Study design (S)—was used to formulate our research questions.

According to the aim of our review, only articles describing orthopedic surgical
procedures (P) assisted by AR (I) were selected and subsequently analyzed in terms of
AR utilization, in order to find which are the most relevant challenges to the scientific
community (O). To this end, randomized and non-randomized controlled studies, such
as prospective, retrospective, cross-sectional, observational studies, case-series, pilot, and
case-control studies, were included (S).

Our research questions were focused on identifying the most relevant aspects for
our purpose:

RQ1: In which orthopedic surgical procedures has the use of AR technology been
most studied?

RQ2: Which hardware equipment and visual tools have been most used in AR-
supported orthopedic procedures?

RQ3: Which are the recording and tracking methods that have been most used in the
development of AR applications for AR-supported orthopedic procedures?

2.2. Selection Process

The Preferred Reporting Items on Systematic Reviews and Meta-analysis (PRISMA)
guidelines were followed for the current review [23]. We considered some inclusion and
exclusion criteria for searching relevant documents from the databases selected based on
relevance to our work.

This first list shows the inclusion criteria:

• Articles written in the English language;
• AR was used in orthopedic surgery, training, and rehabilitation;
• Studies have received a minimum of ten citations if published in 2018, 2019, and 2020.

This criterion has not been applied to studies published in 2021;
• Studies with the greatest impact on the scientific community. Authors chose the

quartile metric to identify suitable studies; indeed, only works published in Q1 and
Q2 journals were selected. This choice was made to identify papers whose reliability
is recognized at the international level.

The second list below highlights the exclusion criteria:

• Review papers, thesis, book chapters, or oral presentations;
• Non-English papers;
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• Articles without full-text available;
• AR application field is different from orthopedic surgery.

A screening for article eligibility was performed first by the titles and abstract, and
ultimately by a subsequent full-text review. Finally, the studies were further subgrouped
according to the subject area in which the study was applied. The selection process is
schematized in Figure 1.
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Figure 1. Flowchart representing the screening process of the papers. The flowchart is structured
according to the available PRISMA template.

3. Results

Sixty-two studies were considered significant to this review. Data collected were
synthesized using Microsoft Excel, and qualitative characteristics were reported. Because
of the wide range of the selected studies, quantitative characteristics were not described.
Table 1 contains basic information on the included studies, regarding author, year of
publication, and reference number. Additionally, visualization tools used, anatomical parts,
and the type of application to which the study relates were reported.
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Table 1. Analyzed studies presenting AR applications in orthopedic surgery.

Authors Publication Year Purpose Category Visualization Tool

Ackermann et al. [24] 2021 Intraoperative Tumor HMD 1 (HoloLens)

Charles et al. [25] 2021 Intraoperative Spine PC Monitor

Chen et al. [26] 2021 Intraoperative Knee 3D display

Condino et al. [27] 2021 Training Spine PC Monitor

Dennler et al. [28] 2021 Intraoperative Spine HMD (HoloLens)

Dennler et al. [29] 2021 Intraoperative Spine HMD (HoloLens)

Fucentese et al. [30] 2021 Intraoperative Knee HMD (HoloLens)

Gu et al. [31] 2021 Intraoperative Shoulder HMD (HoloLens)

Hu et al. [32] 2021 Intraoperative Femur HMD (HoloLens)

Kriechling et al. [33] 2021 Intraoperative Shoulder HMD (HoloLens)

Kriechling et al. [34] 2021 Intraoperative Shoulder HMD (HoloLens)

Li et al. [35] 2021 Intraoperative Spine HMD

Molina et al. [36] 2021 Intraoperative Tumor HMD

Moreta-Martinez et al. [37] 2021 Intraoperative Tumor Smartphone

Schlueter-Brust et al. [38] 2021 Intraoperative Shoulder HMD (HoloLens)

Tsukada et al. [39] 2021 Intraoperative Hip Smartphone

Tsukada et al. [40] 2021 Intraoperative Knee Smartphone

Tu et al. [41] 2021 Intraoperative Lower limb HMD (HoloLens)

Veloso et al. [42] 2021 Training Hip HMD (HoloLens)

von Atzigen et al. [43] 2021 Intraoperative Spine HMD (HoloLens)

Yahanda et al. [44] 2021 Intraoperative Spine HMD

Yamamoto et al. [45] 2021 Intraoperative Elbow PC Monitor

Yanni et al. [46] 2021 Intraoperative Spine HMD

Alexander et al. [47] 2020 Intraoperative Hip PC Monitor

Auloge et al. [48] 2020 Intraoperative Spine PC Monitor

Burström et al. [49] 2020 Intraoperative Spine PC Monitor

Carl et al. [50] 2020 Intraoperative Spine HUD 2

Dennler et al. [51] 2020 Intraoperative Spine HMD (HoloLens)

Edström et al. [52] 2020 Intraoperative Spine PC Monitor

Edström et al. [53] 2020 Intraoperative Spine PC Monitor

Elmi-Terander et al. [54] 2020 Intraoperative Spine PC Monitor

Molina et al. [55] 2020 Intraoperative Spine HMD

Müller et al. [56] 2020 Intraoperative Spine HMD (HoloLens)

Ogawa et al. [57] 2020 Intraoperative Hip Smartphone

Peh et al. [58] 2020 Intraoperative Spine PC Monitor

Burström et al. [59] 2019 Intraoperative Spine PC Monitor

Carl et al. [60] 2019 Intraoperative Spine HUD

Carl et al. [61] 2019 Intraoperative Spine HUD

Condino et al. [62] 2019 Rehabilitation Shoulder HMD (HoloLens)

Elmi-Terander et al. [63] 2019 Intraoperative Spine PC Monitor
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Table 1. Cont.

Authors Publication Year Purpose Category Visualization Tool

Gibby et al. [64] 2019 Intraoperative Spine HMD (HoloLens)

Lei et al. [65] 2019 Intraoperative Hip HMD (HoloLens)

Liebmann et al. [66] 2019 Intraoperative Spine HMD (HoloLens)

Liu et al. [67] 2019 Intraoperative Spine HMD (HoloLens)

Logishetty et al. [68] 2019 Training Hip HMD (HoloLens)

Molina et al. [69] 2019 Intraoperative Spine HMD

Pokhrel et al. [70] 2019 Intraoperative Knee PC Monitor

Tsukada et al. [71] 2019 Intraoperative Knee Smartphone

Urakov et al. [72] 2019 Intraoperative Spine HMD (HoloLens)

Wanivenhaus et al. [73] 2019 Intraoperative Spine HMD (HoloLens)

Wei et al. [74] 2019 Intraoperative Spine HMD (HoloLens)

Agten et al. [75] 2018 Intraoperative Spine HMD (HoloLens)

Cho et al. [76] 2018 Intraoperative Tumor Tablet

Condino et al. [77] 2018 Training Hip HMD (HoloLens)

Deib et al. [78] 2018 Intraoperative Spine HMD (HoloLens)

Elmi-Terander et al. [79] 2018 Intraoperative Spine PC Monitor

Fotohui et al. [80] 2018 Intraoperative Hip PC Monitor

Liu et al. [81] 2018 Intraoperative Hip HMD (HoloLens)

Ma et al. [82] 2018 Intraoperative Tibia PC Monitor

Ogawa et al. [83] 2018 Intraoperative Hip Smartphone

Turini et al. [84] 2018 Training Hip HMD (HoloLens)

Van Duren et al. [85] 2018 Training Hip PC Monitor
1 Head-Mounted Display. 2 Head-Up Display.

The results from Table 1 are summarized by the two diagrams in Figure 2.
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Figure 2. Diagrams resume percentages of the anatomical districts of interest considered in the
reviewed studies (a) and type of visualization tool used (b).

Table 1 shows that most of the reviewed studies concern AR-based applications used
in the intraoperative phase of orthopedic surgery. In particular, most of them are related to
procedures involving the spine. In fact, the anatomical shape of the spine and the proximity
of the spinal bones to the spinal cord makes visualization of hidden anatomical structures
and knowledge of the spatial relationships between them of primary importance. Next, in
order of numerosity, there are studies on the use of AR in hip surgery, especially for the
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total hip arthroplasty (THA) procedure [86], which is one of the most widely performed
orthopedic procedures worldwide.

As far as visualization tools are concerned, HMDs are the most widely used devices.
They are an ergonomic and reliable solution, suitable for many demanding manual tasks
such as image-guided surgery, where the absence of physical constraints, preservation
of reality, and safety are crucial. Next, 2D displays such as desktops, smartphones, and
tablets are used, and only to a lesser extent other devices, such as Head-Up (HUDs) and
3D displays.

The analyzed studies were subdivided according to their scope of application in
physician and resident training (Section 3.1), patient rehabilitation (Section 3.2), or in the
intraoperative field (Section 3.3). Studies related to intraoperative applications were further
grouped according to the type of surgical procedure to which they refer.

Table 2 describes, for each application purpose, the main features of the AR-based
application and the expected outcomes from its use.

Table 2. Overview of the main features and expected outcomes of AR-based applications.

Purpose Features Outcomes

Training

Hybrid environment simulators that
recreate surgical conditions using AR

display and phantoms, 3D models, and
surgical instruments

Trainees are provided guidance and
advanced visualization; surgical

simulation can be repeated multiple
times in a safe and controlled

environment; live feedback is obtained

Rehabilitation

AR-based platforms that involve
controlled, user-specific environmental

and perceptual stimuli to achieve
functional recovery, improve range of

motion, reach patient autonomy

Patient activity is constantly monitored;
real-time feedback is obtained; tasks are

engaging and motivating

Intraoperative

AR-based applications or surgical
navigation systems that project virtual

additional information and images
directly on the site of intervention, giving
the surgeon improved sensory perception

Optimized visualization and better
understanding of spatial relationship

between surgical instrument and
anatomical structures is achieved;

surgery time and radiation exposure
are decreased

3.1. Training

The training of new surgeons is a slow but essential process so that they gain the
necessary experience to manage surgical procedures without jeopardizing patient safety.
In this context, it is critical to develop surgical simulation platforms to improve outcomes
and reduce the likelihood of potentially serious risks. AR features have the capability to
train new surgeons by providing guidance and optimizing the visualization of hidden hard
tissues and soft tissues while performing surgery.

In their study on AR-based applications for STEM subject learning, Mystakidis
et al. [87] identified five instructional models, which were distinguished based on the
instructional approach applied to subjects’ learning: experiential, activity-based, presenta-
tion, cooperative/collaborative, and discovery instructional strategies. According to this
distinction, five of the studies reviewed [27,68,77,84,85] applied the experiential instruc-
tional design strategy, in which the subject takes advantage of his or her prior experience
and applies it in a simulated environment, while only one study [42] followed the activity-
based instructional design strategy, in which subjects were guided by an expert in carrying
out the training activity.

Van Duren et al. [85] developed a proof-of-concept digital fluoroscopic imaging simu-
lator for guidewire insertion in dynamic hip screw (DHS) surgery. With AR they simulated
fluoroscopy in order to allow the trainee to interact with real instrumentation and perform
the procedure on workshop bone models. The developed device uses a visual tracking
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system consisting of two video cameras and image processing algorithms to superimpose
the position of the guidewire on the corresponding fluoroscopic images, by tracking colored
markers attached to the guidewire. To assess the accuracy of the guidewire tracking system,
the tip–apex distance (TAD) was calculated, and compared with that physically measured,
obtaining 4.2 mm as the average root mean square error.

The work of Logishetty et al. [68] involved the use of an HMD and an innovative AR
platform. Using a MicronTracker camera (ClaroNav, Toronto, ON, Canada), the system can
track the implant position and orientation in relation to bony anatomy. During simulated
THA a clinically relevant level of accuracy was obtained. Through the platform, the
use of real instruments was allowed, and live feedback was provided. No difference in
accuracy was detected between learners trained with AR or by the surgeon, showing that
AR is a feasible and valuable training tool in addition to the traditional guidance of more
experienced surgeons in the operating room.

Condino et al. [77] investigated the feasibility of constructing a patient-specific hybrid
simulator to perform THA surgery in order to train resident surgeons and trainees in a safe
and comfortable environment. The system allows surgeons wearing a Microsoft HoloLens 1
(Microsoft, Redmond, WA, USA) head-mounted display (HMD) to perform a THA surgery
procedure on five patients using patient-derived 3D models, interacting with them using
voice commands, gestures, and movements. Virtual and physical content was recorded
using Vuforia SDK. That simulator received positive feedback from medical staff involved
in the study to evaluate visual/auditory perceptions, and gesture/voice interactions.

Turini et al. have conducted a similar work [84], using Vuforia SDK functionalities as
a real-time registration tool to detect and track the virtual content onto the real scene. In
order to ensure the smooth running of the sensing and tracking functions, the support for a
Vuforia Image Target was anchored to the mannequin.

The same research group [27] also proposed a method to build a hybrid simulator
for the fixation of pedicle screws based on 3D-printed patient-specific spine models and
AR and virtual fluoroscopy visualization. A patient-specific spine phantom and surgical
tools, both equipped with markers for optical tracking, and a calibration cube were used.
The scene is rendered on a PC with a traditional monitor, where the torso mannequin with
the overlaid virtual content is seen to assist the implantation of the screws at the proper
anatomical targets. The accuracy of the tracking method and consistent visualization
of the vertebral model and surgical instruments were evaluated in both AR and virtual
fluoroscopic modes by quantitative tests. From the results obtained, it is clear that further
research and clinical validation are needed to make the simulator a valuable training tool
for the insertion of pedicle screws in lumbar vertebrae.

Veloso et al. [42] worked on a method that uses Dynamics 365 Remote Assistance and
Microsoft HoloLens 2 to provide the surgical team with all the training and information
needed to properly implant prostheses and medical devices remotely from a manufacturer’s
support center, without a technician’s presence. Collected data show that HoloLens could
enable the avoidance of the manufacturer’s technicians in the operating room to improve
the experience of both patients and physicians, and thus reduce the duration of the surgeries
while reducing some economic and environmental costs.

3.2. Rehabilitation

AR technology is becoming more popular in rehabilitation due to its ability to create
controlled, user-specific environmental, and perceptual stimuli while retaining the ability to
interact with the real environment allowing the patient to remain engaged and motivated.
Condino et al. [62] presented the first wearable AR system to provide the patient with the
prescribed therapy to improve the shoulder range of motion (ROM) by obtaining real-time
performance feedback and providing a stimulating, intense, and engaging activity. The
potentiality of HoloLens to track users’ hands is here used to develop a system for indoor
use, with no need for any adjunctive markers, sensors for arms, wires, and cables. However,
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results suggest that integration of more technical features is still needed to achieve optimal
usability of the application.

3.3. Intraoperative Solution

While AR has just begun to be accredited to simulators for preoperative planning
and surgical training, it is a more encouraging technology for achieving solutions within
the intraoperative phase. AR can support the surgeon in understanding and visualizing
the anatomical regions of interest and the topographical relationships between surgical
instruments, orthopedic implants, and anatomical landmarks. In addition, through AR,
virtual images can be generated and projected onto the real environment, offering guidance
to perform minimally invasive surgery.

Studies concerning AR-based intraoperative solutions represent the vast majority of
the reviewed papers. Considering the wide variety of surgical interventions, and thus the
different needs of orthopedic surgeons in performing these procedures, the intraoperative
solutions were further subdivided according to the anatomical part treated and the type of
surgical procedure to which AR was applied. Section 3.3.1 describes arthroplasty proce-
dures involving hip (n = 7), knee (n = 5), elbow (n = 1), and shoulder (n = 4), and fixation
procedures on femur and tibia (n = 2). Section 3.3.2 describes AR-based solutions applied
to spine surgery procedures, and details pedicle screw placement (n = 17), percutaneous
surgery (n = 3), lumbar facet joint injections (n = 1), rod bending implant (n = 1), and Sacral
Alar Iliac (SAI) screw implantation (n = 1). Section 3.3.3 discusses AR-based applications
for treating tumor pathologies (n = 4).

3.3.1. Lower and Upper Limbs

With the development of technology, AR was adopted to support surgeons in chal-
lenging arthroplasty procedures, improving the outcome of this kind of surgery thanks to
its peculiar advantages. The accurate prosthetic components’ positioning is one of the core
factors contributing to a fast recovery and lower risk of revision.

Liu et al. [81] developed an AR-based 3D computer navigation tool for hip resurfac-
ing applied to femoral preparation. They used the HoloLens, a 3D camera, and robotic
technology assistance to automatically track the pose of the target femur without the use
of any marker. A comparison of the post-intervention perforation orientation with the
pre-intervention plane in a phantom study gave an average error of approximately 2 mm.

In the work of Lei et al. [65], AR and 3D-printed technologies were combined to
accomplish a challenging THA surgery on a 59-year-old man. The real-time automatic
registration process involved an HMD through landmark recognition on the reference
registration tool. In this way, the virtual models of the patient’s hard and soft tissues
were superimposed on the real anatomy; a customized surgery was achieved, while the
operation time was not significantly increased.

Fotohui et al. [80] proposed an AR solution for intraoperative assistance of direct ante-
rior approach THA, based on two C-arm X-ray images combined with 3D AR visualization
to simplify planning-based impactor and cup placement. The developed methodology al-
lows the intraoperative planning of the acetabular cup position relying on two fluoroscopic
images acquired after a femoral head dislocation. Subsequently, it is possible to align the
impactor color and depth information, namely a point cloud provided by the 3D camera,
with the planned virtual cup-impactor displayed in the AR environment. The system was
validated and compared with standard fluoroscopic guidance for acetabular component
positioning using a radiopaque foam pelvis [47]. Compared to the fluoroscopic technique,
the AR guidance system produced a more robust implantation of the acetabular component
in both inclination and anteversion. In addition, the AR guidance system was easier and
faster. Although the radiation dose involved was similar to the fluoroscopic technique, the
surgical team could be not exposed to the radiation.

Ogawa et al. [57] presented an AR-based device for acetabular cup positioning. The
so-called AR-HIP system uses the smartphone camera to overlay the acetabular cup po-
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sitioning angle and functional pelvic floor image with real-world images of the surgical
field. In the registration process, the surgeon is required to register two anatomical land-
marks, namely the right and the left anterior superior iliac spines, in order to automatically
determine the functional pelvic floor. In a randomized controlled trial [83], the group
obtained that the absolute values of the difference between the detected angles and the
postoperative radiographic measurement angle were significantly lower in the AR-based
navigation system group than in the mechanical guidance group in terms of inclination,
thus demonstrating that the AR-based navigation system provided better accuracy in terms
of cup positioning angle than the conventional technique using mechanical guidance.

In a retrospective study, the above-mentioned AR-Hip system was compared to the
accelerometer-based portable navigation system, called HipAlign, consisting of a reference
sensor and a disposable computer display unit [39]. With both the HipAlign and AR-Hip
systems, it was always possible to know the angles of acetabular cup placement during
THA, although the final acetabular cup placement depended on the surgeon’s medical
judgment in each patient. The most important finding of this study was that in the THA
procedure with the patient in the lateral decubitus position, the AR-Hip system provided
more accurate acetabular positioning than the HipAlign system.

In Total Knee Arthroplasty (TKA), an AR-assisted system was developed by Pokhrel
et al. [66]. This system uses an optical camera and a computer to project an image of the
exposed bone in the surgical field onto the image obtained from the preoperative CT scan
during surgery. In contrast to this system, the work of Tsukada et al. [71] requires no
preoperative images. Using a smartphone and 2D barcode markers, their AR-KNEE system
allows overlay of the tibial and anteroposterior long axis on the surgical field. In this way,
the center of the femoral head and the femoral mechanical axis are seen directly on the
surgical field, allowing the surgeon to recognize an incorrect registration by comparing
the femoral mechanical axis to the tibial line. The AR-KNEE system was demonstrated to
achieve an error < 1◦ in the resection of the proximal part of the tibia in both the coronal and
the sagittal planes, as well as the accuracy in the resection of the distal part of the femur,
evaluated by the same team in an experimental setting [40], was also found to be < 1◦ in
both coronal and sagittal planes. In addition, they compared a distal femoral resection
performed with conventional intramedullary guidance and the AR-KNEE system in a
clinical setting and found that the AR-KNEE system ensured considerably higher accuracy.

A different system was developed by Fucentese et al. [30], using AR as a guide for
TKA. The footprint of the system comprises smart glasses, two small disposable sensors,
and a control unit that managed tracking information collected by a pocket-sized wireless
optical tracking system. A new feature enabled the intraoperative measurement of the
alignment and positioning effects of the prosthesis on soft tissue balance, in order to assess
whether the best implant position and limb axis are achieved.

Chen et al. [26] proposed an in-situ AR navigation tool based on a reconstruction of the
3D model of the knee using preoperative imaging. The preoperative 3D model of the knee
is updated with tissue properties considering the actually adopted intraoperative positions.
Then, the obtained model is shown through a glasses-free 3D display for navigation, a
stereo display that, thanks to stereopsis, is capable of transmitting depth perception to the
viewer. In this way, an accurate 3D structure of the tissue was obtained to allow surgical
AR navigation, giving the surgeon a more detailed view of the patient’s 3D anatomy.

Ma et al. [82] used an AR-based surgical navigation (ARSN) system with hybrid elec-
tromagnetic and optical tracking that provided 3D images using an integral videography
approach for intramedullary nail locking. They were able to correctly set eighteen drills in
five tibia models and one leg phantom during their pre-clinical study.

A similar system was provided by Tu et al. [41], who proposed a hybrid HoloLens-to-
world methodology for the registration exploiting a custom-made registration cube and an
external EM tracker. The feasibility of this approach was proved in a cadaver experiment
using an ARSN system based on Microsoft HoloLens 2 as a support for surgeons to complete
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distal interlocking, indicating that the system satisfies the accuracy requirement of distal
interlocking while reducing the total time for intramedullary nailing.

Hu et al. [32] developed an HMD-based AR navigation platform to assist surgeons in
orthopedic procedures involving the drilling of exposed bone structures. The application
was deployed on HoloLens 1, includes markerless tracking of target anatomy, and supports
visualization in both optical see-through (OST) and video see-through (VST) paradigms.
The navigation performance of the system was evaluated by a user study both quantitatively
and qualitatively, obtaining that AR visualizations can be a reliable tool for manual guidance
of femoral drilling.

Regarding the upper limb, Yamamoto et al. [45] reported the successful integration of
AR into elbow arthroscopy. Their system uses AR technology to superimpose nerve data
obtained from preoperative images, which are essential for successful elbow surgery, on an
arthroscopy monitor. An optical pose tracking system was used to superimpose images
onto the arthroscopic video view, and markers were placed to allow distinction between
several different instruments. They believe that arthroscopic elbow surgery, in which many
complications related to nerve damage can arise, will benefit from AR technology.

Schlueter-Brust et al. [38] presented a proof-of-concept AR-based guidance system
for Kirschner wires placement of the glenoid component placement in total shoulder
arthroplasty (TSA). In their solution, the orthopedic surgeon had to manually align the
virtual hologram with the target anatomy using the Microsoft HoloLens 2, even though the
manual alignment is considered extremely subjective and prone to human error process.
The use of AR for assisted glenoid component placement in TSA was demonstrated only in
one previous study [34].

Some groups have sought markerless computer vision-based solutions to eliminate
the need for rigidly fixed markers. These techniques require the acquisition of the patient’s
anatomy preoperatively to create a 3D model and then obtain the registration intraopera-
tively by scanning the surface of the model with a probe [33]. Although the techniques were
different, both studies [33,38] obtained comparable results in terms of input point accuracy,
while Kriechling et al. [33] reported a lower mean orientation error, which could be justified
by the automatic registration method used, based on the glenoid surface scanning.

Gu et al. [31], instead, provided a markerless image-based registration approach to
guide TSA using the Microsoft HoloLens 1. They used the depth managing sensors of
HoloLens 1 to obtain the intra-operatively alignment with the patient anatomy via image-
based registration. However, although their results were promising, the system did not
meet surgical accuracy requirements yet.

3.3.2. Spine Surgery

The spinal cord, emerging spinal nerves, and respective blood vessels are more likely to
be injured during orthopedic surgery interventions, given their proximity to the bones of the
spine. For this reason, many researchers have developed ARSN systems for instrumentation
of the pedicle screw, whose misplacement can cause severe vascular or neurological injury.

In a clinical study, Elmi-Terander et al. [63] evaluated, for the first time, the accuracy of
pedicle screw placement using an ARSN system. A hybrid operating room was equipped
with the ARSN system, a motorized flat-sensing C-arm with 2D/3D intraoperative ca-
pabilities, a surgical table, a noninvasive marker-based patient motion tracking system,
and an integrated optical camera for AR-based navigation. For each screw, the insertion
was planned, and the proper track for instrument navigation was displayed in AR by
rotation of the C-arm. This clinical trial was the first prospective human study in a hybrid
operating room equipped with the ARSN system for the placement of 253 screws in twenty
consecutive patients, among which only three required intraoperative revision.

In a subsequent cadaver study [79], the same ARSN system was used by two neuro-
surgeons for the insertion of 66 Jamshidi needles and 18 cannulated pedicle screws into
the thoracolumbar spine. The distance between the actual needle tip position and the
corresponding planned path, as well as the angles between the needle and the desired



Appl. Sci. 2022, 12, 4295 12 of 26

path, were measured to assess the technical accuracy of the ARSN system. The obtained
results indicate that the ARSN system can be used without the use of any fluoroscopy or
X-ray imaging during the procedure for percutaneous pedicle screw placement. The screw
placement accuracy and clinical aspects of the ARSN system were compared with those
achievable using the freehand (FH) technique in twenty patients [54]. The same surgeon
performed the surgical procedures both with ARSN and FH, resulting in greater accuracy
of the first compared to the latter.

Edström et al. [53] presented a workflow to introduce, in clinical practice, the ARSN
system described by Elmi-Terander et al. [63] installed in a hybrid operating room for
visualization of the anatomy and instrument guidance during pedicle screw placement.
The workflow encompasses all surgical processes from pedicle screw path planning for
instrument guidance during surgery to their placement and spinal fixation, to wound
closure and intraoperative verification of treatment results. It also considers imaging time
and automated 3D model creation. Special attention was paid to the radiation exposure
of the staff so that the need for lead aprons was avoided [52]. A study with twenty
cases requiring the placement of pedicle screws (13/20 scoliosis) validated the navigation
workflow. The results show that the ARSN system could decrease the risk of complications
and surgical revision and minimizes staff radiation exposure, demonstrating how it can be
integrated into the clinical routine without invalidating it, as only 8% of the total time was
used for intraoperative imaging and preparation for surgical navigation.

Auloge et al. [48] evaluated the safety, accuracy, technical feasibility, and patient expo-
sure to radiation of a new navigation system that integrates artificial intelligence (AI) and
AR, during percutaneous vertebroplasty of patients with vertebral compression fractures
(VCFs). Four cameras were integrated into the flat panel detector of a standard C-arm fluo-
roscopy machine for AR navigation. Spinal segmentation and optimal trajectory planning
were automatically performed by an integrated AI software, that also suggested a detector
position for the initial targeting. The planned “virtual” trajectory is then superimposed
on the “real world” camera inputs, and the merged information is displayed on a 2D
monitor without the need for fluoroscopy. In all cases, the AI software was successful in
identifying landmarks and generating a safe trajectory, achieving an accuracy similar to
that of standard fluoroscopic guidance.

The cadaveric study by Peh et al. [58] focused on determining the feasibility and the
clinical accuracy of an ARSN for minimally invasive instrumentation of spinal and lumbar
pedicle screws compared to the standard fluoroscopy-guided minimally invasive technique.
The ARSN system consists of four optical cameras placed in the frame of a C-arm detector,
and, for visual tracking, optical markers applied to the patient’s skin. Minimally invasive
screw placement with the ARSN system was shown to be as suitable and accurate as
fluoroscopy, without requiring additional navigation time or X-ray imaging during the
surgery. Additionally, the achieved clinical accuracy was comparable to values reported in
current literature where different navigation systems for minimally invasive procedures
were used [59,63].

In a laboratory study on cadaveric animals, Burström et al. [59] assessed the feasibility
and accuracy of pedicle cannulation using automatic instrument tracking integrated into an
ARSN system, to retrieve the instrument position with regard to deep anatomy. Cone-beam
computed tomography (CBCT) was performed on two pig cadavers to generate a 3D model
to plan the insertion of seventy-eight pedicle screws. CBCT was acquired after the insertion
and the distance between the navigated device and the corresponding pre-planned path
and angular deviations were measured. ARSN with instrument tracking for minimally
invasive spine surgery achieved clinical accuracy from 97.4% to 100% depending on the
screw size considered for placement, proving to be a feasible, radiation-free, and accurate
navigation method.

Burström et al. [49] investigated the feasibility, efficacy, and accuracy of a novel
AR tool for semi-automatic and minimally invasive pedicle screw placement with the
addition of a robotic arm. A hybrid operating room was equipped with an ARSN system
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to plan screw paths and direct the customized robotic arm. Thanks to the robot guide,
some Jamshidi needles were placed in 113 pedicles of four cadavers with 100% clinical
accuracy, demonstrating how the positioning of the pedicle screws would greatly benefit
from using a semi-automatic surgical robot, achieving much higher precision than that
clinically acceptable.

Some works describe AR-based systems in which the superimposition of virtual
images was performed intraoperatively using a separate screen or a microscope. Carl
et al. [61] implemented support for degenerative spine surgery by applying an approach
based on items available on the market, demonstrating that a microscope-based AR system
is feasible. A HUD integrated into the operating microscope was used for AR visualization,
showing AR data in the user’s line of sight without the need for glasses. The operating
microscope was calibrated by adjusting the superimposition of the 3D reference array
representation on the actual reference array structure [60]. The automatic registration of AR
was based on intraoperative CT, and its robustness was assessed by comparing the pointer
tip position in relation to known structures, for instance, the retractor systems, or fiducials
markers placed on the skin. Results indicate that this kind of application has enormous
potential and could be useful in complex anatomical situations and the training of trainees.

In another study [50], Carl et al. also deepened whether microscope-based AR support
can be applied in different spine surgery procedures for pathologies such as tumors and
intradural lesions, deformities, infections, and degenerative cases. AR has proven its
feasibility, especially in complex anatomical situations due to the patient positioning;
indeed, in all cases of reinterventions, surgical navigation made the approach to the spine
easier. As an alternative to the microscope, also HMD devices implementing AR were
studied in spine surgery procedures, particularly for percutaneous interventions such as
pedicle screw placement, injections into facet joints, and kyphoplasty.

In the study of Wei et al. [70], an effective AR-based method for navigation and
position during pedicle puncture in percutaneous kyphoplasty surgery was developed.
Microsoft HoloLens, in combination with fluoroscopic C-arm images, was used to support
orthopedics during surgery to obtain accurate, real-time guidance in the intravertebral
vacuum cleft area. The use of HMD has reduced the operation time and the number of C-
arm fluoroscopies acquired and has increased the accuracy and efficacy of the intervention.

Wanivenhaus et al. [73] used Microsoft HoloLens to visualize a virtual model of
the target rod. To navigate the bending of the rod implant ex situ, they estimate the
3D positions of the pedicle screw heads using a pointing device with an image-based
marker, allowing the surgeon to shorten the length of the rod to the desired shape, bend
it, and iteratively compare it with the target shape displayed by HoloLens. With this
procedure, they were able to reduce re-bending maneuvers and operating time and decrease
the risk of infection. Instead of using a pointer-based approach, von Atzigen et al. [43]
proposed a markerless approach for surgical navigation to bend rod implants, achieving
a similar average localization error of pedicle screw heads compared to the approach of
Wanivenhaus et al. [73]. Their approach combines AR with Machine Learning so that,
without touching the instrumented anatomy, a virtual model of the optimal rod shape on
the device is generated and displayed. This method allows detection of the 3D positions of
the implanted screw heads at interactive rates, without the need for manual acquisition and
registration of the anatomy. Although rod bending navigation has demonstrated clinical
and biomechanical advantages with respect to the conventional method, it has not yet been
fully adopted in spinal surgery.

In an in vitro study using a customized phantom, an optical see-through HMD was suc-
cessfully tested by Deib et al. [78] for kyphoplasty. Augmented visualization was achieved
by placing the display in a specific location in the environment to obtain a “world-anchored”
view. In phantom studies, such a registration approach is always possible, because a clear
outline is easily seen, and the AR display can always be adjusted. The real world, on the
other hand, always presents less controlled conditions, for which it is necessary to develop
more robust approaches, based, for example, on intraoperative imaging.
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The study by Gibby et al. [64] assessed whether the use of Microsoft HoloLens for
percutaneous needle navigation to simulate pedicle screw placement was suitable. The
HMD-AR technology projects rebuilt 3D and 2D CT images onto a phantom of the lumbar
spine, wrapped in an opaque silicone block, without the use of fluoroscopy or an intraoper-
ative CT arm. The OpenSight (Novarad) application was used to integrate these visual data
into Microsoft HoloLens, allowing the superimposition of virtual trajectory guides and CT
images on the phantom in 3D and 2D. For intraoperative registration, commercial software
was used, allowing the possibility for the user to manually refine the registration process.
A limit for this study is the registration process because the need for intraoperative CT and
a simple and large object to detect (e.g., a silicone phantom) makes it almost inapplicable in
real surgical conditions.

The work of Urakov et al. [72] provides a further workflow demonstration of the
AR technology in spine surgery. The work consisted of projecting holographic images
of the spine visualized with OpenSight onto Microsoft HoloLens on prone positioned
cadavers. Surface anatomy was exploited to align the hologram, including previously
planned trajectories for pedicle screw insertion, with the cadaver. Verification of correct
screw insertion was assessed post-operatively with a CT scan and compared with the
fluoroscopy technique. While there was no major violation of the fluoroscopic technique,
some screws inserted with AR suffered an initial positioning error, while their overall
orientation resulted to be parallel to the original trajectory, as expected.

Liebmann et al. [66] presented a Microsoft HoloLens-based navigation method, to
capture the intraoperatively reachable surface of vertebrae, and to register and track instru-
ments with live views without imaging acquired during surgery. The developed system
allows to perform marker tracking and pose estimation, digitalize intraoperative surfaces
for registration purposes, and features designed for surgical navigation. Preoperative
planning of 3D screw trajectories was performed by acquiring computed tomography (CT)
images from cadavers. The orthopedic procedure was performed on phantoms by a surgeon
and checked postoperatively with CT acquisition, demonstrating that combining HoloLens
with the proposed navigation method can lead to precise lumbar pedicle screw insertion.

Molina et al. [69] also attempted to compare AR-assisted insertion of pedicle screw
with conventional methods. Accuracy was assessed by acquiring a CT following the
insertion of 120 pedicle screws in five male cadaveric torsos. The AR system proved to
have excellent usability, and the screw placement accuracy was not inferior to the accuracy
reported for manual computer-guided pedicle insertion. In contrast, when evaluated using
the Gertzbein-Robbins grading system, the accuracy results obtained with the AR system
improved the results achieved with FH insertion.

In their study, Dennler et al. [51] evaluated if a new AR-supported technique, using
a cutting-edge AR headset, could improve pedicle screw insertion accuracy compared
to the standard FH technique in both a group of experienced and a group of novice
surgeons. Through manual alignment, the virtual information displayed by the AR headset
can be overlaid on the anatomy in the real world. As hypothesized, in a laboratory
setting, the optimized visualization improved the pilot holes accuracy for the pedicle
screws and reduced the effect of the surgeon’s experience. For novice surgeons, the group
trained with AR showed a strong decrease in primary and secondary perforation of the
screws, and greater accuracy of the craniocaudal tilt angle and a mediolateral convergence
compared to the group trained with the traditional FH technique, while no difference was
observed for experienced surgeons. Other studies, instead, proved considerably greater
accuracy in the placement of pedicle screws using different ARSN systems that provide
3D data to the surgeon than the FH methodology. The same system was evaluated in
a subsequent study on its feasibility in a clinical environment [28]. Surgeons received
an introduction to Microsoft HoloLens functionality, then a training phase preceded the
testing phase during which they were asked to wear the HoloLens during surgery. For each
operation, commercial software generated a 3D triangular surface model of the patients’
readily available CT data. The results showed that the image quality of the head-mounted
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AR device was generally considered adequate, although some ergonomic and technical
weaknesses were noted, such as inaccurate interaction with gestures and voice commands.

The same group [29] developed an AR-guided navigation device for the insertion
of the Sacral Alar Iliac (SAI) screw, in which the 3D model, including optimized and
previously planned screw trajectories, was loaded onto an AR-HMD (Microsoft HoloLens).
Their new proposal involves the use of an AruCo fiducial marker to track, register, and
overlay the holographic image onto the pelvic model, theoretically avoiding the need for
large and expensive infrastructure within the operating room. To verify its accuracy, the
navigation system developed using AR technology was compared with the traditional
FH method, and it was found that in a laboratory environment, the data provided by the
AR headset and the overlaid operating plane increased the accuracy of pilot holes for SAI
screws with regards to the conventional FH.

The study of Yahanda et al. [44] is the first reporting clinical case series that evaluated
the accuracy of sixty-three percutaneous pedicle screws inserted using an AR-HMD system
approved by the FDA. The system used a marker and CT images acquired during the oper-
ation for registration, and a marker for tracking. The pedicle screw placement procedure
was performed in nine patients in both the lumbar and thoracic spine and achieved 100%
accuracy regardless of the indications for the procedure. Comparable results were also
obtained in other studies, in which other positioning systems (such as robotic systems)
were used [25,55].

The study by Molina et al. [55] evaluated an AR-mediated percutaneous thoracic
and lumbosacral pedicle screw placement system in a cadaveric study, with an HMD
using wireless optical tracking cameras, directly embedded in the headset. This technique
has reported insertion accuracy rates ranging from 83.9% to 100% and is associated with
varying amounts of radiation exposure for the patient and the medical team, depending on
the workflow and their experience. Despite improvements in accuracy, drawbacks have
commonly been reported with manual computer navigation that can result in inefficiencies
and procedural errors.

Another AR system was used by Charles et al. [25] for placing a percutaneous pedicle
screw during lumbar transforaminal interbody fusion. The result was 94% accuracy;
however, this system does not involve AR HMD but visualizes the data on remote displays.
Furthermore, a lack of device position tracking requires intraoperative fluoroscopy to
inspect the insertion of the screw, especially in those patients who suffer from obesity.

Yanni et al. [46] described and evaluated screw placement using SpineAR, a prototype
commercial AR-HMD platform with real-time navigation guidance. SpineAR uses an AR
HMD-based user interface to display real-time navigation images from intraoperative 3D
imaging. In this work, the accuracy of screw placement was evaluated in a laboratory
setting where pedicle screws were placed into commercial 3D-printed models of the lumbar
spine by surgeons and trainees with distinct levels of experience. Accuracy was evaluated
and compared with data reported in the literature on the FH screw placement technique,
reporting comparable accuracy rates.

In a cadaver study, Müller et al. [56] evaluated the accuracy of surgical navigation for
pedicle screw insertion with an AR head-mounted device. The comparison was performed
with a state-of-the-art pose-tracking system for navigation. Three-dimensional fluoroscopy
was used as an intraoperative registration approach in both cases in order to maintain
the same experimental settings and comparable outcomes. In addition, for the AR group,
the positions of the markers were plotted in real-time by considering instrumentation
movement, and preoperative 3D planning was superimposed on the actual anatomy
with a hologram. Holographic navigation using an HMD resulted to achieve outcomes
comparable with the state-of-the-art.

Liu et al. [67] assessed, in experimental bone environments, the feasibility and accuracy
of percutaneous lumbar pedicle screw placement using an AR-guided method from CT
images compared to placement with a radio-guided method. In this study, an automatic
method for aligning an AR hologram was also compared with a manual one. Each of
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the twelve lumbar spine sawbones was fully embedded in hardened opaque agar and
equipped with a cubic marker. An intraoperative CT scan was acquired for each phantom
and the generated virtual 3D model was uploaded on Microsoft HoloLens. Two experienced
surgeons placed 120 pedicle screws simulated by Kirschner wires, including eighty under
AR guidance, resulting in more satisfactory and efficient AR-guided placements than
radiographically guided placements. Furthermore, manual alignment of the hologram was
judged less performing than automatic alignment, while the accuracy of the two alignment
methods was broadly similar.

Some of the studies regarding the use of AR for spinal procedures also involve feasi-
bility studies for AR guidance of injections in the lumbar facial joint. For example, in the
work of Agten et al. [75], Microsoft HoloLens was used as an AR-based guidance system
to perform lumbar facet joint injections on a phantom with two integrated vertebrae. The
phantom was equipped with three virtual ribbon markers, which were used as templates
for the manual alignment of the hologram. Their study provided convincing evidence
to encourage the injections of lumbar facet joint using AR; nonetheless, some drawbacks
were present. In fact, their study focused only on the target location, no phantom tracking
system was present, and also used a larger needle than typically used in clinical practice.

In a retrospective study, Li et al. [35] investigated a novel three-dimensional MR-based
image-guided intraoperative surgical navigation system (MITINS) to support pedicle screw
implantation in elderly patients. The authors reported for the first time the use of MR
in surgery related to lumbar fracture using the MITINS system, consisting of an electro-
magnetic transmitter, trakSTAR, and sensors. The MITNIS planned the 3D position using
intraoperative three-point registration and assisted the orthopedic surgeon in inserting the
screws into the 3D printed lumbar model. No screws resulted to be outside the pedicle,
and there was no need for radiography for additional position information.

3.3.3. Tumor Surgery

Orthopedic oncology deals with all oncologic diseases affecting the skeleton, soft
tissue, sarcomas, bone metastases, cancerous and benign tumors. Traditional therapy
for these tumors is a complete surgical resection, which has recently benefited from AR
technology due to its advantages in medical training, surgical navigation, and improved
patient relations. However, nowadays, among the published studies there are few examples
of the treatment of oncological patients in orthopedics in which AR technology is used.

Cho et al. [76] developed an ARSN system for the surgery of pelvic bone cancer,
supported on a tablet PC, where radiological data are displayed overlaid with real-world
data, suggesting more data about the tumor size. By optically tracking the target object and
markers placed on it, the ARSN system can support surgeons during pelvic bone tumor
surgery, with the advantage of not being as bulky as traditional navigation systems. For
validation of the system, thirty-six bone tumor models were created for simulation of tumor
resection in pig skin. The models were divided into two groups, in which resection was
performed with AR guidance or with the traditional method. In comparison, the AR-based
technique proved to be more accurate than the conventional approach.

Instead of using a tablet PC, Moreta-Martinez et al. [37] proposed a novel AR-based
framework that assists surgical planning, improves patient communication, and provides
support during an osteotomy procedure through a smartphone application. The patient’s
anatomy and tumor location were visualized on the smartphone display and tracked by an
automated registration process based on a 3D printed reference marker customized by the
patient. This solution was assessed on both 3D printed patient-specific mannequins and
patients, and feedback from physicians and patients was positive and encouraging.

Molina et al. [36] described the use of AR-mediated spine surgery (ARMSS) for guid-
ance in a single osteotomy procedure to obtain a large en bloc marginal resection of an
L1 chordoma through a posterior-only approach, avoiding a breach of the tumor capsule.
ARMSS via an HMD with a monitoring device is a new technology approved by the FDA
for neuronavigation during surgery that has the advantage of improved accuracy, frame-
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work robustness, and convenience. The procedure was completed by reconstruction using
an allograft construct, obtaining excellent results during the patient’s rehabilitation.

In a different study, Ackermann et al. [24] evaluated Ganz’s periacetabular osteotomy
(PAO) navigation feasibility over two cadaveric pelvises under realistic surgical conditions.
Custom-made developed software was used to conduct preoperative planning on 3D
models reconstructed with computed tomography (CT). In this way, cutting plane objects
for osteotomy planning and reorientation of the acetabular fragment were created. The
registration process, motion compensation, guidance for osteotomies, and reorientation
of the fragment were all included in the developed AR application. By deploying the AR
application on Microsoft HoloLens, all flat objects could be overlaid on the actual anatomy
for cutting navigation, supported by a marker-based tracking system. Pre- and post-surgery
pelvic bone models were registered through ICP for comparison. The results demonstrate
that AR navigation is suitable for PAO surgery, since it improves the accuracy of current
cutting-edge navigators, although the need for future development.

4. Discussion

In this review, we provide a review of various AR-based studies and applications
in the field of orthopedics. What emerged from the development of this work is that
AR technology is a growing trend, and its adoption in orthopedics has gained increasing
attention and paved the way for new possibilities in the training and execution of surgical
procedures. Nowadays, many of the studies still concern preclinical and proof-of-concept
results, but many are still dealing with the incorporation of these technologies into daily
clinical practice and with the study of adequate workflows to facilitate this process and
their feasibility.

Overall, the results obtained from the studies describe AR technology as a new method
capable of improving precision, reducing risks and radiation for both the patient and
the physicians, and optimizing surgical times in various fields of orthopedic surgery.
Furthermore, in addition to the intraoperative technology aspects, AR is increasingly
emerging as a valuable tool for training physicians and as an effective rehabilitation tool.
Nonetheless, the clinical differences of AR in terms of cost reductions and improvements
in patient care will need to be carefully assessed in future research. Currently, the effect
that AR and HMD have on cognition, perception, and concentration are not completely
clear and this is the main cause why it is not yet commonly implemented in daily clinical
routine. The reasons are manifold, and this review aims to highlight the issues that were
found to be relevant in the scientific community, shed light on the aspects that still need
research and investigation, and emphasize the future challenges for this environment.
In fact, with the computing power currently available and its expected growth, AR is
destinated to experience an increased usage in all the augmented humanity scenarios,
including orthopedics.

In response to RQ1, statistical analysis was performed in Table 1 and summarized in
Figure 2. The answer to our first research question was discussed previously in Section 3.

The following subsections discuss the limitations and challenges found by the authors
in the analyzed articles and answers to research questions posed in Section 2. In particular,
in Section 4.1, the answer to RQ2 is detailed, and limitations regarding AR visualization and
related hardware are addressed, in Section 4.2, the answer to RQ3 was considered, along
with a description of the types of registration and tracking used, and their corresponding
advantages and disadvantages. Finally, in Section 4.3 implications for future research
are discussed.

4.1. Visualization

The meticulous design of realistic perceptual hints is of paramount importance for
the AR visualization of medical data since a wrong perception can lead to geometric
ambiguities in object scale identification, make the interaction between virtual and real
information more difficult, and thus hinder the usability of AR. Artificial information and
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real-world images are merged through video or optical display techniques. The three main
solutions to implement these displays comprise HMDs, 2D monitors (mobile phones and
tablets), and projectors.

The AR projector was not used in any of the reviewed studies to superimpose virtual
content over physical space. Although this alternative provides the ability for the user
to observe the AR content with the naked eye, without using additional instrumenta-
tion, in most of the reviewed applications, a 2D display tool was used, whether smart-
phone [37,39,40,57,71,83], tablet [76], or PC [27,45,47–50,52–54,58–61,63,69,70,79,80,82].
This choice is justified by the fact that the virtual content was not designed for real-time
interaction with the user and/or real-world objects, but mostly to increase the amount of
information available at the same time.

Many other studies [24,28–36,38,41–44,46,51,55,56,62,64–68,72–75,77,78,81,84], instead,
benefit from an OST HMD to show information in the user’s field of view. Certainly,
their use as a simple display method is favored by some of their characteristics such as
weight, size, and display resolution. Although in some studies it is not well specified
which HMD was used, almost the totality of the works used first- and second-generation
Microsoft HoloLens to achieve their purposes. In these works, the AR content was directly
superimposed on the real-world visualization, so that the user had the possibility to
directly interact with the holograms to visualize anatomical models for surgical planning,
could identify access points to internal anatomical structures, could replace intraoperative
fluoroscopy, could guide the insertion of surgical instruments, needles, wires, and screws, or
for the training of doctors and the rehabilitation of patients. However, Microsoft HoloLens,
like many commercial AR devices, is originally produced as a multimedia entertaining
device, hence barely suitable for clinical applications since it was not designed to provide
high-precision visualization [33,34]. Indeed, the authors reported several problems with
the use of HMDs. In particular, one of the main problems encountered concerns the
spatial mapping of HoloLens [75]. HoloLens’ sensor cameras acquire images relying on
the surrounding light reflections [64], the variability of the brightness and contrast of
the environment [67], but also based on the different colors and reflectivity of the object
surface [31] and the distance from the object. Thus, the performance of its sensors relies on
the quality and quantity of the visual features detected, along with the environment lighting,
the real-world geometrical characteristics, and the behavior of the user [88]. This means that
the sensors cannot maintain 3D spatial positioning in dark rooms [64] and that the depth
detection accuracy of its sensors may depend on environmental conditions, thus leading
to measurement errors [31]. Furthermore, while the first generation of HoloLens lacks
eye-tracking capability, making it unsuitable for surgical navigation [64], this functionality
was incorporated in HoloLens 2, although its effectiveness highly depends on the user’s
behavior [31]. In support of these claims, some authors have noted that holograms tend
to drift [24,66,81,89]. Since virtual vision depends on the position of the user’s eyes, a
slight shift in the position of the eyes relative to the HoloLens will cause the holograms to
shift, so it is critically important that HoloLens has a fixed position on the head [89]. Shifts
during surgery may require recalibration which would be unacceptable, and in addition,
the calibration must also be performed every time the HMD is used by a different user,
potentially causing a waste of time in the surgical workflow. For all these reasons, the
hardware accuracy can only be defined for a very precise set of parameters and, hence, is
not easily generalizable.

Other technical limitations of the device concern the two frontal environmental cam-
eras that have a very narrow field of view [28,43]. These features were reported by authors
who have pointed out that discomfort is associated with the prolonged use of HoloLens,
causing eye strain, visual fatigue, and postural discomfort [26,77,90]. Discomfort can be
decreased by designing user-friendly interfaces that improve the ergonomics of AR applica-
tions. An unintuitive design can have a negative impact on the surgeon’s experience when
using AR technology in the clinical setting. It is of utmost importance that the needs of a
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key stakeholder, i.e., the surgeon, are brought to the forefront so that the user experience
has optimized usability.

Developing an application with effective functionality is a challenge that could help
increase the acceptability of AR devices, but also increase their popularity among healthcare
professionals, who currently have ambiguous knowledge and limited resources.

4.2. Registration and Tracking

Most of the reviewed studies necessitate complicated registration and tracking pro-
cesses between the patient and the AR system. Registration enables the superimposition
and orientation of computer-generated objects, such as X-ray images or navigation modes,
in the correct position in situ. Tracking is the process that follows registration and allows
the displayed virtual object to maintain the correct position, adapting over time according
to the movements of the user or the 3D space. In order to allow a correct integration
of virtual models with real objects, it is therefore essential to know the spatio-temporal
relationships between the real and virtual worlds; in fact, it is of paramount importance for
AR applications to have a quick and accurate estimation of the visualization position with
respect to real objects in order to obtain a correct alignment between the real world and
the virtual content. The most widely adopted tracking and registration methods can be
grouped into the following categories: marker-based optical tracking systems, using ele-
ments that are easily detectable using computer vision and image segmentation techniques;
markerless tracking systems; sensor-based tracking systems, e.g., electromagnetic, inertial,
or acoustic; hybrid tracking systems, combining one or more of the above tracking systems.

Depending on their applications, some research groups did not include any automatic
virtual content registration functionality, leaving the orthopedic surgeon to perform a
manual alignment [28,38,72,74,75]. However, the authors reported that manual alignment
can often be a tedious process [75]. Furthermore, the 3D alignment quality of virtual models
with regard to the real world is highly subjective, prone to human error [38], and it relies
on both the accuracy of the registration and the OST HMD calibration [28].

Although these may become obsolete shortly, most studies refer to marker-based
tracking systems. Leading marker-based tracking technologies, such as Vuforia Image
Targets, primarily use printable planar markers [57,77,83,84], black and white square or
cubic patterns [24,27,29,33,34,37,45,48,51,56,67,73,80,81], QR code [39,40,71] and colored ref-
erence arrays [50,60,61]. Other systems employ non-planar markers such as retroreflective
markers [55,69] and colored markers [85].

Even though marker-based or sensor-based registration and tracking methods have
been mainly used for AR displays during orthopedic interventions, such technologies
are highly dependent on complicated calibration processes, and often require further
preparation time and equipment [31]. Indeed, introducing markers into the surgical field
of view could be a difficult and impractical process in real operating scenarios [29], as they
often risk overcrowding the surgeon’s FOV or require additional incisions. In addition,
the accuracy of the registration process can be highly dependent on the placement of the
markers, so the system may need to be recalibrated due to patient movement [63,80], or
movement of soft tissue anatomical parts [71], as might be expected in overweight subjects,
where losses of the initial coupling between the anatomical structure and the markers could
more frequently occur [48,58].

In other cases, it was observed that differences in lighting affect the computation of the
position of the markers [85] and that the selected tracking approach can fail due to marker
occlusions, making the navigation impossible till the occlusion removal [27,55].

Due to the limitation of these techniques, markerless registration relying on anatomical
landmarks is an interesting option to minimize the registration procedure’s influence on
the surgical framework. Examples are methods based on the stereoscopic vision that
use different camera angles to visualize intraoperative anatomy [47]. However, line-of-
sight problems have a great impact on these registration techniques’ performances, thus
limiting the surgical team in moving and adjusting the imaging device, such as the C-arm.
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Moreover, landmark acquisition requires a high degree of manual interaction to resolve the
misregistration task, resulting in workflow disruption.

Lately, depth cameras [91] were used for markerless registration. In particular, to
overcome the limitation of camera stationarity, calibration methods were developed to be
able to use these registration methods on HMD [81], providing a more robust approach. For
example, Hajek et al. [92] implemented an “inside-out” tracking system to allow markerless
registration for intraoperative 3D visualization directly on the anatomical lens using a
HoloLens 1, while Hu et al. [32] presented a HoloLens-to-world registration technique
involving a customized registration cube and an external EM tracker, obtaining a more
accurate method than Hajek. Gibby et al. [64] and Urakov et al. [72] used the OpenSight
application on the HoloLens to automatically align the real surface area and the virtual
surface area and so registered the target object to the real world. Gu et al. [31] directly
used the ToF depth camera of HoloLens 1 in short-throw mode, making markerless image-
based registration possible, while von Atzigen et al. [43] introduced an efficient method
of object detection and position estimation using Machine Learning; their CNN-based
method allows detection of the implanted screw head positions in the world space at
interactive speeds, applying a clustering technique to remove outliers after the 3D model
reconstruction thanks to the stereoscopy. Although these registration methods are very
appealing, the low accuracy of markerless registration and motion tracking compared
to marker-based still remains an issue. Indeed, as these methods are mostly based on
preoperative CT or fluoroscopic images, lesion location and size could be different at the
time of surgery from the preoperative data, forcing the physician to perform a new CT
image acquisition or recalibrate the instrument [45,70].

In addition, some of the proposed methods are partly constrained by the current
technical limitations of HoloLens [31,64,66]. Access to the HoloLens internal sensor data
is only possible by enabling the HoloLens Research Mode [93], thus making navigation
unstable due to the relatively limited computing power of HoloLens [94]. Furthermore,
regarding the depth sensor, higher uncertainty along the depth axis was observed with
respect to the horizontal and the vertical axes [64]. It can be assumed that the accuracy of
the built-in tracking will be improved in future versions of HoloLens as the quality of its
sensors increases.

4.3. Implications for Future Research

The main purpose of our study is to assess, in the vast panorama of surgical ap-
plications of augmented reality in orthopedics, what were the major gaps that research
has not been able to fill yet. This was performed by analyzing 62 articles that met our
selection criteria imposed in the systematic search and paying particular attention to the
methods and tools used in each AR-based solution and to related problems that the authors
reported. Consequently, the first major practical contribution of the present research is that
it provides a collection, categorized by use-case, tools involved, and surgical procedure
supported, of some of the most recent developments of AR technologies in the orthopedic
field. This information is of paramount importance considering that the pace at which AR
is developing and growing in all fields is unstoppable, and it is increasingly important to
collect and sort existing studies to provide practical guidance to researchers and end-users.

The second important implication, directly related to the first, comes from the analysis
of our results, giving the possibility of identifying the open issues in order to explore
how these can be solved in the near future. Technicalities that authors encountered in the
development of these systems can hinder or slow down the development of such solutions
in the field of orthopedics, thus it is important to know a priori what they are so that
one can focus the research on bridging those gaps. The analysis of the collected results
raises several opportunities for future research, both in terms of software and hardware
development and concept validation.

First, configuring AR as a powerful visualization technology, a researcher has to design
AR-based solutions in which the geometric entities, the scale of objects, and the spatial
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relationships between real and virtual objects can be easily perceived. The development
of AR-based applications must be, from the design phase, end-user oriented, i.e., it must
include intuitive and easy-to-use human–machine interfaces, so as not to hinder the work-
flow of the medical team and increase the realism of the surgical simulation. A good
design of the user interface and the realization of perceptual stimuli that are as realistic as
possible can minimize the physical and cognitive discomfort of the user, decreasing the
effort needed to perform the activity.

In fact, the cognitive aspect regarding the use of AR is often underestimated, and al-
though qualitative assessments have already been made on the mental effort required by AR
applications, this is still not a very common practice. In these studies [37,41,46,62,68,77,84],
although the overall feedback was positive, contrasting judgments about the self-assessment
of one’s performance emerged. The lack of knowledge about AR technology [28], along
with a slow learning curve of AR-based procedures [83], could be responsible for these
contrasting feedbacks. In order to maximize surgical performance, it becomes important to
organize training phases for the use of AR and gestural and voice interactions, to increase
medical team awareness of the functionalities of each application. This will provide all the
necessary tools to make the most of AR’s potential, and thus allow physicians to perform
their activities with the necessary confidence and readiness.

Secondly, registration and tracking represent one of the main components of AR-based
applications. What emerges from this review is that, at the moment, the major limitation to
the introduction of AR in daily clinical practice and surgical workflow lies in the lack of
reliable tracking and registration systems. As discussed in Section 4.2, although several
approaches were used, still none of them seems to be completely able to guarantee accurate
and stable navigation, resulting in poorly positioned virtual models and unreliable spatial
relationships between virtual and real objects. It can be assumed that many of the hardware
problems of current viewers and tracking systems will be solved by manufacturers in the
future, and devices with higher performance and built-in tracking capabilities optimal
for the surgical area will be developed. However, the development of proper calibration
methods, along with the design of system architectures integrated with surgical procedures,
must be addressed in order to develop robust and trustworthy surgical navigation methods.

Finally, this review brought out some common issues related to the security field:
the absence of harmonized guidelines for medical AR applications makes the design and
implementation process insecure and complex for researchers; the lack of a secure and
specialized platform can hinder the management of code, classes, and documentation
as well; the launch of a standard and specific system referring to application package
interfaces (APIs), frameworks, and adequate add-ons are a challenge for current healthcare
AR platforms.

Providing the security of healthcare data is not less important than the other aspects
considered in previous sections of AR healthcare applications. Nevertheless, this aspect
has not yet been taken into account by researchers, as many existing applications are still
in a proof-of-concept or clinical validation state. In order to make AR applications ready
for the market, hence usable in the future, it may be worth introducing strict protocols
to ensure data security from its conceptualization and design stage. When dealing with
sensitive data, such as a patient’s medical data, it will be necessary to adopt solutions that
can guarantee the encrypted and protected transfer of data and the saving and storage
in a form that prevents the identification of the subject without the use of additional
information. Examples of methods to be adopted in this field are the implementation of
network connection encryption, pseudonymization, and data encryption.

Indeed, further research will be required to further refine and elaborate on our findings
in order to keep the research up to date with the state-of-the-art technologies.
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5. Conclusions

Augmented reality is a fast-growing technology, and the increasing focus on surgical
AR applications is creating new opportunities for the training and execution of many
orthopedic surgical procedures.

The literature reviewed demonstrates how AR has the potential to optimize clinical
practice by improving the way physicians and medical technology interact with each other,
moving toward the concept of augmented humanity. In this regard, AR can provide user-
centered design systems in which advanced visualization of anatomical landmarks and
other 3D data are used to present medical information in an optimal way to the surgeon.
In addition, other benefits include improved surgical accuracy, decreased surgical time
and absorbed radiation dose, and increased time and cost efficiency as a training tool
for residents.

However, several uncovered issues emerged, and the discussion in this review focused
on the current issues most relevant to the scientific community to address future research
on medical applications and services based on AR technology.

For diffusion and ultimate adoption in clinical practice, AR must be considered as
part of the surgical framework. The absence of reliable registration and tracking processes,
which are the main limitations of this technology, should be faced to enable the adoption of
AR solutions directly during surgery, in order to solve the inaccuracies that may result in
poorly positioned virtual models and untrustworthy navigation.

Nonetheless, the current technical limitations of the devices, as well as availability
issues and excessive costs, are likely to be addressed by further research in this direction,
granted by the increased interest in the AR technology, notable even by the constantly
growing number of promising studies and scientific research published in the last years.
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