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Abstract: Population aging and pandemics have been shown to cause the isolation of elderly people
in their houses, generating the need for a reliable assistive figure. Robotic assistants are the new
frontier of innovation for domestic welfare, and elderly monitoring is one of the services a robot can
handle for collective well-being. Despite these emerging needs, in the actual landscape of robotic
assistants, there are no platforms that successfully combine reliable mobility in cluttered domestic
spaces with lightweight and offline Artificial Intelligence (AI) solutions for perception and interaction.
In this work, we present Marvin, a novel assistive robotic platform we developed with a modular
layer-based architecture, merging a flexible mechanical design with cutting-edge AI for perception
and vocal control. We focus the design of Marvin on three target service functions: monitoring
of elderly and reduced-mobility subjects, remote presence and connectivity, and night assistance.
Compared to previous works, we propose a tiny omnidirectional platform, which enables agile
mobility and effective obstacle avoidance. Moreover, we design a controllable positioning device,
which easily allows the user to access the interface for connectivity and extends the visual range
of the camera sensor. Nonetheless, we delicately consider the privacy issues arising from private
data collection on cloud services, a critical aspect of commercial AI-based assistants. To this end, we
demonstrate how lightweight deep learning solutions for visual perception and vocal command can
be adopted, completely running offline on the embedded hardware of the robot.

Keywords: mobile robotics; assistive indoor robotics; modularity; Artificial Intelligence; vocal
assistant; system design

1. Introduction

In recent years, there has been a significant demographic shift in the global population
and, in particular, population aging and its consequences on society need to be seriously
taken into account. Indeed, according to the World Population Prospects provided by the
United Nations in 2019 [1], life expectancy reached 72.6 years in 2019 and it is forecast to
grow to 77.1 years by 2050. In 2018, the amount of persons with an age of 65 or higher
reached for the first time the number of children under 5 years. In addition, the United
Nations also declared that by 2050 the number of persons aged 65 years or over would over-
come the number of youth aged 15 to 24 years [1]. These projections suggest that population
aging may drastically affect the entire society, causing social issues in the organization and
cost-management of healthcare systems and family units. Moreover, emergency situations
such as the COVID-19 pandemic raises critical issues in monitoring isolated people in
their houses, which normally need dedicated assistive operators. Socially assistive robots
(SAR) have recently emerged as a possible solution for elderly care and monitoring in the
domestic environment [2]. Although the specific role and objectives of a robotic assistant
for elderly care need to be concurrently discussed from an ethical perspective, according to
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Abdi et al. [3] diverse robotic platforms for social assistance already exist. These studies
often brought researchers to limit their study to the human-machine interaction, realizing
companion robots with humanoid [4] or pets-like architectures [5,6]. Such robots have been
particularly studied for what concerns dementia, aging, and loneliness problems [7,8]. Dif-
ferent studies specifically focus on detailed monitoring tasks, for example, heat strokes [9]
and fall detection [10].

Besides the healthcare and elderly monitoring purposes, the potential scope of ap-
plication of an indoor robot assistant is wide, with the enhancement of domestic welfare
as a general goal. Indeed, the awareness of air quality risks is rapidly increasing with
the spreading of COVID-19 [11]. Moreover, following the Internet of Things (IoT), the
paradigm of the house as we know it is changing with the introduction of multiple con-
nected devices [12]. According to this, recent studies reveal that robots can be identified
as complete solutions for future house management [13]. Robotic assistants represent a
promising solution also for monitoring and surveillance in diverse environments such
as offices and industrial facilities, with the role of constantly supporting workers while
checking potential illness conditions, or accomplishing simple service tasks.

However, the success of the service assistant robot has not seen a real peak yet: the
adoption of these technologies is still limited by the high research focus on technology in
the existing prototypes, while a user-centric perspective should guide the design phase.
In Section 2, we discuss the state of the art in assistance robotics and we frame our solution
in this context, highlighting its advantages. We believe that the selection of specific target
tasks for the robot in a domestic scene is the first necessary step to move toward the spread
of robotics assistants as a concrete demonstration of the helpful role of the robot can strongly
encourage the user to its adoption. Secondary, we identify a suitable architectural design,
flexible and appropriate to the environmental constraints, as the other key factor for a
successful final prototype.

Contributions

In this paper, we propose a novel robotic assistive platform: Marvin. The goal of
our mobile robot is to provide basic domestic assistance to the user. More in detail, we
identify a set of service functions for the Marvin robot within the overall research scope of
socially assistive robots: user monitoring, night assistance, remote presence, and connectivity.
In the following sections, we present the layered modular design adopted to conceive Mar-
vin, resulting in a system indifferent to small modifications of the domestic environment
and features required by the specific application. Differently from previously presented
robots for home assistance, discussed in Section 2.1, we chose a tiny omnidirectional base
platform [14]. Indeed, Marvin exploits its restricted footprint and four mecanum wheels
to autonomously navigate in a cluttered indoor environment such as the domestic one.
Omniwheels and mecanum wheels have already been studied in many prototypes [15,16]
and they are particularly used in industrial robotics applications [17], where the flexibility
and the optimization of trajectories are a priority. Omnidirectional motion offers a com-
petitive advantage compared to the most commonly employed differential-drive system
in unstructured environment navigation. In particular, omnidirectional mobility can be
exploited to monitor the user while navigating and avoiding obstacles efficiently. The geo-
metrical asymmetry in the platform’s footprint, in conjunction with the omnidirectional
capability, can also be exploited to navigate in confined spaces, which are very common
in domestic environments. Although the study of human–robot interactions does not fall
within the specific scope of this project, we design a telescopic positioning device to adjust
the height and tilt of Marvin’s camera and its potential user interface. This effectively
improves its usability for surveillance purposes offering an extended visual range and
facilitating access to its screen for a user-centered visual interaction or telepresence. A cus-
tom solution for a positioning system is developed because no commercial device, like a
lightweight robotic arm, deals with the strict weight and size requirements dictated by the
application. A limitation of this first prototype is that it does not provide manipulation
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capability, which will be the objective of future studies. In addition to an accurate study of
the base platform, the Marvin design has been merged with the adoption of state-of-the-
art computer vision and AI methods for perception, person tracking, pose classification,
and vocal assistance. Deep Learning lightweight models have been selected from recent lit-
erature and optimized for real-time inference with the computational embedded hardware
mounted on the robot. Marvin presents an AI-based vocal assistant named PIC4Speech for
controlling its actions and selecting the desired task. Differently from commercial solutions
such as Google Home or Alexa, the PIC4Speech system described in Section 7 completely
runs offline on the onboard computational device of the robot, avoiding privacy risks and
issues of an online cloud-based solution.

Overall, Marvin is a novel robotic solution for domestic and, more generally, indoor
user assistance. We distinguish our design choices from existing solutions particularly
focusing on service functions in which the mobility constraints dictated by realistic cluttered
home environments strongly emerge. To this end, a human-comparable footprint and
flexible motion planning, combined with effective visual perception and vocal control
systems, can drastically increase the adoption of robotic solutions for home assistance.
Therefore, the contributions of this work to robotic assistant research are manifold, and can
be summarized as follows:

• we conceive a novel modular solution for user monitoring, night assistance, remote
presence, and connectivity, prioritizing the agility and flexibility of the platform in
complex domestic environments, by adopting a tiny human-comparable footprint and
an omnidirectional base platform for the robot (Sections 4 and 5);

• we design a controllable telescopic positioning device (Section 5) for easy access to the
visual interface and to extend the visual range of the robot;

• we develop a real-time AI-based vision system (Section 6.3) to constantly check po-
tential critical conditions of the user based on their pose, and automatically set up an
emergency call;

• we propose the PIC4Speech vocal control system (Section 7) to provide a reliable,
offline vocal interface for the user to express commands to the robot easily.

2. Related Works

In this Section, we present an overview of the state of the art in assistive service
robotics, comparing the most popular architectural solutions proposed in the literature so
far, and discussing their points of strength and weakness that led us to design our platform
and its sub-components. In the Section 2.1, we firstly present the main assistive robotics
platforms presented in the literature, highlighting their peculiar design characteristics.
Then, in Sections 2.2 and 2.3, we briefly introduce the principal technologies that have been
used to develop functionalities of Marvin.

2.1. Assistive Service Robots

In the last years, the robotics research community is focusing its effort on the study of
an effective design for an indoor assistant, and different proposals have recently emerged.
Diverse researchers based their study on the human-machine interaction, realizing hu-
manoid companion robots such as NAO [4] or pets-like architectures such as Aibo [5] and
PARO [6]. These kinds of robots have been particularly studied for research on dementia,
aging, and loneliness problems [7,8], although their usage cannot be extended to home assis-
tance without a mobile platform. Different studies specifically focus on detailed monitoring
tasks, for example, heat strokes [9] and fall detection [10]. However, although their usual
expensive cost, they often result to be unused for a long time horizon due to the complex
healthcare task they try to accomplish. Indeed, for the pure purpose of a companion robot,
marginal differences exist with the more competitive commercial vocal assistants like Alexa,
with a much lower cost. Jibo [18] (Figure 1a) is another example of a social robot for the
home which falls in this category. Hence, an assistive domestic robot should go beyond
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the conversational skills of common vocal assistants and we decided to choose a mobile
platform, trying to identify a clear, helpful role for the robot in a domestic scenario.

Figure 1. Commercial robots developed or suitable for service home-care applications.

There are already a good amount of research prototypes and few commercial mobile
platforms for home-care robotics today. Among them, the HOBBIT robot [19] and the Toyota
Home Service Robot (HSR) [20] are the results of different research projects and they present
a similar architecture composed of a wheeled main body equipped with manipulators for
grasping objects. The Pepper robot (Figure 1b) is one of the most popular humanoid robots
and it has been also used for nursing and rehabilitative care of the elderly [21]. TIAGo [22]
(Figure 1c)is another comparable platform developed for robotics research groups and in
general for indoor applications. Even though they are standard differential drive wheeled
platforms, all these robots aim at reproducing a human-like overall shape and presence.
However, a large footprint and a standard steering system represent strong disadvantages
to navigating in a realistic cluttered household environment. The same limitations hold for
the SMOOTH robot [23], the resulting prototype of a research study that aims at developing
a modular assistant robot for healthcare with a participatory design process. Three use
cases for the SMOOTH robot have been identified: laundry and garbage handling, water
delivery, and guidance. In agreement with the authors of the SMOOTH robot, we decided
to avoid a robotic arm on the robot, due to the higher control complexity it requires and
stability issues it causes when mounted on a tiny lightweight mobile platform. Instead, we
designed an innovative controllable positioning device to lift the camera point of view to
a reasonable adjustable height, and to allow the user to access the robot visual interface
easily. The abilities to carry objects without a manipulator and offer physical support to
elderly people are the advantages of the SMOOTH robot design. However, we consider
the tiny size and the omnidirectional motion of the platform the crucial design choices to
enable the introduction of robot assistants in real-world domestic environments on a large
scale. We discussed that the current state of the art in mobile assistive robots suggests a
wide variety of potential configurations for the platform. Compared to previous works,
we take into account the following key considerations to enhance the success of robots for
domestic applications:

• a tiny size fits better in a cluttered domestic environment and improves the acceptance
of the presence of the robot in the house;

• an agile and flexible mobility guarantees better performance in navigation tasks with
complex obstacles and narrow passages;

• a positioning device for camera and tablet is preferred to a robotic arm for this prototype.

Recently, our design considerations have been strictly confirmed by the lastly emerging
commercial proposals. Indeed, in addition to research projects, Amazon has recently
launched its commercial home assistant Astro [24] (Figure 1d). Even though it is still
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in an experimental stage, Astro can surely be considered an enhanced design thought
for end-users, which can visually recognize people and interact with them through a
visual interface that aims at conveying expressive reactions and thanks to the Alexa vocal
assistant. Robotic platforms such as Astro aim at totally managing the house, also providing
surveillance and telepresence services. We can notice that Astro presents a reduced size
compared to the typical humanoid platforms to guarantee agile movements in the house
and does not represent an oppressive figure for the users, at the cost of not being able to
carry items. Moreover, it does not present robotic arms for manipulating objects. With our
omnidirectional platform, we aim to improve the mobility and obstacle avoidance of a
platform like Astro, together with offering an extended visual range and an easy access
to the visual interface thanks to our positioning device. Moreover, Amazon designed
the robot to integrate it with the home automation system, exploiting Alexa as a vocal
interface. However, this choice exposes Astro to high privacy risks and issues, handling
both vocal and visual data of domestic private environments. To prevent such risks, we
consider the idea of developing a basic offline vocal assistant, as discussed more in detail
in Sections 2.3 and 7.

2.2. Visual Perception

Visual perception in robotics plays a major role, enabling a thorough and detailed
scene understanding with a wide variety of visual tasks. Pose estimation [25,26], object
detection [27], and semantic segmentation are the main visual processes that allow the robot
to perceive and interpret what surrounds it. The drastic increase of robotic devices both in
manufacturing and management facilities and, more recently, in populated environments
such as offices, hospitals, and houses, is strictly tied to the breakthrough of Artificial
Intelligence (AI) and Deep Neural Networks (DNN) for computer vision applications.
From the publication of the ImageNet dataset [28], the escalation of Deep Learning from
AlexNet to the most recent DNN architectures [29] is still in progress worldwide. In
particular, the real-time detection of humans is a growing computer vision process that
provides support in the application field of surveillance and monitoring, and most critically,
allows robots to be placed in populated environments. In particular, person detection is the
pillar of every visual-based human–robot interaction. An effective perception system of
humans is, therefore, a necessary condition to let robots safely plan their activity. According
to this, the robotics research community is focusing its effort on person-aware autonomous
navigation algorithms [30], and the detection of human figures in the visual stream is the
first step towards this goal. Classic deep learning-based one-stage object detectors such as
YOLO [31] and SSD [32] networks provide the robot with information about the presence of
an object in its field of view. However, these approaches only give such information in the
form of a bounding box, namely a region of interest of the image where the object is detected.
For robotic tasks, especially for human-aware applications, it is crucial to have some
additional knowledge about the person. For this reason, pose estimation models represent
a more suitable and powerful choice, and their usage is twofold: to detect the presence
of humans and provide information about their pose status. State-of-the-art models for
human pose estimation [26,33] provide a skeleton schematic graph of the person. We use
PoseNet to estimate human poses as we need a fast inference system and fine-grained
information about the human pose. We build our complete pose classification pipeline
training a simple DNN, which receives as input key points estimated by PoseNet. Our
visual perception pipeline combines both RGB and depth images to autonomously detect
emergency conditions of the user, constantly checking if they are standing, sitting, or laying,
and to track the person’s relative position to enable the human-centered navigation of
the robot.

2.3. Vocal Interface

The study of Human–Robot Interface (HRI) has become today a fundamental compo-
nent for the spreading success of robots in society, allowing the end-users to interact with
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the robot in different ways. Visual and vocal interfaces are the most common choices to
let humans easily interact with a robotic machine. Joysticks and touch screens are other
solutions more diffused in the research world during the development phase. In this work,
we focused on a vocal interface, to allow the user to call and interact with the robot also
from a suitable distance, without the need to access its screen, and to facilitate access to
a high-tech device for the elderly. In the last decade, speech processing has seen huge
steps forward [34] according to the progress of robots and AI. However, training Deep
Learning models for vocal assistants requires an extremely high amount of data [35], that
only giants of the market such as Google and Amazon can collect and exploit easily. More-
over, state-of-the-art models in Natural Language Processing (NLP) [36] provide great
performances at the cost of a much higher computational cost, which forbids their usage
on embedded devices with constrained hardware resources. Commercial solutions such as
Siri, Alexa, or Google Home exploit a cascade activation pipeline of multiple models that
transfer the computation from the physical device, when triggered, to the cloud servers
to run their NLP algorithms. Indeed, the development of a full pipeline of algorithms
for fast-interference low-cost vocal assistance in robots is rare to be found in the research
literature, although it is a fundamental aspect of human–robot interaction. According to
this, we decided to kick off a research project, the PIC4Speech vocal assistant, with the aim
of providing a low-cost, efficient solution to be executed on board the robotic platforms
without the need for expensive hardware and, above all, without relying on a stable internet
connection. This last consideration is born from the objective to avoid the exposure of
private data to the internet, protecting the development of the robot assistant Marvin from
privacy issues, which have been faced by other previous prototypes such as the Astro robot.
The complete description of PIC4Speech architecture is reported in Section 7. Besides the
commercial online assistants, no other similar systems have been identified for a direct,
thorough comparison. PIC4Speech is intended to be an offline vocal assistant for human–
robot interaction, even though in this primitive shape of development, its goal is principally
to allow the user to give commands to the robot vocally and not to carry out a meaningful
social conversation. Indeed, Marvin is considered a robot assistant more than a companion
robot and social aspects of communication are not treated in this study.

3. Requirements

Against the described state-of-the-art scenario, the researchers at Pic4SeR Center
(Interdepartmental Centre for Service Robotics) of the Politecnico di Torino, in association
with the researchers at Officine Edison, developed a personal assistant mobile robot called
Marvin. The robot has been conceived as a proof of concept to explore the possibilities
of autonomous assistive robots in domestic environments, designed for people owning
reduced motility, like elderly or people with disabilities. To such an aim, the robot must be
able to perform the following service functions:

1. User Monitoring: the robot should be able to detect a potentially dangerous situation for
the user and call for help. To detect a sudden illness or a drift in the person’s behavior,
many approaches are possible. For example, it is possible to structure the environment
with proper sensors, provide the user himself with wearable devices, or exploit
visual and perception sensors directly mounted upon the robotic assistant. The first
two solutions require intervention in the users’ houses, or the users themselves,
which can be perceived as invasive measures in the living environment. Therefore,
the monitoring of the person by the robot turns out to be more feasible and immediate.
This task requires the robot to track the user as they move within the environment
continuously. From a mobility point of view, this also implies the ability to move and
reorient the robot sensors at any instant

2. Night Assistant: one of the most critical moments in the daily life of elders is the
night-time bedroom-to-toilet journey. The robot should cater to assist in all those
situations in which, for whatever reason, the user was unable to reach the electric
lighting. The Night Assistant service proposes to accompany the user in any desired
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location of the domestic environment, enlightening the path and monitoring their
movements, giving alarms in the case of need. Again, such a feature requires as-high-
as-possible maneuverability to contemporaries providing light and not hampering
the user path

3. Remote presence and connectivity: the robot must be provided with the ability to access
commonly used communication platforms (e.g., Skype, Whatsapp). This task implies
the robot should be able to approach the communication interface for the user to
answer or perform calls/video calls. Such ability infers with usability requirements:
the human–robot interface needs to be positioned and oriented towards the user

These tasks, addressed to provide a service to the user, in turn require a series of
robotic capabilities. First of all, to properly monitor the user, the system should be able
to perceive them, recognize a laying posture and ask for help if necessary. This comports
the implementation of pose detection and classification neural networks and external com-
munication via a mobile connection. The monitoring service would become pretty limited
without a continuous track of the user within the different rooms of the domestic environ-
ment. To constantly control the user’s condition, it is fundamental the implementation of
an autonomous Person Following functionality, exploiting the information retrieved from
the perception system. On the other hand, to efficiently accompany the user, the rover
must be able to save a series of points of interest, like rooms or specific locations, towards
which it can autonomously navigate. Finally, to facilitate the approach of the user with the
remote presence service, a positioning device must be properly designed and deployed
on the robotic platform. To this end, it is first necessary to evaluate the workspace re-
quirements. As the application suggests, the tip of the mechanism should reach above
common furniture to bring the user interface in a comfortable position. To perform this
action, the robot can approach the furniture parking as close as possible to the goal position
(Figure 2b,c) or it can go under the furniture if the cabinetry geometry allows it (Figure 2a).
Moreover, the device can be mounted near the closer or on the opposite side of the ap-
proached entity. Regarding Figure 2, the mounting configuration (Figure 2b) guarantees
a better redistribution of the masses to keep the center of mass inside the footprint of the
robot, but the device has limited capability at reaching distant points in the longitudinal
direction, while the mounting configuration (Figure 2c) enables the device to further reach
out in that direction, but it moves the center of gravity away from the center of the plat-
form. The workspace related requirements for the positioning device have been chosen
considering the following situations:

• Dinner table: under motion is possible, no longitudinal displacement from the plat-
form border is required, working height approximately 90–100 cm;

• Home bed: under motion is usually not possible, required longitudinal displacement
from the platform border of approximately 20 cm, working height approximately
80–90 cm;

• Hospital bed: under motion is usually possible, required longitudinal displacement
from the platform border of approximately 20 cm, working height approximately
100–110 cm;

• Standing person: no longitudinal displacement from the platform border is required,
working height approximately 120 cm;

• Seated person: required longitudinal displacement from the platform border of ap-
proximately 10–20 cm, working height approximately 90–100 cm;

• Person on wheelchair: required longitudinal displacement from the platform border
of approximately 10–20 cm, working height approximately 80–90 cm;

To keep the center of gravity low during the motions, the conceived device needs to
be retracted as much as possible. Considering the lightweight requirements, the mounting
configuration (Figure 2b) seems more suitable for this application because of good weight
distribution. The positioning device could also be useful to elevate the RGB camera above
most obstacles, to facilitate the tracking of the user in a cluttered environment.
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Figure 2. Schematic representation of the system in three situations: (a) table approach with under-
motion allowed, (b) bed approach with the positioning device mounted on the opposite side relative to
the deployment direction, (c) bed approach with the positioning device mounted on the approach side.

Given the set of tasks to be addressed and the application workspace, some specifica-
tions can be worked out for both the robotic base platform and the software design.

• Performance: as anticipated, the robot should act as a personal assistant. As a con-
sequence, it should be able to follow the user to provide basic assistance. From a
mechanical point of view, this implies the need to perform a velocity similar to that of
a human walk (v ≈ 1–1.5 m/s). The robot should be capable of reaching such cruise
velocity in a reasonably short time (t ≈ 1–1.5 s): it follows an acceptable maximum
acceleration range aMAX ≈ 0.7–1.5 m/s2.

• Dimensions: the environment where the robot should navigate is designed for human
needs. To effectively move in this environment, the assistant should have the same
footprint as humans have: maximum encumbrance on the ground approximately of
40 cm × 60 cm.

• Mobility: the use case requires the robot to exhibit remarkable mobility to maintain a
reduced distance from the user while he is moving within the domestic environment.
To such an aim, it turns crucial to provide the mobile platform with full in-plane mo-
bility. Such a feature allows the robot to exhibit velocities in the plane independently
from its configuration (orientation).

• Usability: the identified users’ category suggests that the robot should own an easy-
accessible interface to allow efficient interfacing. This feature yields requirements
for both software and structural design areas. From the mechanical point of view,
the robot layout must allow simple and comfortable access to the interface area. Then,
it is interesting to consider the possibility of providing the interface with a proper
number of degrees of freedom to make it approach the users’ reach when they are
unable to.

• Computational capability: given the complexity of the software system, a certain
degree of computational resources are needed. In particular, one of the most critical
components in this regard is represented by the navigation system: to guide the
platform in a cluttered, dynamic environment, it needs to re-plan the optimized path
very quickly and react appropriately to very different and potentially dangerous
situations. In any case, the final implementation needs to be executed completely on
board the platform, without the help of external or remote contributions.

• Modularity: although the capacities required by the robot and presented before
already cover a broad use case, the needs and problems of the domestic environment
are constantly evolving. This means that the robot should be able to cope with
problems not considered in an early design phase, with the integration of new skills.
For this reason, the platform should be designed to be as modular as possible, easily
allowing the inclusion or removal of new components, hardware and software. This
is necessary also because hardware and software are strictly linked, as an increasing
complexity of the application system would require more computational capabilities.
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4. Marvin Modular Approach

The architecture of the mobile robot has been developed with a modular approach in
order to design a robust architecture for both the physical and non-physical constituent
parts such as mechanics, electronics, and software. The goal is to obtain a system where
small changes, in either the application environment or the implemented features, do not
require structural modifications of the system itself. The overall system can be divided into
three main layers, as presented in Figure 3:

• A Low Layer System consists of the mechanical structure, the control electronics,
and firmware. This layer is responsible for the actuation and control of the sys-
tem motion given the desired state of the system which is computed by the Upper
Layer System.

• A Upper Layer System collects the Upper Layer sensors such as lidar, cameras and
remote controller, the autonomous navigation stack, and the visual perception sub-
system. This module collects data from the sensors and plans the robot response based
on the user’s commands interpreted by the Human-Machine Interface and on the
current state of the robot.

• A Human-Machine Interface consists of a vocal control interface and a manual control
interface. The implementation of a custom graphic interface has been discussed but
postponed because, even if it enriches the user experience, it does not increase the
functionality of the robot which is the main goal of this prototype.

The interaction between the different layers is coordinated by predefined communica-
tion protocols. In the following sections, the main features of these modules are presented.

Figure 3. Schematic representation of the modular platform architecture. The three main layers of the
architecture (left) are decomposed in their respective principal components (right).

5. Low Layer System

As the first design step, it is necessary to identify the typology of a suitable base
platform on which to build the entire system. The selected platform should fulfill all
requirements as best as possible. This preliminary choice is of fundamental importance,
as an evaluation error in this phase could affect the following implementations. At first,
various differential drive platforms are considered for inspiration, like the Robotis Turtle-
Bot3 Waffle [37] and the TurtleBot2 [38], differential drive robots specially designed taking
into account modularity and prototyping. An alternative is the RosBot2 [39], a four-wheel
differential drive robot.
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To overcome the limitations of differential drive locomotion systems and fulfill mobil-
ity requirements, an omnidirectional platform is more suitable for the application. Different
solutions can be adopted to achieve this level of maneuverability. For example, specially
designed wheels [40], such as Mecanum wheel [41–43], Universal wheels [44], Orthogonal
wheels [45], Spherical/Ball wheels [46,47], or conventional steerable wheels [48] can be
adopted. In particular, four mecanum wheels and three omniwheels configurations are
the most commonly adopted. Reasons for this are the simple control strategy required,
omnidirectional mobility with fast response to turn, and simple setup. This improved ma-
neuverability comes with some drawbacks such as discontinuous contact with the ground,
a higher sensitivity to floor condition compared to conventional wheels, and payload
limitations. Considering the specific environment, ground conditions are quite controlled
in indoor applications, even if small obstacles can be found on the floor, while payload
limitation is not a problem considering the limited weight of the system. To speed up
the prototyping phase, research on commercial solutions has been made. The selected
platform, a Nexus 4WD Mecanum robot [49], is characterized by overall dimensions of
400 mm × 360 mm × 100 mm and a limited mass (5.4 kg), with a passive roll joint between
the front wheels and the rear wheels to deal with the presence of four contact points with
the ground.

The main peculiarity of the robot, aside from its ability to exhibit full planar mobility, is
its capability to deploy its sensors and user interface, exploiting the integrated positioning
device (Figure 4). Such aspect is crucial for different reasons:

• it allows improving the perception of the robot of the external environment improving
the range of view of the sensors;

• a re-orientable and deployable head enhances the usability of the touch interface for
the users, giving a chance also to bedridden or handicapped people to easily interact
with the robot.

Figure 4. Concept representation of the mobile robot.

In Figure 5, the mobile assistive robot is represented in two configurations: on the left,
the telescopic mechanism is deployed for better standing usage, while on the right, the
custom mechanism is retracted and inclined forward for better-seated usage. The retracted
configuration is also very effective at keeping the center of gravity low during the motion
of the robot.

The electronics system firmware is running on the MCU, a PJRC Teensy 4.1 microcon-
troller (https://www.pjrc.com/store/teensy41.html (accessed on 1 May 2022)), which is
responsible for receiving instructions from the computing unit and acting on the actuators
to control the motion of the system.

https://www.pjrc.com/store/teensy41.html


Sensors 2022, 22, 5261 11 of 22

Figure 5. Final prototype of the mobile assistive robot in two different working configurations:
(a) Deployed configuration for standing usage, HMI height = 1.1 m, mechanism tilting angle = 0°,
(b) Retracted end angled configuration for better-seated usage, HMI height = 0.80 m, mechanism
tilting angle = 20°.

6. Upper Layer System

The Upper Layer System contains all the algorithms for the execution of the various
task performed by the robot. Each piece of software dedicated to a specific action of the
rover needs to exchange information with the rest of the system to fulfill its assignment
properly. To this end, the most widespread solution in literature requires the use of a
Middleware [50], an abstraction layer that resides between the operating system and
software applications. In this project, we decided to adopt the Robot Operating System 2
(Open Source Robotics Foundation, Inc. (https://www.openrobotics.org/ (accessed on
1 May 2022))) (ROS2) [51] due to the variety of compatible algorithms and the very active
community supporting it. We preferred it over the original ROS [52] as it is more suitable
for real-time systems and has access to more advanced applications [53,54]. ROS2 is based
on a Data Distribution Service (DDS) structure, with nodes able to publish and subscribe to
different topics.

In our system, all the nodes listen to (or publish on) a specific topic, called Actions
topic, which contains information about the actual state of the robot and receives requests to
perform a new action. This topic is essential to ensure a certain degree of synchronization
between all the software components, with consequent robustness of the entire system. To
control the platform, the user can use two different human-machine interfaces. The first
is the Vocal Command (which will be presented in the next chapter), and the second is a
wireless gamepad. The latter allows manual control of the platform, as well as the execution
of all the tasks. The manual control interface also provides the possibility to send an
emergency signal which immediately disables the platform’s current action, guaranteeing
safety conditions and risk prevention.

6.1. Sensors

For the robot to effectively work in the domestic environment, a whole series of sensors
are required to perceive the surroundings adequately. Alongside classic devices like RGB
cameras and Lidar sensors, technology has introduced more powerful tools able to achieve
advanced tasks, like self-localization and depth estimation autonomously. On our robotic
platform, some of these state-of-the-art devices are employed (Figure 6). In particular,
the following sensors are used:

• Intel RealSense T265 Tracking Camera (https://www.intelrealsense.com/tracking-
camera-t265/ (accessed on 1 May 2022)) , with VIO technology for self-localization of
the platform. It is placed in the front of the rover, to better exploit its capability

https://www.openrobotics.org/
https://www.intelrealsense.com/tracking-camera-t265/
https://www.intelrealsense.com/tracking-camera-t265/
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• Intel RealSense D435i Depth Camera (https://www.intelrealsense.com/depth-camera-
d435i/ (accessed on 1 May 2022)), able to provide color and depth images of the envi-
ronment. It is mounted on the appropriate support, on the positioning device, which
provides a convenient elevated position for the camera

• RPLIDAR A1 (https://www.slamtec.com/en/Lidar/A1 (accessed on 1 May 2022)),
exploited for its precision in obstacle detection, a fundamental aspect for obstacle
avoidance navigation and mapping of the environment. It is mounted on the platform
with a specific structure, capable of elevating it above the other components of the
robot. In this way, the only blind spot of the sensor is constituted by the rod of
the positioning device, which, however, occupies a very limited area and does not
compromise the correct functioning of the sensor

• Jabra 710 (https://www.jabra.com/business/speakerphones/jabra-speak-series/jabra-
speak-710#7710-409 (accessed on 1 May 2022)), with a panoramic microphone and
speaker. It is particularly useful for voice command. Can be placed on the rover or
used wireless from a distance

• Furthermore, a wireless gamepad is employed for manual control operations.

Figure 6. Sensors employed on the Marvin robotic platform, associated with the corresponding task
they serve.

6.2. Computational Resources

With technological advancement, software algorithms have exponentially grown in
complexity and computational requirements, leading to the abandonment of limited in-
tegrated systems in favor of more powerful hardware. Fortunately, these systems are
increasingly widespread and are easy to find, allowing researchers to focus on the develop-
ment of new applications without worrying about hardware limits.

Our system relies on two fundamental components: the microcontroller unit (MCU),
which manages the low layer system software and a computing unit that executes all Upper
Layer system applications. The selected microcontroller, a Teensy 4.1, is chosen for its high
clock frequency and excellent general performance. It allows communication between the
Upper Layer algorithms and the mechanical and electronic system, and vice versa. On the
high-level system, an Intel NUC11TNHv5 is selected as a computing unit, as it represents a
good trade-off between high computational power and low energy consumption. A Coral
Edge TPU Accelerator is employed alongside the computing unit to run optimized neural
network models without the necessity of a full-size graphics processing unit.

6.3. Visual Perception for Person Monitoring

Computer vision is a fundamental component of most recent service robotics platforms.
In the last decade, Deep Neural Networks (DNN) have largely been demonstrated to be
meaningful solutions for a wide variety of visual perception tasks such as real-time object
detection [27], semantic segmentation [55] or pose estimation [26]. Robots can exploit the
vision of the surrounding environment to extrapolate information and plan their actions
accordingly. Nonetheless, visual perception is an extremely effective method for monitoring

https://www.intelrealsense.com/depth-camera-d435i/
https://www.intelrealsense.com/depth-camera-d435i/
https://www.slamtec.com/en/Lidar/A1
https://www.jabra.com/business/speakerphones/jabra-speak-series/jabra-speak-710##7710-409
https://www.jabra.com/business/speakerphones/jabra-speak-series/jabra-speak-710##7710-409
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a person in a domestic scenario. We developed a visual perception system for Marvin that
contextually detect and track a person from color images. Such information is translated
into an effective method for constantly monitoring sudden emergency health conditions
of the assisted individual. The RealSense D435i API is used to retrieve aligned color and
depth images.

The monitoring task is carried out through a double-step computing pipeline. Firstly,
the person-detection is obtained with PoseNet [33], a lightweight neural network able
to detect humans in images and videos. As output, it gives 17 key joints (like elbows,
shoulders, or feet) of each person present in the scene. At this point, a second simple
convolutional neural network (CNN) receives the key points to classify the pose of the
person as standing, sitting, or laying. As already explained, a persisting laying condition
can automatically activate an emergency call to an external agent (a relative or a healthcare
operator). A custom labeled dataset of images has been collected in a house environment
to train the CNN for the pose classification. The total number of images used for this
dataset is 25,009. The images are divided into three classes: standing, sitting, and lying,
containing 7849, 11,400, and 5760 images, respectively. The classification model reaches an
accuracy of almost 99% on the test set, obtained retaining the 20% of the original dataset.
The performance of the model is definitely high, probably due to the common background
scene of the collected images. A randomized background with scenes of diverse domestic
environments may allow for a more challenging testing condition, leading also to improving
the generalization performance of the model. Besides the accuracy results, an important
remark is that the whole pose estimation algorithm has been drastically optimized to
guarantee a real-time monitoring system. Moreover, the lightweight model runs on the
Google Coral Edge TPU device for a faster inference: the CNN is able to run at 30 frame-per-
second (FPS), which is the maximum frame rate allowed with the Realsense D435i camera.

Moreover, as shown in Figure 7, the key points predicted by PoseNet for the detected
person can be exploited for a different assistive task: the person following. Indeed, once
a person is recognized within the color image, it is possible to derive the coordinates of
such person with respect to the robot from the aligned depth image at any instant. This
constitutes an effective method to generate a dynamic goal, corresponding to the position
of the user, to be reached by the robot. The person-following navigation system is fed
with such information and allows the robot to follow the user around the house. However,
more than a single person is usually present in a family house, dramatically increasing the
difficulty of an automatic system to recognize the person to follow. For this reason, we
combine in our visual perception software a filter called Sort [56], which is used within the
same node to track the people recognized. In particular, it assigns an ID to each person in
the image and tracks them during their motion. The person with the lowest ID is chosen to
be followed: the robot focuses always on a single person and the computational complexity
of the task is considerably reduced. Nonetheless, a further improvement of the person-
following task can be achieved by adopting a neural network for person re-identification,
allowing the robot to discard undesired detected persons and reduce the interference with
its monitoring activity.

6.4. Navigation and Mapping System

In any navigation system, the primary necessity consists in localizing the robot within
the operating scenario. To achieve this, the localization node exploits the Intel RealSense
API to communicate with the T265 camera and get the pose of the rover at any time instant,
through visual-inertial odometry technology [57]. The navigation system is based on the
Navigation2 stack [58], which has been highly modified to suit the needs of the platform.
Details on the entire development and optimization process of the navigation behavioral
tree are out of the scope of this paper. When the rover is asked to reach a specific goal or to
follow the use, the navigation system retrieves the pose of the rover and exploits the 2D
LiDAR points to perceive surrounding obstacles and create a local cost map. From such
a cost map, the navigation apparatus plans an optimal path for the platform and guide it
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towards the desired destination. Similarly, the mapping system, based on Slam Toolbox [59],
uses the pose of the rover and the laser scan to generate a grid map of the environment.
Although the navigation system perfectly adapts to mapless circumstances, the generated
map of the domestic environment can be saved by the robot.

PoseNet

+

Person
Position

Person
Following

 
 
 

Intel RealSense D435i

Color Image Aligned
Depth Image

PoseNet

Laying
Pose Classification

Standing Si�ing

Help
Request

Figure 7. Representation diagram of the person identification system: the estimated pose of the
person is continuously classified as standing, sitting, or laying, generating a help emergency request if
necessary. Moreover, it is used to extract the dynamic goal coordinates for the person following task.

7. Vocal Human–Robot Interface

The principal user’s communication interface with the platform is represented by an
offline vocal assistant. We build our vocal assistant system, called PIC4Speech, exploit-
ing the combination of state-of-the-art Deep Neural Networks (DNN) for speech-to-text
translation and a simple rule-based model for Natural Language Processing (NLP) taken
from literature with the aim of minimizing the computational cost of the pipeline and
preserving a flexible interaction. The overall structure of the system is inspired by the most
notable products: Siri, Alexa, and Google Assistant. It exploits a cascade of models that
are progressively activated when the previous one is enabled. In Figure 8, an overview
of the overall architecture of the PIC4Speech vocal assistant is represented, showing the
subsequent activation of each block. Although PIC4Speech is designed as an offline vocal
assistant, its usage in this primitive version is mainly devoted to allowing the user to give
commands to the robot vocally and not to hold a complete conversation. In particular,
the system aims at matching a vocal instruction expressed by the user to the corresponding



Sensors 2022, 22, 5261 15 of 22

required task to successively start the correct control process by publishing a ROS message
on the Actions topic.

Figure 8. Overview of PIC4Speech vocal assistant architecture. The scheme describes the successive
cascade activation of the different components of the vocal assistant pipeline.

The PIC4Speech operative chain can be summarized as follows:

1. The first component is the keyword detector [60], which constantly monitors the
input audio stream in search of the specific triggering command. In this specific case,
that word is the name of the robot: “Marvin.”

2. Once the trigger word is detected, a second model performs a speech-to-text operation.
We exploited the Vosk offline speech recognition API [61] for this block which gives
the flexibility to switch language and has ample community support. It continuously
analyzes the input audio stream until the volume is below a certain threshold and
performs the transcription.

3. The transcribed text is subsequently passed to a natural language processing (NLP)
algorithm that matches the input with a certain number of predefined intents. The rec-
ognized robot action is therefore published on the Actions topic of the ROS framework.

4. The response of the vocal assistant is also given to the user with a text-to-speech
process. Each OS comes with a default vocal synthesizer that can directly access
the speakers.

More in detail, the keyword detection is performed with a DNN based on a Vision
Transformer that constantly listens to the audio stream, looking for the target command.
First, the mel-scale spectrogram is extracted from each sample of the input stream. These
features are treated as visual information and, therefore, they are processed with a Vi-
sion Transformer [62], a state-of-the-art model for image classification. We re-trained the
keyword detector from scratch on the Speech Commands dataset [63], constituted by 1-
second-long audio samples from 36 classes: 35 standard keywords plus a silence/noise
class. The re-train model achieved a test accuracy of 97% over the different classes on the
11,005 test samples of the Speech Commands dataset. Specifically, for the current target
class ‘Marvin’, we get the results reported in Table 1, evaluating the performance with
standard classification metrics: Precision = TP/(TP + FP), Recall = TP/(TP + FN) and
F1score = 2 · (recall · precision)/(recall + precision).

Thanks to the multi-class approach, the keyword can be changed at run-time. Being
constantly active, it is of primary importance that this network consumes less energy as
possible, but at the same time, it is capable of maintaining a good compromise between
false positive and false negative detections. At the same time, the network should deal
with different sound environments and noise levels. Further improvements to the keyword
detector can be reached by augmenting the training set with newly generated samples to
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increase the robustness of the model in crowded, noisy environments. At the moment,
a simple rule-based matching mechanism based on keywords is used for the NLP stage.
Although it represents a simple approach, a good level of flexibility is guaranteed by the
actual solution as the user can introduce new actions for the robotic platform associated
with several indicative sentences. Future works may involve the investigation of suitable
DNN models for the NLP stage of PIC4Speech, with the aim of semantically matching the
encoded query text and the robot actions.

Table 1. Classification results of the target keyword ‘Marvin’ on the 11,005 test samples of the
Speech Commands dataset. Standard classification metrics are used for the evaluation: Precision =

TP/(TP + FP), Recall = TP/(TP + FN) and F1score = 2 · (Recall · Precision)/(Recall + Precision).

Keyword Detector Classification Metrics Results

True Positives (TP) 189

True Negatives (TN) 10,806

False Positives (FP) 4

False Negatives (TN) 6

F1Score 0.9742

Precision 0.9793

Recall 0.9692

Different from commercial vocal assistants, which require a stable internet connection,
PIC4Speech works completely offline, running uniquely on the hardware resources of the
platform. This competitive advantage derived from the choice of lightweight models in
the algorithms pipeline prevents Marvin from exposing the visual data of the domestic
environment to internet-derived risks. Diversely, companies prefer to offer a server-client
paradigm with the assistant algorithms running on the cloud. That solution presents some
computational advantages and enables the connectivity of the platform with the whole
house. Furthermore, it dramatically facilitates data collection. This solution may raise
privacy issues related to the collection of visual and vocal data collected in domestic private
environments currently used on the robot systems. In addition, the dependency on a stable
internet connection may weaken the system performance in terms of response time and
power consumption. For all those reasons, an offline solution should largely fit most service
robotics applications requiring vocal control.

Moreover, it is worth noting that a help request is constantly visually checked by the
pose classification node but it can also be called directly through vocal command. In this
case, the platform will ask the user for confirmation, avoiding any accidental activation.
If confirmed, without any reply within ten seconds, the help request is sent. Otherwise,
the platform return to its regular operation state. Further development of the PIC4Speech
vocal assistant could see the substitution of the last block for text-to-speech conversion
with an additional lightweight neural network, also providing the possibility to choose a
more comfortable synthetic voice closer to a real human one.

8. Experimental Demo

We conducted a qualitative demonstration of the platform’s capabilities at Officine
Edison, Milan, during an institutional presentation specifically organized to test and show
Marvin and validate the outcome of its prototyping process. The demonstration took place
in an area called Domus (Figure 9), which simulates a real domestic environment made
up of a kitchen, bedroom, living room, and bathroom. Like a normal house, the Domus
features different obstacles of various heights and dimensions, and rooms are separated by
regular size doors.
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Figure 9. Simplified map of the Domus area at Officine Edison, Milan, with the four rooms, kitchen,
living room, bedroom, and bathroom, respectively in yellow, orange, green, and blue. Letters on the
map indicate the various goals saved in the environment, associated with the corresponding image:
(a) starting point, (b) bedroom keypoint, with user’s pose recognition, (c) living room keypoint,
with lights turned on, ready for night assistant task (d) bathroom keypoint, (e) kitchen keypoint,
with demonstration of the positioning device capabilities.

In the setup phase, Marvin was guided in each of the different rooms and their
relative positions were saved with respect to the starting point, where a docking station for
recharging could eventually be placed. Moreover, a telephonic number was memorized
for the emergency call task. In the demonstration, all the functionalities of the robot were
tested, and a qualitative analysis was conducted. From the starting point (Figure 9a), where
a brief introduction was given to attendees, the rover was asked to autonomously reach the
bedroom waypoint, passing through the double-leaf door. Here, the user monitor function
was demonstrated, showing how Marvin was able to correctly classify the pose of the
visualized user, standing, sitting on an armchair, or laying in the bed (Figure 9b). In addition,
it was also demonstrated how, after a request from the user, the system was capable
of connecting with the pre-configured telephone to call the emergency number. Then,
the rover was asked to follow the user from the bedroom to the living room (Figure 9c).
There, the user asked Marvin to save a new semantic waypoint, to demonstrate how the
various room destinations within the environment can be saved and used by the robot for
autonomous navigation tasks. Visual perception algorithms, namely person detection and
pose estimation and classification, have been visually validated publicly showing on the
television screen what the robot “saw” through cameras. The crowd of attendees received
an in-depth explanation of how the various algorithms of person and pose estimation
work while looking at the resulting predictions in real-time. Later, the user activated the
night assistance task by asking the rover to accompany him to the bathroom, causing the
robot to turn on the on board lights (Figure 9d). Finally, Marvin was asked to reach the
kitchen and to adjust the inclination and height of the positioning device to adapt to the
user, sitting on the chair, so that the mounted tablet could be more easily accessed and
operated (Figure 9e).

During the demonstration, we collected some observations about the performance of
the system. In particular, we focused our attention on the success of the three proposed
service functions, determined by the fulfillment of the required robotic tasks, as reported
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in Table 2. Thanks to its mobility and the elevated position of the camera, mounted on
the positioning device, the rover managed to efficiently track and follow the person, albeit
the several obstacles with diverse heights. This allowed to continuously monitor the user,
classifying their pose in any instant, and calling for help during potentially dangerous situ-
ations. Moreover, the rover showed no difficulties in autonomously navigating between the
various rooms, avoiding static and dynamic obstacles arranged in different configurations,
and accompanying the user to the desired destination. In particular, the robot was also able
to manage its handling upon less conventional surfaces, such as the skirting board of fire
doors and a small ramp placed in the corridor before the bathroom. Finally, the positioning
device’s flexibility, in conjunction with the platform maneuverability, guaranteed the user
an easy operation of the tablet, standing, sitting, or lying down.

Table 2. The three service functions (left) provided by the Marvin robot in the context of home
assistance are associated with the robotic tasks (right).

Service Function Robotic Tasks Demo Execution

User Monitoring
Person Following
Pose Classification

Emergency Call

(b) =⇒ (c)
always running

(b)

Night Assistance Autonomous Navigation
Lighting Control

(c) =⇒ (d)

Remote Presence &
Connectivity

Positioning Device Control
Autonomous Navigation

(e)
(a) =⇒ (b)

Further analyses were conducted to validate the vocal assistant. The vocal command
was tested in three different scenarios. The first one took place in an environment charac-
terized by good acoustic conditions and without any relevant noise apart from the tester’s
voice giving commands. The second test scenario is located in the same environment
described before, but with the addition of background noise caused by a group of people
talking. The third test scenario was realized in a silent environment presenting not-optimal
acoustic conditions, like echo and reverb. To evaluate the performance of the vocal assistant,
twenty test commands were given for each scenario and six parameters were taken into
consideration. Of these, the results proved only three are scenario dependent:

• Keyword detector success frequency, indicate how many times the Keyword detector
is triggered when the trigger word is pronounced

• Keyword detector accuracy indicate the average confidence over the prediction of the
trigger word

• Command understanding frequency, indicate how many times the command given
after the trigger is correctly understood by the speech-to-text model

The other three parameters returned no significant differences among the various
scenarios:

• Trigger delay, indicate the average time delay between the pronunciation of the trigger
word and the actual trigger

• Command delay, indicate the average time delay between the given command and
the received feedback from the system

• Help request delay, indicate the average time delay between the help request command
and the starting of the call towards the emergency number

The final results can be consulted in Table 3.
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Table 3. Performances of vocal assistant PIC4Speech during the experimental demo.

Muffled, Silent
Environment

Muffled Environment
with People Talking

Environment with Echo
and Reverb

Keyword detector
Success rate 100.00% 95.00% 95.00%

Keyword detector
Accuracy 91.14% 88.24% 89.04%

Command understanding
Frequency 100.00% 84.21% 94.74%

Trigger delay <0.5 s

Command delay 1.45 s

Help request delay <0.5 s

9. Conclusions and Future Works

In the era of automatic machines, technology is progressively reshaping the domestic
environment as we know it. In particular, service robotics is recalling an ever-growing
interest of markets, industries, and researchers. Their exploitation in the caregiving sector
could relieve the pressure on assistive operators, providing basic assistance which does
not require particular dexterity or adaptation capability. In this scenario, we developed
Marvin: a modular assistive mobile robot for autonomous applications in the field of home
assistance. In this work, Marvin has been initially presented as a robotic assistant solution
tailored for the practical use case of monitoring elderly and reduced-mobility subjects
in their domestic environment, although its applicability can be easily extended to the
alternative person monitoring scenarios in indoor environments. Hence, this paper aims to
fully describe Marvin, a four mecanum-wheel robot provided with a custom positioning
device for the human-machine interface and state-of-the-art Artificial Intelligence methods
for perception and vocal control. The robot has been fully prototyped and qualitatively
tested in a domestic-like environment and it proved to be successful in the execution of the
target tasks.

Future works will firstly try to enrich the experimentation by providing more task-
specific experimental results and subsequently extend the applicability of Marvin to unseen
service robotics functions. More in detail, a great focus will be devoted to the application
of Marvin to person-centered autonomous navigation tasks. A secondary future direction
deals with the upgrade of the human–robot interface of the robot, enhancing its proac-
tive behavior in social domestic environments and its awareness of the context through
more sophisticated visual techniques. Furthermore, the combination of vocal and visual
inputs can help the robot contextualize its actions better, resulting in higher precision in
tasks execution.
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