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Abstract
We study a class of multivariate tempered stable distributions and introduce the associated
class of tempered stable Sato subordinators. These Sato subordinators are used to build addi-
tive inhomogeneous processes by subordination of a multiparameter Brownian motion. The
resulting process is additive and time inhomogeneous and it is a generalization ofmultivariate
Lévy processes with good fit properties on financial data. We specify the model to have unit
time normal inverse Gaussian distribution and we discuss the ability of the model to fit time
inhomogeneous correlations on real data.

Keywords Tempered stable distributions · Sato processes · Multivariate additive
subordination · Multivariate asset modeling

Mathematics Subject Classification 60G51 · 60E07

Introduction

Additive processes with independent but inhomogeneous increments have been proposed to
model asset returns. Carr et al. [6] showed that these processes can synthesize the surface of
option prices and Eberlein and Madan [8] empirically analyzed the use of Sato processes in
the evaluation of equity structured products.

Sato processes are a class of additive processes with inhomogeneous increments used in
finance to model asset returns. Sato [32] showed that given a self decomposable law μ an
additive process Y (t) always exists such that Y (1) ∼ μ and the time t distribution is the
law of tqY (1). Eberlein and Madan [8] termed this additive process the Sato process. Sato
processes exhibit a moment term structure which is in line with the term structure observed
in financial markets, see Boen and Guillaume [3].

A possible approach to include time inhomogeneity in financial models is to use addi-
tive subordination (see Mendoza-Arriaga and Linetsky [26], Li et al. [18] and Kokholm and
Nicolato [15]). In this case, inhomogeneity comes from the subordinator. The success of
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subordination in finance stems from many factors. Price processes under no arbitrage are
semimartingales and these can be represented as time-changed Brownian motions. Further-
more, time change models economic time: the more intense the market activity, the faster
economic time runs compared to calendar time. When the change of time is a subordinator,
the resulting process belongs to the (pure jump) Lévy class, a class of analytically tractable
processes. In the one-dimensional case, the most famous subordinated Brownian motions,
such as the variance gamma and the normal inverse Gaussian processes, have unit time
self-decomposable distributions. Therefore, it is possible to define the corresponding Sato
processes. Unfortunately, in multivariate subordination this is not true.

In Takano [36], the author provided conditions for a multivariate subordinated Brownian
motion to have self-decomposable unit time distribution. The author also considered the sub-
case of a one-dimensional generalized gamma subordinator. Even in this case he found that if
the Brownian motion has non-zero drift the subordinated process distribution at unit time is
not self-decomposable. As a consequence, multivariate subordinated Brownian motions are
not good candidates to construct multivariate Sato processes. However, it is possible to con-
sider multivariate self-decomposable distributions to define multivariate Sato subordinators.
Sato subordinators associated with self-decomposable distributions are easy to construct,
introduce time inhomogeneity and perform well on financial data ( Sun et al. [35]). There-
fore, it is possible to use Sato subordination of multivariate Brownian motions to obtain
additive processes with inhomogeneous increments to model asset returns. Other additive
subordinators could be considered to introduce time inhomogeneity (see Mendoza-Arriaga
and Linetsky [26]), but the advantage of Sato subordinators is that they are parsimonious in
terms of parameters. In fact, there is only one parameter that drives time inhomogeneity.

In this paper we introduce and study a self-decomposable class of multivariate exponen-
tial tempered distributions and their associated multivariate Sato subordinators. This class is
defined as a particular case of the tempered distributions in Rosiński [30] and it is a general-
ization of the multivariate gamma distribution in Pérez-Abreu and Stelzer [27]. Exponential
tempered stable distributions are a multivariate version of the self-decomposable distribu-
tions most used in finance, such as the well known CGMY (Carr et al. [5]), the variance
gamma (Madan and Seneta [23]), the bilateral gamma (Küchler and Tappe [16]), the gamma
and the inverse Gaussian distributions. We study some properties of multivariate exponential
tempered stable distributions, for example Proposition 2.2 provides the existence conditions
for their moments. We then characterize multivariate Sato subordinators by providing their
time t Lévy measure in Theorem 3.1 and we focus on a specific dependence structure widely
used in finance to include correlations in multivariate models.

Finally, we build a multivariate additive process using additive multivariate subordination
of a Brownian motion. The construction is designed to obtain a multivariate process with
the same unit time distribution as the factor-based ρα-model in Luciano and Semeraro [21]
and with time varying correlations. For simplicity, correlations are assumed to be constant in
many financial models, however this is not a realistic assumption, as discussed e.g. in Tóth
and Kertész [38], Teng et al. [37] and Lundin et al. [22]. A calibration on financial data shows
the ability of our model to fit correlations of asset returns at different time horizons.

The paper is organized as follows. Section 1 introduces tempered stable distributions.
Exponential tempered stable distributions are studied in Sect. 2, while Sect. 3 defines the
corresponding Sato subordinators. Section 4 discusses multivariate Sato subordination of a
multiparameter Brownianmotion. The specification of an asset returnmodel and its empirical
investigation on financial data is developed in Sect. 5. Section 6 provides concluding remarks
and outlines future research.
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1 Tempered stable distributions

This section introduces multivariate stable and tempered stable distributions.
Let μ be an infinitely divisible distribution on R

d without Gaussian component and ν

its Lévy measure. The following proposition provides the polar decomposition of the Lévy
measure ν (see e.g. Maejima et al. [24] and Rosinski [29]).

Proposition 1.1 Let ν be a Lévy measure. Then there exists a measure λ on Sd−1, where
Sd−1 = {x ∈ R

d : ||x|| = 1}, with 0 < λ(Sd−1) ≤ ∞ and a family {νw : w ∈ Sd−1}
of measures on (0,∞), 0 < νw(R+) ≤ ∞, such that νw(E) is measurable in w for any
E ∈ B((0,∞)) and it is σ -finite for any w ∈ Sd−1,

∫ 1

0
r2νw(dr) < ∞ (1.1)

and

ν(E) =
∫

Sd−1
λ(dw)

∫
R+

1E (sw)νw(ds),

where λ and νw are uniquely determined up to multiplication of measurable functions 0 <

c(w) < ∞ and 1
c(w)

, respectively.

We say that ν has polar decomposition (λ, νw), where λ and νw are the spherical and the
radial components of ν, respectively. We write ν = (λ, νw). Condition (1.1) guarantees that
νw is a one-dimensional Lévy measure for any w. The radial component of μ is the real
valued infinitely divisible (i.d.) distribution μw - without Gaussian component - whose Lévy
measure is νw .

The measure ν is said radially absolutely continuous (Sato [32]) if there exists a nonneg-
ative measurable function f (w, r) such that

ν(E) =
∫

Sd−1
λ(dw)

∫
R+

1E (sw) f (w, s)ds.

From integration in polar coordinates (see e.g. Folland [10]), we have that if ν(dx) is a
Lévy measure with Lévy density f (x), then there exists a unique Borel measure σ on Sd−1

such that

ν(B) =
∫
Rd

1B(x) f (x)dx =
∫

Sd−1

∫
R+

1B(rw) f (wr)rd−1drσ(dw).

We call fw(r) := f (wr)rd−1 the radial component of the density of ν.
If ν is absolutely continuous then ν is also radially absolutely continuous. The other

implication does not hold. It suffices to choose λ with finite support and ν is not absolutely
continuous.

Tempered stable distributions are obtained by tempering the radial component of the Lévy
measure of an α- stable distribution, α ∈ (0, 2). It is well known that the Lévy measure ν0
of an α-stable, α ∈ (0, 2), measure μ0 is of the form

ν0(E) =
∫

Sd−1

∫
R+

1E (rw)
1

rα+1 drλ(dw), (1.2)

where λ is a finite measure on Sd−1. Tempered stable distributions are formally defined as
follows (Rosiński [30]).
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Definition 1.1 A probability measure μ on R
d is called tempered α-stable (abbreviated as

TαS) if it is infinitely divisible without the Gaussian part and it has Lévy measure ν of the
following form

ν(dr , dw) = q(r ,w)

rα+1 drλ(dw), (1.3)

where α ∈ (0, 2), λ is a finite measure on Sd−1 and q : (0,∞) → (0,∞) is a Borel function
such that q(·,w) is completely monotone with limr→∞ q(r ,w) = 0. Themeasureμ is called
a proper TαS distribution if, in addition to the above, q(0+,w) = 1 for each w ∈ Sd−1.

The complete monotonicity of q(r ,w) means that (−1)n ∂n

∂rn q(r ,w) > 0 for all r > 0, w ∈
Sd−1, and n = 0, 1, 2, . . .. In particular q(r ,w) is strictly increasing and convex, seeRosiński
[30]. T αS distributions are radially absolutely continuous and belong to the extended Thorin
class of infinitely divisible distributions introduced in Grigelionis [11]: T 1−α(Rd) for α ∈
(0, 1) and T χ (Rd) for all χ > 0 and 1 ≤ α < 2. The radial component μw of a T αS
distributions has Lévy measure νw(dr) = q(r ,w)

rα+1 dr .
Stable and tempered stable distributions are clearly self-decomposable, see Eqs. (1.2),

(1.3) and (A.1). The notion of self-decomposability is recalled in Appendix A.

2 Exponential tempered stable distributions

This section introduces tempered stable distributions with an exponential tempering function
q(r ,w).

Definition 2.1 An infinitely divisible probability measureμ onRd is called exponential TαS
(ET αS) if it is without the Gaussian part and it has Lévy measure ν on R

dof the form

ν(E) =
∫

Sd−1

∫
R+

1E (rw)
e−β(w)r

rα+1 drλ(dw), E ∈ B(Rd) (2.1)

whereα ∈ [0, 2), λ is a finitemeasure on Sd−1 andβ : Sd−1 → (0,∞) is aBorel-measurable
function.

If μ has Lévy measure (2.1) we write μ ∼ ET αS(α, β, λ). We focus on α ∈ (0, 2) and
refer to Pérez-Abreu and Stelzer [27] for the case α = 0. The following proposition gives
conditions for a ET αS distribution to exist and characterizes its Lévy measure.

Proposition 2.1 Equation (2.1) defines a Lévy measure and therefore there exists an ET αS
distribution.

1. if α ∈ [0, 1), it holds
∫
||x ||≤1 ||x||ν(dx) < ∞ and

∫
Rd ν(dx) = ∞;

2. if α ∈ [1, 2), it holds
∫
||x ||≤1 ||x||ν(dx) = ∞.

Proof Let ν = (λ, νw) be the Lévy measure in (2.1) and let B = {x ∈ R
d : ||x|| ≤ 1}.

Since ∫
B

||x||2ν(dx) =
∫

Sd−1

∫ 1

0

r2e−β(w)r

rα+1 drλ(dw) ≤
∫

Sd−1

∫ 1

0
r1−αdrλ(dw)

=
∫

Sd−1

1

2 − α
λ(dw) = 1

2 − α
λ(Sd−1) < ∞,
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and ∫
Sd−1

∫ ∞

1

e−β(w)r

rα+1 drλ(dw) ≤
∫

Sd−1

∫ ∞

1

1

rα+1 drλ(dw)

=
∫

Sd−1

1

α
λ(dw) = 1

α
λ(Sd−1) < ∞,

we have
∫
Rd (||x||2 ∧ 1)ν(dx) < ∞ and ν is a Lévy measure.

1. See Pérez-Abreu and Stelzer [27] for α = 0 and let α ∈ (0, 1) . It holds:
∫

B
||x||ν(dx) =

∫
Sd−1

∫ 1

0
r

e−β(w)r

rα+1 drλ(dw)

≤
∫

Sd−1

∫ 1

0

1

rα
drλ(dw) =

∫
Sd−1

1

1 − α
λ(dw) = 1

1 − α
λ(Sd−1).

The infinite activity of ν follows from the infinite activity of its radial component. it holds:
∫

B
||x||ν(dx) =

∫
Sd−1

∫ 1

0
r

e−β(w)r

rα+1 drλ(dw)

=
∫

Sd−1

∫ 1

0

e−β(w)r

rα
drλ(dw) ≥

∫
Sd−1

e−β(w)

∫ 1

0

1

rα
drλ(dw),

and
∫ 1
0

1
rα dr diverges if α ≥ 1. Therefore

∫
B ||x||ν(dx) = ∞.

	

Remark 1 The ET αS distributions are proper T αS distributions (see Definition 1.1), they
are self-decomposable and they are radially absolutely continuous.

If μ ∼ ET αS(α, β, λ) and β is constant we say that the measure μ and its Lévy measure ν

are homogeneous.

Corollary 2.1 The characteristic function of an ET αS distribution has the form:

μ̂(z) = exp{iγ · z +
∫
Rd

(ei〈z,x〉 − 1 − i〈z, x〉1||x||≤1(x))
e−β( x

||x|| )||x||

||x||α+1 λ̃(dx)}, (2.2)

where λ̃ has the form of (A.2).

Proof From (2.1) and (A.1) μ is self-decomposable with kw(r) = e−β(w)r

rα , thus it is self-

decomposable with h function given by h(x) = k x
||x|| (||x||) = e

−β( x||x|| )||x||
||x||α , thus (2.2)

follows. 	

If ν is a one-dimensional ET αS Lévy measure from Eq. (2.2) we have

ν(dx) = (1(−∞,0)(x)
e−β+|x |

|x |α+1 λ+ + 1(0,∞)(x)
e−β−x

xα+1 λ−)dx,

where β+ = β(1), β− = β(−1), λ+ = λ({1}) and λ− = λ({−1}). Thus, ET αS distributions
are multivariate versions of the tempered stable distributions studied in Küchler and Tappe
[17], with the restriction that α is constant. By properly specifying the parameters, we find
multivariate versions of well known tempered stable distributions as the CGMY, the variance
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gamma, the inverse Gaussian and the gamma (α = 0) distributions. We also observe that the
one-dimensional radial component μw of an ET αS distribution belongs to the class of one
sided tempered stable distributions studied in Küchler and Tappe [17].

Tempered stable distributions have been characterized in Rosiński [30] in terms of their
spectral measure R. We recall the definition of spectral measure and then we find it for ET αS
distributions.

Let μ ∈ ET αS(α, β, λ). The tempering function of μ can be represented as

e−β(w)r =
∫
R+

e−rs Q(ds|w),

where Q(ds|w) = δβ(w)(s)ds - ET αS are proper tempered stable distributions. Let us
introduce the measure Q:

Q(A) =
∫

Sd−1

∫
R+

1A(rw)Q(dr |w)λ(dw).

Clearly in this case the measure Q becomes

Q(A) =
∫

Sd−1

∫
R+

1A(rw)Q(dr |w)λ(dw) =
∫

Sd−1
1A(β(w)w)λ(dw)

=
∫

Sd−1
1Aβ (w)λ(dw),

(2.3)

where Aβ = {w ∈ Sd−1 : β(w)w ∈ A}. The spectral measure R is defined from Q as

R(A) :=
∫
Rd

1A

(
x

||x||2
)

||x||α Q(dx),

in this case we have

R(A) =
∫

Sd−1
1A

(
w

β(w)

)
β(w)αλ(dw). (2.4)

Therefore

R(Rd) =
∫

Sd−1
β(w)αλ(dw).

Furthermore, from (2.3) we have Q(Rd) = λ(Sd−1). We also have∫
Rd

||x||α R(dx) =
∫

Sd−1
|| w

β(w)
||αβ(w)αλ(dw) =

∫
Sd−1

λ(dw) = λ(Sd−1). (2.5)

Finally,

λ(Sd−1) = Q(Rd) =
∫
Rd

||x||α R(dx).

The existence of the moments of tempered stable distributions depends on their spectral
measure, as proved in Proposition 2.7, Rosiński [30]. Therefore, by (2.4), the existence
of the moments of an ET αS distributions depends on the function β and on the spherical
components λ of its Lévy measure, as stated in the following proposition.

Proposition 2.2 Let μ ∼ ET αS(α, β, λ), α ∈ (0, 2) then we have

1.
∫
Rd ||x||kdμ(x) < ∞ for k ∈ (0, α);
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2.
∫
Rd ||x||αdμ(x) < ∞ if and only if

∫
{w:β(w)>1} β(w)α log(β(w))λ(dw) < ∞;

3.
∫
Rd ||x||kdμ(x) < ∞ if and only if

∫
Sd−1 β(w)−k−αλ(dw) < ∞, for k > α.

Proof 1. Follows from Proposition 2.7, Rosiński [30].
2. Clearly∫

||x||>1
||x||α log(||x||)R(dx) =

∫
Sd−1

1{β(w)>1}β(w)α log(β(w))λ(dw).

and then Proposition 2.7 Rosiński [30] applies.
3. The condition

∫
Rd ||x||kdμ(x) is equivalent to

∫
{||x||>1} ||x||kν(dx) < ∞ (Sato [32]

p.159) that is equivalent to∫
{||x||>1}

||x||kν(dx) =
∫

Sd−1

∫ ∞

1
e−β(w)r rk−α−1drλ(dw) < ∞.

The latter is equivalent to
∫

Sd−1 β(w)−k−αλ(dw) < ∞, as proved in Pérez-Abreu and
Stelzer [27], Proposition 3.12.

	

Notice that, in particular, if λ has finite support all its moments exist. The next proposition

provides the characteristic function of ET αS distributions.

Proposition 2.3 The characteristic function μ̂ of μ ∼ET αS(α, λ, β) is:
for α ∈ (0, 1)

μ̂(z) = exp{�(−α)

∫
Sd−1

[(β(w) − i〈w, z〉)α − β(w)α]λ(dw)}, ∀z ∈ R
d , (2.6)

for α ∈ (1, 2)

μ̂(z) = exp{�(−α)

∫
Sd−1

[(β(w) − i〈w, z〉)α − β(w)α

+i〈w, z〉αβ(w)α−1]λ(dw)}, ∀z ∈ R
d , (2.7)

and for α = 1

μ̂(z) = exp{
∫

Sd−1
[(β(w) − i〈w, z〉) log(β(w) − i〈w, z〉) + i〈w, z〉]λ(dw)}, ∀z ∈ R

d . (2.8)

Proof The Lévy Khintchine formula in polar coordinates with (2.1) gives

μ̂(z) = exp{
∫

Sd−1
φw(〈w, z〉)λ(dw)}, ∀z ∈ R

d , (2.9)

where if α ∈ (0, 1) we have

φw(〈w, z〉) :=
∫
R+

(eir〈w,z〉 − 1)
e−β(w)r

rα+1 dr ,

because by Proposition 2.1 it holds
∫
|x |≤1 ||x||ν(dx) < ∞. If α ∈ (1, 2) we have

φw(〈w, z〉) :=
∫
R+

(eir〈w,z〉 − 1 − ir1|r |<1(r)〈w, z〉)e−β(w)r

rα+1 dr .

Therefore for each w, φw(〈w, z〉) is the characteristic exponent of the one sided ET αS
distribution μw that are provided in Küchler and Tappe [17].
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If α ∈ (0, 1), for each w the characteristic function of the radial component μw of μ is:

φw(〈w, z〉) = �(−α)[(β(w) − i〈w, z〉)α − β(w)α]
and (2.6) follows. If α ∈ (1, 2), the characteristic exponent of the radial component μw of μ

is:

φw(〈w, z〉) = �(−α)[(β(w) − i〈w, z〉)α − β(w)α + i〈w, z〉αβ(w)α−1]
and (2.7) follows.

If α = 1, from Theorem 2.9 in Rosiński [30] we have:

μ̂(z) = exp

{∫
Rd

(〈x, z〉)R(dx)

}
, ∀z ∈ R

d ,

where

(〈x, z〉) = (1 − i〈x, z〉) log(1 − i〈x, z〉) + i〈x, z〉, ∀z ∈ R
d ,

From (2.4) it follows

μ̂(z) = exp

{∫
Sd−1

(〈 w

β(w)
, z〉)λ(dw)

}
, ∀z ∈ R

d ,

that gives (2.8). 	

The following propositions allow us to construct multivariate ET αS distributions useful

in applications, as we do in the next section.

Proposition 2.4 A measure μ ∼ ET αS(α, β, λ) is absolutely continuous if and only if the
support of λ contains d linearly independent vectors w j , j = 1, . . . , d. Let X ∼ μ, X has
independent components in and only if λ has support on ei , i = 1, . . . , d in R

d .

Proof If the support of λ contains d linearly independent vectors, then the support of ν is full
dimension. Therefore μ is a genuinely d-dimensional self-decomposable distribution, then
μ is absolutely continuous (Sato [31]). Let X ∼ μ. Then X has independent components if
and only if ν has support on the coordinate axes (see e.g. Sato [32], E 12.10).

	

Proposition 2.5 Let α ∈ (0, 1). Let X1 ∼ ET αS (α, β, λ1), X2 ∼ ET αS (α, β, λ2) and let
them be independent. Then

1. X1 + X2 ∼ ET αS (α, β, λ1 + λ2);
2. For a constant c > 0, cX1 ∼ ET αS (α,

β
c , cαλ1).

Proof 1. By independence

μ̂X1+X2(z) = μ̂X1(z)μ̂X2(z). = exp{�(−α)

∫
Sd−1

φw(〈w, z〉)(λ1 + λ2)(dw)}
2. Since (see Küchler and Tappe [17])

φw(〈w, cz〉) = �(−α)[(β(w) − i〈w, cz〉)α − β(w)α]
= �(−α)cα[(β(w)

c
− i〈w, cz〉)α − (

β(w)

c
)α],

from (2.9) we have the assertion.
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Proposition 2.6 Let α ∈ (0, 1). The mean vector m and the covariance matrix � of μ ∼
ET αS(α, β, λ) are

m =
∫

Sd−1
�(1 − α)β(w)α−1wλ(dw)

and

� =
∫

Sd−1
�(2 − α)β(w)α−2wwT λ(dw)

Proof The cumulant generating function exists on {z ∈ R
n : 〈w, z〉 ≤ β(w)} and it is

k(z) =
∫

Sd−1
�(−α)[(β(w) − 〈w, z〉)α − β(w)α]λ(dw)

We have m j = ∂
∂z j

k(z)|z=0 and �i j = ∂
∂zi ∂z j

k(z)|z=0, the thesis follows by inverting
integration and differentiation. 	

The higher order moments can be found with similar arguments. We report the thirdμi jk and
fourth μi jkl cross moments because they are linked to co-skewness and co-kurtosis:

μi jk =
∫

Sd−1
�(3 − α)β(w)α−3wiw jwkλ(dw)

and

μi jkl =
∫

Sd−1
�(4 − α)β(w)α−4wiw jwkwlλ(dw).

2.1 Specifications

By properly choosing the parameters we have the following multivariate distributions.

1. Multivariate CGMY distribution. A Multivariate CG MY (C, β, α) distribution is a
distribution μ with Lévy measure in (2.1), where λ(dw) = Cσ(dw) and σ is the unique
measure induced on Sd−1 from the Lebesgue measure on R

d . In this case if μ is one-
dimensional we have

ν(dx) = C(1(−∞,0)(x)
e−G|x |

|x |α+1 + 1(0,∞)(x)
e−Mx

xα+1 )dx,

and μ is a CGMY distribution. We have G = β(−1), M = β(1) and α is the parameter
Y , where CG MY are the original parameters in Carr et al. [5].

2. Multivariate gamma, bilateral gamma and variance gamma distributions. The case
α = 0 has been introduced and studied in Pérez-Abreu and Stelzer [27] under the name of
multivariate Gamma distribution. It includes multivariate versions of the bilateral gamma
distribution introduced in Küchler and Tappe [16] and of the famous variance gamma
distribution Madan and Seneta [23]. With the further condition λ(Sd−) = 0 we have a
multivariate gamma distribution in a narrow sense, see also Semeraro [33].

3. Multivariate inverseGaussian distribution. In the application on financial datawe focus
on the inverseGaussian distribution.Ad-dimensional inverseGaussian distributionμwith
parameters λ and β, denoted I G(λ, β), is a ET αS distribution with the following Lévy
measure:

νI G(E) =
∫

Sd−1
λ(dw)

∫
R+

1E (rw)
e−β(w)r

r3/2
dr ,
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where ∀w ∈ Sd−1, νw(dr) = e−β(w)r

r3/2
dr is the Lévy measure of a one-dimensional IG

process with parameters (1, β(w)). If λ has support in Sd−1+ then νI G has support on
R

d+ and we have a multivariate version of the one dimensional I G distribution. We also
provide its characteristic function that is easily derived from of Proposition 2.3.

μ̂(z) = exp{−2
√

π

∫
Sd−1

[√β(w) − i〈w, z〉 −√
β(w)]λ(dw)}, ∀z ∈ R

d .

As in the one-dimensional case if λ(dw) = Cσ(dw) and σ is the unique measure induced
on Sd−1 from the Lebesgue measure on Rd , the inverse Gaussian distribution is a special
case of CG MY distribution with α = 1

2 .

3 Multivariate ET˛S Sato subordinators

This section introduces time inhomogeneous additive subordinators with unit time ET αS dis-
tribution. An additive subordinator is an increasing process with non stationary independent
increments. The characteristic function of an additive subordinator S(t) is (Mendoza-Arriaga
and Linetsky [26])

μ̂t (z) = exp{i〈γ (t), z〉 +
∫ t

0

∫
R

d+
(ei〈x,z〉 − 1)g(dx, u)du}, (3.1)

where γ (t) ∈ R
d+ is the time dependent drift and g(dx, u) is a time-dependent measure so

that
∫ 1
0 ||x||g(dx, u) < ∞ for almost all u.We assume γ (t) = 0 andwe call g the differential

Lévy measure of S(t) according to Li et al. [18].
Sato processes are additive processes associated to self- decomposable distributions (see

Appendix A). Since a measure μ ∼ ET αS(α, β, λ) is self-decomposable, we can define a
Sato process associated with μ, that we call ET αS Sato process.

Definition 3.1 A d-dimensional Sato subordinator is a Sato processwith positive and increas-
ing trajectories for each coordinate.

We study multivariate Sato subordinators S(t) with unit time ET αS distributions μ, i.e.
S(1) ∼ μ. The next proposition gives condition for an ET αS distribution to be the self-
decomposable distribution associated with a Sato subordinator.

Proposition 3.1 The Lévy measure in (2.1) is the Lévy measure of an ET αS Sato subordinator
S(t) if and only if α ∈ [0, 1) and λ has support on Sd−1+ .

Proof For anyw ∈ Sd−1 let Sw(t) be a one-dimensional Sato process with Lévymeasure νw.

The process Sw(t) only has positive jumps because νw is a positive Lévy measure. Therefore
Sw(t) is an increasing process if and only if

∫
(0,1] xνw(dx) < ∞, see Sato [32], thus if and

only if α ∈ [0, 1). Finally, the Lévy measure ν is positive if and only if λ has support on
Sd−1+ .

	

Theorem 3.1 Let μ ∼ ET αS(α, β, λ), the associated Sato subordinator S(t) has time t Lévy
measure given by

ν(E, t) =
∫

Sd−1+

∫
R+

1E (rw)
e−β(w)r t−q

rα+1 tαq drλ(dw) (3.2)
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and it has characteristic function (3.1) with differential Lévy measure

g(E, u) =
∫

Sd−1+

∫
R+

1E (rw)e−β(w)ru−q
quαq−1 β(w)ru−q + α

rα+1 drλ(dw). (3.3)

Proof The time t characteristic function of an ET αS-Sato subordinator with zero drift is
given by (2.6), therefore

μ̂t (z) = μ̂(tq z) = exp

{∫
Sd−1

∫
R+

(eir〈w,tq z〉 − 1)
e−β(w)r

rα+1 drλ(dw)

}

= exp

{∫
Sd−1

∫
R+

(eirtq 〈w,z〉 − 1)
e−β(w)r

rα+1 drλ(dw)

}

= exp

{∫
Sd−1

∫
R+

(eiu〈w,z〉 − 1)
e−β(w)ut−q

uα+1t−αq
duλ(dw)

}
, ∀z ∈ R

d .

and the time t Lévy measure is (3.2). Let now

gw(r , u) = ∂νw(r , u)

∂u
= e−β(w)ru−q

quαq−1 β(w)ru−q + α

rα+1 .

We have

μ̂t (z) = exp

{∫
Sd−1

∫
R+

(eir〈w,tq z〉 − 1)
∫ t

0
e−β(w)ru−q

quαq−1 β(w)ru−q + α

rα+1 dudrλ(dw)

}
.

Fubini-Tonelli applies and we have

μ̂t (z) = exp

{∫ t

0

∫
Sd−1

∫
R+

(eir〈w,tq z〉 − 1)e−β(w)ru−q
quαq−1 β(w)ru−q + α

rα+1 drλ(dw)du

}
,

that with (3.1) gives that gw(r , u) is the density of the radial component of the differential
Lévy measure, therefore (3.3) follows. 	

The parameter q in (3.2) drives time inhomogeneity of the increments of the subordinator
S(t) and it is called Sato exponent.

We conclude this section with the specification of the Sato-inverse gamma subordinator
used in the financial application. A Sato-inverse gamma (S-IG) subordinator is a Sato process
S(t) such that S(1) ∼ ET αS( 12 , β, λ) and λ has support on Sd−1+ . We write S(t) ∼ S-
IG(β, λ). The time t Lévy measure of a S-IG subordinator is

νI G(E, t) =
∫

Sd−1+

∫
R+

1E (rw)
t

q
2 e−β(w)r t−q

r
3
2

drλ(dw).

The S-IG subordinator is used in Sect. 5 for our application to finance. Therefore we report
its time t characteristic function. Let S(t) ∼ S-IG(β, λ), then its characteristic function is

μ̂t (z) = μ̂(tq z) = exp

{
−2

√
π

∫
Sd−1+

[√
b2(w) − i〈w, tq z〉 − b(w)

]
λ(dw)

}
, ∀z ∈ R

d ,

where b(w) = √
β(w).

If λ has support on Sd−1 we have a multivariate Sato inverse Gaussian process.
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4 Sato-ET˛S subordinated Brownianmotion

In this section we build a multivariate additive process by subordinating a multiparameter
Brownian motion with a multivariate ET αS Sato subordinator. For the formal definition of
multiparameter (Lévy) process we refer to Barndorff-Nielsen et al. [2]. The Sato subordinator
is assumed to have zero drift, i.e. γ (0) = 0 in (3.1). This assumption allows us to avoid the
introduction of regularized Sato ET αS subordinators (see Li et al. [18]).

Let Bi (t) be independent Brownian motions on R
ni with drift μ and covariance matrix

�i , and let B = {B(s), s ∈ R
d+}, where B(s) := (B1(s1), . . . , Bd(sd))T , be the asso-

ciated multiparameter Lévy process. Let Ai ∈ Mn×ni (R). We can define the process
BA = {BA(s), s ∈ R

d+} as
BA(s) = A1B1(s1) + . . . + Ad Bd(sd), s ∈ R

d+. (4.1)

The process BA is a multiparameter Lévy process on R
n , see Example 4.4 in Barndorff-

Nielsen et al. [2]. We call the multiparameter Lévy process BA(s) in (4.1) multiparameter
Brownian motion.

Definition 4.1 A process Y defined by

Y(t) := BA(S(t)), (4.2)

where BA(s) is the multiparameter process in (4.1) and S(t) is a multivariate Sato subordi-
nator independent of BA(s), is a Sato subordinated multiparameter Brownian motion.

The process Y(t) is defined without a separate drift term that controls the mean. The drift
term is added in the application. We now provide the characteristic function of Y(t) in (4.2).

Theorem 4.1 The Sato subordinated Brownian motion Y(t) in (4.1) is an additive pure jump
process with time t characteristic function:

μ̂t (z) = exp

{
�(−α)

∫
Sd−1

[(β(w) − tq〈log(φ̂A(z)),w〉)α − β(w)α]λ(dw)

}
, ∀z ∈ R

d ,

(4.3)

where log(φ̂A(z)) = (log φ̂1(z), . . . , log φ̂d(z)), φ̂l(z) is the characteristic function of
Al Bl(1), l = 1, . . . , d.

Proof Let Ai ∈ Mn×ni (R) and let the process BA be defined as in (4.1). The process
B̃(sl) = Al Bl(sl) is a n-dimensional Brownian motion with parameters μA = Alμl and
�l = Al�l AT

l . We have

BA(δ j ) = BA(0, . . . , 1
j-th

, . . . , 0) = A j B j (1).

Thus

φ̂ j (z) = E[exp{i〈A j B j (1), z〉}] = E[exp{i〈BA(δ j ), z〉}]

and

μ̂t (z) = E[exp{i〈Y(t), z〉}] = E[E[exp{i〈BA(s), z〉}|S(t) = s]]
= E[exp{〈log(φ̂A(z)), S(t)〉}] = μ̂(−i tq log(φA(z))),

(4.4)
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where the second equality follows from Theorem 4.7 in Barndorff-Nielsen et al. [2] and last
equality follows because S(t) is a Sato process. Equation (4.4) with (2.6), gives (4.3). 	

Remark 2 Subordination of multiparameter processes has been introduced in Barndorff-
Nielsen et al. [2], where the authors consider the case of a Lévy subordinator. In Jevtić
et al. [14], the authors consider the case where the multiparameter process is the multipa-
rameter Brownian motion in 4.1. The Sato subordinated Brownian motion in (4.2) has the
same unit time distribution of a subordinated multiparameter Brownian motion, as one can
see from the unit time characteristic function.

5 Application to asset returns modeling

This section specifies a Sato-subordinated Brownian motion to model asset returns and
presents a first calibration on real data. We start with the introduction of factor-based ET αS
distributions.

Proposition 5.1 Let α ∈ [0, 1). Let us consider a random vector S = (S1, . . . , Sn) ∼ μ,
such that

S j = X j + a j Z , j = 1, . . . , d, (5.1)

where Xi ∼ ET αS(α, βi , λi ) are independent of each other and they are independent of Z ∼
ET αS(α, βZ , λZ ). Then S ∼ ET αS(α, β, λ), where λ has support Supp(λ) = {w, e j , j =
1, . . . , d}, {e j , j = 1, . . . , d} is the canonical Rd basis, w = a

||a|| and β : Supp(λ) → R, is

defined by β(ei ) = βi and β(w) = βZ||a|| .

Proof Let β : Supp(λ) → R+, such that β(w) = β j if w = e j and β(w) = βZ||a|| . The
vector aZ := (a1Z , . . . , ad Z)T has ET αS distribution with parameters α, β and λZ , where
λZ is a finite measure with support on the point w = a

||a|| , see Lemma 2.1 in Semeraro [33].
Since X = (X1, . . . , Xd) has independent components, by Proposition 2.4, its Lévy

measure has support on {e j , j = 1, . . . , d}. Thus

νX (E) =
n∑

j=1

νX (E j ) =
d∑

i=1

1Ei (rei )
e−βi r

rα+1 λi =
d∑

i=1

1Ei (rei )
e−β(ei )r

rα+1 λX ({ei }),

where E ∈ B(Rn \ {0}), E j = E ∩ A j and A j = {x ∈ R
n : xk = 0, k �= j, k = 1, ..., n}.

Thus X ∼ ET αS(α, β, λX ) with λX ({w}) = λi if w = ei and λX ({w}) = 0 otherwise.
Since aZ and X are independent, by Proposition 2.5 X + aZ ∼ ET αS(α, β, λ), where

λ = λX + λZ and thus it has support on {w; e j , j = 1, . . . , d}. 	

We say that S in Proposition 5.1 has a factor-based distribution μ ∼ ET αS(α, β, λ).

Corollary 5.1 A factor-based measure μ ∼ ET αS(α, β, λ) has characteristic function the
form

μ̂(z) =
d∏

j=1

exp{�(−α)[(β j − i z j )
α − βα

j ]λ j }·

· exp{�(−α)[(βZ − i(
d∑

k=1

ak zk))
α − βα

Z ]λZ }, ∀z ∈ R
d ,

(5.2)
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where β j , βZ ∈ R+ and λ j , λZ ∈ R+.

Proof It is sufficient to notice that if λ has finite support {w j , j = 1, . . . d}, then its charac-
teristic function becomes

μ̂(z) =
d∏

j=1

exp{�(−α)λ j [(β j − i〈w j , z〉)α − βα
j ]}, ∀z ∈ R

d ,

where β(w j ) = β j and λ({w j }) = λ j . The assertion follows by choosing λ and β as in
Proposition 5.1. 	

Notice that, if λ has finite support, the one-dimensional marginal distributions μ j of μ ∼
ET αS(α, β, λ) are convolutions of one-dimensional ET αS distributions.

Definition 5.1 A factor-based Sato subordinator S(t) is a Sato process such that S(1) has the
factor-based ET αS distribution in Proposition 5.1.

If S(1) ∼ ET αS(α, β, λ), the time t characteristic function of the Sato subordinator S(t) is

μ̂t (z) = μ̂(tq z),

where μ̂ is the characteristic function in (5.2). If S(t) is the Sato subordinator associated with
S we write S(t) ∼ ET αS(α, β, λ, q).

Proposition 5.2 If α ∈ [0, 1/2), it holds
∫
||x ||≤1 ||x||νY (dx) < ∞ and

∫
Rd νY (dx) = ∞.

The process Y(t) is of bounded variations.

Proof Let ν = (λ, νw) be the time one Lévy measure in (3.2) and let B = {x ∈ R
d : ||x|| ≤

1}. It is sufficient to show that ∫
B

||x||1/2ν(x) < ∞, (5.3)

where ν is the time one Lévy measure of S(t). Then the assertion follows from Theorems 3.3
and 4.7 in Barndorff-Nielsen et al. [2]. The proof that (5.3) holds if and only if α ∈ [0, 1/2)
is similar to the proof of Proposition 2.1 and therefore omitted. 	


5.1 Factor-based Sato subordinated Brownianmotion

Weproposehere amodelwith the samedependence structure of the factor-Based subordinated
Brownian motion in Luciano and Semeraro [21]. Our aim is to keep the flexibility of their
dependence structure, to have one-dimensional unit time distributions in given classes and
to include time inhomogeneous increments.

Definition 5.2 Let B j (t), j = 1, . . . , d be independent Brownian motions with drift μ j and
diffusionσ j . Let Bρ(t)be a correlatedd-dimensionalBrownianmotion,with correlationsρi j ,
marginal drifts μ

ρ
j = μ j a j and diffusion matrix �ρ := (ρi jσiσ j

√
ai

√
a j )i j , i, j = 1, . . . d .

The Rd -valued subordinated process Y = {Yρ(t), t > 0} defined by

Yρ(t) =
⎛
⎝ B1(X1(t)) + Bρ

1 (Z(t))
....

Bd(Xd(t)) + Bρ
d (Z(t))

⎞
⎠ , (5.4)
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where X j (t) and Z(t) are the independent Sato subordinators with unit time distribution of
X j and Z in Proposition 5.1, independent from B(t) and Bρ(t) is a ρ-factor-based Sato
subordinated Brownian motion.

The unit time dependence structure of ρ-factor-based Sato subordinated Brownian motions
is driven by the Brownian motion correlations and the common component of the Sato sub-
ordinator. The unit time dependence structure is widely discussed in Luciano and Semeraro
[21]. It should be noticed that the process may have dependent marginals also in the sym-
metric case - Brownian motions with zero drift - if Bρ(t) has independent components. In
this case all the -nonlinear- dependence derives from the component Z . The Sato exponent
of the subordinator drives time inhomogeneity and time varying correlations.

Proposition 5.3 Let Yρ(t) be a ρ-factor-based Sato subordinated Brownian motion in (5.4).
Then Yρ(t) belong to the class of Sato subordinated Brownian motions in Definition 4.1.

Proof Let us consider the independent Brownian motions Bi (t), i = 1, . . . d and Bρ(t) 5.4
and let

BA(s) =
d∑

i=1

Ai Bi (si ) + Ad+1Bρ(sd+1),

where Ai ∈ M(d × 1), i = 1, . . . , d and A ∈ Md×(d) such that Ai = (0, . . . , 1, . . . , 0),
i1, . . . , d and Ad+1 = Id . Let now S(t) = (X1(t), . . . , Xd(t), Z(t)) and ET αS Sato
subordinator with independent components. Let Yρ(t) be the process in (5.4) we have
Y(t)ρ = BA(S(t)). 	

Corollary 5.2 If S(t) ∼ ET αS(α, β, λ, q) is the Sato subordinator in (5.1) the subordinated
process Y(t) in (5.4) has characteristic function

μ̂t (z) =
d∏

j=1

exp{�(−α)[(β j − tq(iμ j z j − 1

2
σ 2z2j ))

α − βα
j ]λ j }·

exp{�(−α)[(βZ − tq(iuT μρ − 1

2
zT �ρ z))α − βα

Z ]λZ }, ∀z ∈ R
d ,

(5.5)

where β j , βZ , λ j and λZ are the parameters in Proposition 5.1.

Corollary 5.3 If the Brownian motions in Definition 5.2 have zero drift the subordinated
process Yρ(t) in (5.4) is a Sato process.

Proof Since Yρ(t) = BA(S(t)), it is the sum of the independent subordinated Brownian
motions Bi (Si (t)), i = 1, . . . , d and Bρ(Sd+1(t)). It is sufficient to observe that if Brownian
motions in Definition 5.2 have zero drift the unit time distribution of Bi (Si (t)), i = 1, . . . , d
and Bρ(Sd+1(t)) are self-decomposable (Takano [36]), therefore the unit time distribution
of and Yρ(t) is. Furthermore, t2q log(φ̂A(z)) = log(φ̂A(tq z)). 	

Proposition 5.4 If all the parameters ρi j in (5.4) collapse to 0 across different components,
i.e. ρi j = 0, for i �= j, ρi j = 1, for i = j, the factor-based Sato subordinated Brownian
motion Yρ(t) in (5.4) becomes:

Y(t) = B(S(t)) = (B1(S1(t)), . . . , Bd(Sd(t))), (5.6)

where S(t) is the factor-based Sato subordinator in Definition 5.1 and B(s) is a d-
dimensional multiparameter Brownian motion with independent components B j (s j ) that
have mean μ j and diffusion σ j .
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Proof By substituting ρi j = 0 in (5.4) the characteristic function of Yρ(t) becomes

μ̂t (z) =
d∏

j=1

exp{�(−α)[(β j − tq(iμ j z j − 1

2
σ 2z2j ))

α − βα
j ]λ j }·

· exp{�(−α)[(βZ − i tq
d∑

k=1

ak(μk zk − 1

2
σ 2z2k))

α − βα
Z ]λZ }

= exp{ψS(t
q log(φ̂I (z))}, ∀z ∈ R

d ,

where φ̂I (z) is the characteristic function of the multivariate Brownian motion in (5.6). From
Theorem 4.1 it follows that μ̂t (z) = exp{ψS(tq log(φ̂I (z))} is the characteristic function of
Y(t) in (5.6). 	

Avery useful result for applications and calibration is the following, that can be easily proved
using characteristic functions, see Theorem 5.1, Luciano and Semeraro [20].

Proposition 5.5 The processes in (5.4) and in (5.6) have the same one-dimensional marginal
processes in law, that are one-dimensional Sato subordinated Brownian motions.

As a consequence the processes (5.4) and (5.6) clearly have one-dimensional marginal pro-
cesses that are themselves Sato-subordinated Brownian motions.

Linear correlation functions are usually used to calibrate the dependence structure in
multivariate Lévy models, see e.g. Guillaume [12] and Luciano et al. [19]. By the scaling
properties of Lévy processes that have independent and stationary increments, the correlation
function of a Lévy process is constant over time, i.e. ρY(t)(h, j) = ρY(1)(h, j), t ≥ 0, see
Appendix C. However, this is not a realistic assumption, see e.g. Tóth and Kertész [38],
Teng et al. [37] and Lundin et al. [22]. We now show that linear correlation functions of
the factor-based Sato subordinated Brownian motion change over time and have a simple
analytical formula. Standard computations give the mean E[Y ρ

j (t)], the variance V[Y ρ
j (t)]

and the correlation ρYρ(t)(h, j) functions of Yρ(t):

E[Y ρ
j (t)] = μtq

E[S j ]; V[Y ρ
j (t)] = σ 2tq

E[S j ] + μ2t2q
V[S j ]

and

ρYρ(t)(h, j) = ρhjσhσ j
√

ah
√

a j tq
E[Z ] + μ jμha j aht2q

V(Z)√
(σ 2

j tqE[S j ] + μ2
j t
2qV[S j ])(σ 2

h tqE[Sh] + μ2
ht2qV[Sh])

, (5.7)

where Z = Z(1) and S j = S j (1). Consider the factor-based subordinated Brownian motion
in (B.2), where X j (t) and Z(t) are the independent subordinators with the same unit time
distribution of the Sato subordinators in (5.4). The correlation functions of the factor-based
Sato subordinated Brownian motion at unit time are equal to the correlations of the factor-
based subordinated Brownian motion Y L(t) defined in (B.2), see Eq. (C.1).

The linear correlation coefficients of Y(t) in (5.6) are obtained by assuming ρi j = 0.
Furthermore,

lim
t→∞ ρYρ(t)(l, j) = ρS(l, j)

and

lim
t→0

ρYρ(t)(l, j) = ρhj
√

a1a jE[Z ]√
E[Sl ]E[S j ]

.
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Since E[S j ] = E[X j ]+ a jE[Z ], limt→0 ρYρ(t)(l, j) = 1 if we have the limit values ρi j = 1
and E[X j ] = 0, i, j = 1, . . . , d .

In the next section, we specify a distribution for the factor-based Sato subordinated Brow-
nian motion.

5.2 Normal inverse Gaussian case

We specify the factor-based Sato subordinator to have the same unit time distribution of the
factor-based ρα-NIG in Luciano and Semeraro [21]. Let S = (S1, . . . , Sd) as in (5.1) and
let X j and Z have inverse Gaussian distribution (IG) with parameters:

X j ∼ I G

(
1 − a

√
a j ,

1√
a j

)
, j = 1, ..., n and Z ∼ I G(a, 1), (5.8)

where 0 < a < 1√
a j

, j = 1, ..., n. Let now S(t) be the factor-based Sato subordinator with

unit time distribution of S, its time t characteristic function μ̂S(t)(z) has the form

μ̂S(t)(z) =
d∏

j=1

exp

{
(1 − a

√
a j )

[√
1

a j
− 2i tq z j − 1√

a j

]}
·

· exp
⎧⎨
⎩−a

⎡
⎣
√√√√1 − 2i(tq

d∑
k=1

ak zk) − 1

⎤
⎦
⎫⎬
⎭ , ∀z ∈ R

d .

The distribution of S has one-dimensional I G(1, 1√
a j

) marginal distributions that are self-

decomposable. Therefore the processes S j (t) are one-dimensional Sato processes. Let now
γ j , β j , δ j be such that γ j > 0,−γ j < β j < γ j , δ j > 0.

Definition 5.3 Let Yρ(t) be the process defined in (5.4). If X j (t), i = 1, . . . , d and Z(t) are
Sato subordinators with unit time distributions in (5.8). If we set μ j = β jδ

2
j and σ j = δ j ,

1√
a j

= δ j

√
γ 2

j − β2
j , the processY

ρ(t) is called factor-basedSato-IG subordinatedBrownian

motion.

From Proposition 5.5 the process Yρ(t) in Definition 5.3 has the following one marginal
processes

Y ρ
j (t) = β jδ

2
j S j (t) + δ j W (S j (t)), (5.9)

where W (t) is a standard Brownian motion and equality is in distribution. Therefore the unit
time distributions of Yρ

j (t) in (5.9) are normal inverse Gaussian distributions with parameters

(γ j , β j , δ j ), that are self-decomposable. The one-dimensional processesY ρ
j (t), j = 1, . . . , d

are Sato subordinated Brownian motions. Therefore in a multivariate asset model the pro-
cess provides time varying correlations and time inhomogeneity also for single assets. The
process Yρ(t) has a total of 2 + 3n + n(n−1)

2 parameters: a and q are common parame-
ters; γ j , β j , δ j , j = 1, ..., n are marginal parameters and ρi j , i, j = 1, ..., n, are the Bρ

correlations.

123



Mathematics and Financial Economics

From (5.5), the time t characteristic function μ̂
ρ
t of Yρ(t), is

μ̂
ρ
t (u) = −

d∏
j=1

exp

{(
1 − a

ζ j

)(√
ζ 2

j − 2tq(iβ jδ
2
j u j + 1

2
δ2j u

2
j ) − ζ j

)

−a

(√
1 − 2tq(iuT μρ − 1

2
uT �ρu) − 1

)}

where ζ j = δ j

√
γ 2

j − β2
j . The linear correlations are given in (5.7) with σ j = δ j , μ j = βδ2j ,√

a j = 1
ζ j
, E[Z ] = a and V [Z ] = a where a ≤ min{ 1√

a j
}. The ρα-NIG in Luciano and

Semeraro [21] is the Lévy process with unit time characteristic function μ̂
ρ
1 (z). A ρα-NIG

process Y L(t) has correlations constant over time and ρY L (t)(i, j) = ρYρ(1)(i, j), for each
t > 0. The ρα-NIG process is recalled in Appendix B.

Recently, Boen and Guillaume [3] proposed a multivariate process with marginal Sato
processes to model asset returns. They model asset log returns at unit time as linear combina-
tions of independent self-decomposable random variables, obtaining the same dependence
structure as the multivariate Lévy process introduced in Ballotta and Bonfiglioli [1]. In fact,
these two processes have the same unit time distribution. Differences between the unit time
distribution in Boen and Guillaume [3] and ours are both in the one dimensional marginal
distributions and in the dependence structure. The marginal distributions in Boen and Guil-
laume [3] do not belong in general to a given class. The restrictions needed to specify the
marginal distributions become challenging from a numerical point of view in the calibration
of the model as the number of assets increases. The one dimensional unit time distributions of
the ρ-factor-based subordinated Brownian motion can easily be specified to belong to given
classes with good fit properties, e.g. the NIG distribution. This is an advantage for calibration,
where a simple two step procedure can be performed and easy calibration is possible also
with a large number of assets (Luciano et al. [19]). Regarding the dependence structure, Boen
and Guillaume [3] propose a linear combination of independent random variables and in their
model, if the correlation is zero, the marginals are independent. In our model, the dependence
that arises from the subordinator makes zero correlation and dependent marginals possible,
as discussed in Luciano and Semeraro [20]. Nevertheless, the main difference between the
two approaches is in time inhomogeneity. The multivariate Sato process in Boen and Guil-
laume [3] has time inhomogeneous increments, but their log return correlation is constant
over time. Our idea to include time homogeneity with a Sato subordinator allows us to model
time varying correlation, and this is the main feature of this model. Subordination allows us
to take advantage of the scaling properties of the Brownian motion to obtain time dependent
correlations. Othermultivariate processes withmarginal Sato processes have been introduced
before, e.g Guillaume [13], Boen and Guillaume [4] and Marena et al. [25]. The multivariate
process in Marena et al. [25] has the same ρα − N I G unit time distribution. However, in all
these models correlation is constant over time.

5.3 Calibration and fit

The calibration of the process on financial data requires to estimate a multivariate time-
inhomogeneous process. The calibration of multivariate time-inhomogeneous processes is
out of the aim of this work. Some results of ML estimation of time inhomogeneous processes
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can be found in the literature, see for example Egorov et al. [9], where the authors considered
a one dimensional process.

This section aims at showing that log returns increments do not scale as stationary incre-
ments do and that the factor-based S-IG subordinated Brownian motion can be a good and
parsimonious - in terms of number of parameters - extension of the ρα-NIG Lévy model. For
this reason, the parameters common to both the models are calibrated on the Lévy process
and kept as realistic parameters for the Sato extension. Then the potentiality of adding a
parameter that drives time-inhomogeneity is shown.

Define a bidimensional price process, S = {S(t), t ≥ 0}, by
S(t) = S(0) exp(ct + Y(t)), c ∈ R

2, (5.10)

where c is the drift term (equivalently, S j (t) = S j (0) exp(c j t + Y j (t)), t ≥ 0, j = 1, 2.).
The actual horizon specific return for asset i on day t is evaluated as

Yi (h) = log

(
Si (h)

Si (0)

)
− ci h. (5.11)

Suppose that the daily return is a random variable Y with a ρα-NIG distribution. The ρα-
NIG distribution is associated with a Lévy process. However, this law is also associated to
the factor-based S-IG subordinated Brownian motion at unit time. This latter process has
independent increments that are not identically distributed. The scaling parameter q drives
time-inhomogeneity that, in this first application, we observe by focusing only the correlation
function.

5.4 Sensitivity analysis

The parameters of the factor-based S-IG subordinated Brownian motion are: the marginal
parameters (c, γ, β, δ), the correlation parameters a, ρ and the parameter q . To have realistic
parameters we calibrated the ρα-NIG Lévy process on daily returns. In this way, we calibrate
the marginal parameters (c, γ, β, δ) and the correlation parameters a, ρ. Since the ρα-NIG
process has the same distribution of the factor-based S-IG Brownian motion at unit time, the
parameter found can be assumed to be realistic parameters also for the Sato extension. Then,
we kept the calibrated parameters fixed we moved the parameter q of the Sato extension
to show how q drives the correlation function ρYρ(t)(1, 2) = ρYρ(t). We considered log
returns on four assets of one of the main Italian indices, FTSE MIB, from September 29,
2016 to September 28, 2021. We looked at the following assets Amplifon (AMP.MI), Eni
(ENI.MI), Mediobanca (MB.IM) and FinecoBank (FBK.MI), thus we had six pairs of assets.
The assets were chosen to have different levels of pairwise correlation. For example MB.IM
and FBK.IM belong to the same sector, while Amplifon is expected to have a low correlation
with them.

Calibration on daily returns was performed in two steps, following Luciano et al. [19]. We
fitted the marginal parameters from marginal daily return data; then we selected the common
parameters by matching daily historical return correlations for each pair. We used MLE to
estimate the marginal return distribution on each stock individually. The density function
was recovered by applying the Fractional Fast Fourier Transform (FRFT)1. Initial conditions

1 Following the notation in Chourdakis [7] the FRFT setup is: N = 217, δ = 0.25, where δ is the u grid
spacing. Let b the absolute value of the maximum observed log return and let λ = 2b/N ; xk = −b + kλ and
α = δλ/(2π).
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Fig. 1 Model (dotted line) vs kernel (solid line) densities

were chosen according to the method of moments (see Seneta et al. [34] and Prause [28] for
details).

The goodness of fit was evaluated by the KS test. For all assets, we could not reject the
null hypothesis that the sample daily returns came from the model distribution, at the 5%
level of significance. Figure 1 provides the plots for the density fit of each marginal return.

Following Luciano et al. [19], given the marginal parameters, for each pair (i, j) we
jointly calibrate the common parameters a and ρi j by fitting their sample return correlation.
Specifically, for each pair (i, j), we minimized the root-mean-squared error between the
empirical and the ρα-model return correlation. Since all the marginal parameters were fixed
from step one, the correlation coefficient ρY

i j between pair i and j depends only on a and on
ρi j , this allowed us to have a very good fit in the bivariate case. As discussed in Marena et
al. [25] we underline that the same correlation can be fitted with different pairs (a, ρi j ). In
fact the parameter a also drives nonlinear correlation and makes it possible to achieve zero
correlation and nonlinear dependence (see also Luciano and Semeraro [20]). The estimated
marginal parameters γ j , β j , δ j are reported in Table 1. The common parameters a and ρi j

for each pair and the daily correlations are reported in Table 2.
We shall now focus on the factor-based S-IG subordinated Brownian model. We left the

same parameters calibrated on daily returns and we addressed long horizon correlations by
moving q .We firstly considered daily returns (1d) as a benchmark, thenwe considered returns
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Table 1 Maximum likelihood
estimates of marginal NIG return
distributions for the ραNIG
distribution

Asset c γ β δ

AMP.MI 0.0032 41.8689 −4.6962 0.0174

ENI.MI 0.0013 40.1467 −5.2611 0.0107

FBK.MI 0.0021 49.4146 −3.2715 0.0185

MB.MI 0.0015 39.2550 −3.0975 0.0132

Table 2 Estimates of a and ρ,
model correlations ρA . Asset
correlations are equal to model
correlation, because the error is
lower that 10−5

Pair of assets a ρ ρA

AMP.MI; ENI.MI 0.3823 0.3297 0.2522

AMP.MI ;FBK.MI 0.6074 0.3665 0.2745

AMP.MI; MB.MI 0.4711 0.3449 0.2763

ENI.MI; FBK.MI 0.3963 0.7647 0.4809

ENI.MI; MB.MI 0.4191 0.5802 0.5178

FBK.MI;MB.MI 0.5836 0.4414 0.3813

Fig. 2 Correlation q-dynamics of Assets ENI.MI, MB.MI for the four choices of t - from left top to right
down: 1d, 1m, 3m, 6m

at different time horizons: a month (1m), a quarter (3m) and half a year (6m). All the pairwise
model correlations found with the estimated parameters have similar evolutions as functions
of q and time. We shall therefore focus on the pair ENI.MI, MB.MI -the one with the highest
daily correlation. Figure 2 illustrates the correlation as a function of parameter q for the four
different time horizons. It is evident that the correlation is increasing in q .

Figure 3 illustrates the correlation as a function of time horizon t for the four different
values of q considered, the correlation increases in the time scale too.

Finally, Fig. 4 shows the correlation surface and its level curves.
The above figures show that -with our estimates of the other parameters- correlations are

increasing functions of q and t .

123



Mathematics and Financial Economics

Fig. 3 Correlation t-dynamics of Assets ENI.MI, MB.MI for the four choices of q - from left top to right
down: 0, 0.5, 1.5, 5

Fig. 4 Correlation surface and level curves

5.5 Correlation function fit

Firstly,we show that theLévymodel needs to be extended by showing that sample correlations
do not scale as they do in stationary processes, where they are not affected by the time scale,
as discussed in Appendix C. Then, we look for a value of q able to fit the observed sample
correlations at different time scales: a day (benchmark), a month, a quarter and half a year.

For each pair of stocks we computed empirical correlations using returns at different time
scales over the same time period: we use daily increments for daily returns, monthly incre-
ments for monthly returns, etc... . If increments were i.i.d. the empirical correlation should
not be affected by the time scale. Table 4 shows that empirical correlations are significantly
different, being 0.52 for daily returns and 0.82 for 6m returns over the same time period,
therefore empirical returns do not scale as stationary processes do. We then proceeded by
looking for the value of q that minimizes the distance between the four sample correlations
and the corresponding model correlations.
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Table 3 Estimates of q for
t = 1d, 1m, 3m, 6m

Pair of assets q

AMP.MI; ENI.MI 1.0836

AMP.MI ;FBK.MI 0.9704

AMP.MI; MB.MI 1.1134

ENI.MI; FBK.MI 0.9939

ENI.MI; MB.MI 1.0925

FBK.MI;MB.MI 1.2010

Table 4 Model and empirical
correlations for the pair ENI.MI;
MB.MI and t = 1d, 1m, 3m, 6m

t ρM ρA

1d 0.5207 0.5178

1m 0.6411 0.6791

3m 0.7583 0.7627

6m 0.8186 0.7785

Formally for each pair of assets we minimized:

RM SE (q) =
√√√√1

n

n∑
i=1

(
ρ

emp
Y (ti ) − ρY (ti , q)

)2
,

where ρ
emp
Y (ti ) and ρY (ti , q) are the sample and model return correlations at horizon ti ,

respectively. These correlations depend only on the scale parameter q . Table 3 exhibits q
estimates, the calibration error order is always 10−2 or lower.

Since the results are similar for each pair, we focus on the pair ENI.MI; MB.MI, that gave
the highest daily correlations. In Table 4 we report the model and empirical correlations. The
parameter q found allowed us to fit correlations of returns at different horizons.

Although this first example does not provide a calibration of the process on real data,
its aim is twofold. Firstly, it shows that Lévy processes need to be extended to model time
inhomogeneity. Secondly, it shows that the correlation function of the factor-based S-IG
subordinated Brownian motion is able to fit sample correlations at different scales with only
one parameter and therefore this model is a good candidate for asset return modelling.

We conclude our analysis by showing (Table 5) the model limit correlations for t → 0
and t → ∞ and the half a year empirical correlations. Notice the daily correlations (Table 2)
was close to the minimal correlation allowed by the model and the maximal correlation was
not been reached over six months. This is a possible consequence of our choice to set a day
as the unit time.

Remark 3 In a T αS process, the regularity of the sample paths can be described in terms of
the single parameter α, as stated in Proposition 2.1. In our multivariate asset models we use
ET αS subordinators, for which the parameter α lies in [0, 1), as stated in Proposition 3.1.
In fact, subordinators have bounded variations. Nevertheless, moving the parameter α, the
subordinated process can exhibit bounded or unbounded variations - see Proposition 5.2.
For example, a Sato subordinated Brownian motion with a gamma subordinator has time
one distribution of variance gamma type. Thus, it has bounded variations, while a Sato
subordinated Brownianmotion with an IG subordinator has time one distribution of NIG type
and unbounded variations. In a multi-asset setting, the sample paths of different asset prices
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Table 5 Correlation bounds for the pair ENI.MI; MB.MI

Pair limt→0 ρYρ(t)(l, j) ρY(6m) limt→∞ ρYρ(t)(l, j) = ρS

AMP.MI; ENI.MI 0.2265 0.5963 0.6869

AMP.MI ;FBK.MI 0.2733 0.5087 0.7458

AMP.MI; MB.MI 0.2654 0.6325 0.7694

ENI.MI; FBK.MI 0.4849 0.5439 0.6341

ENI.MI; MB.MI 0.5175 0.8186 0.8921

FBK.MI;MB.M 0.4316 0.7329 0.7395

can exhibit different levels of local regularity. Multivariate tempered stable distributions, as
defined by Rosinski [29], have a unique parameter α. As a consequence, the trajectories
of each coordinate have the same parameter α. Our construction relies on subordinators
belonging to this class, therefore the sample paths of different asset prices exhibit the same
level of local regularity. Although the extension of the class of ET αS subordinators is beyond
the scope of this paper, this is an important issue. A first step to extend the class of ET αS
subordinators to have a vector parameter α could be to allow X j (t) and Z(t) in (5.1) to have
different parameters α. For example in a bivariate case if X1(t) and Z(t) have α = 0 (gamma
distributed) and X2(t) has α = 1

2 (IG distributed), the subordinated process in (5.4) has
marginals Y1(t) of variance gamma type and Y2(t) with the component B1(X1(t)) of NIG
type. Therefore, the sample paths of Y1(t) have bounded variations and the sample paths of
Y2(t) do not.

6 Conclusion

We began by introducing and characterizing a self-decomposable class of multivariate expo-
nential tempered distributions and the associated multivariate Sato subordinators. Then we
constructed a multivariate additive process which is able to incorporate time inhomogeneity
by additive subordination of a multivariate Brownian motion. The main contribution of Sato
subordination is the provision of time varying correlations, while remaining parsimonious in
the number of parameters and providing a good fit on financial data. Although the empirical
investigation of Sato subordination is beyond the purpose of this paper with a calibration
on financial data we have shown that the model is capable of fitting correlations at different
time scales for given unit time marginal parameters. In fact, we first calibrated the unit time
distribution -not affected by parameter q - in two steps, following Luciano et al. [19]. Then
we performed a sensitivity analysis on q and then calibrated q to fit time correlations of
returns at different time horizons. This way, we showed the features of the model and the
role played by the parameters. A joint multivariate calibration, for example with MLE, could
improve the fit of the model.

A full multivariate calibration of factor-based Sato subordinated Brownian motions on
financial data is one of our future research directions. A second research direction will be to
weaken the assumption of a Sato exponent common to all assets. In the present work, we built
on self-decomposability of multivariate ET αS distributions and considered a multivariate
Sato subordinator with scaling parameter q common to all the one-dimensional processes.
Since the factor-based S-IG subordinator has self-decomposable marginal distributions, a
natural extension would be to allow each marginal process to have its own Sato exponent.
To this aim a further step will be to study operator self-decomposability of multivariate
ET αS-distributions and the associated Sato subordinators. Finally, path regularity of ET αS
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subordinated Brownian motions are linked to the parameter α, that is common to all assets.
A third future research direction will be to investigate the possibility of extending the class
of multivariate ET αS distributions to allow different asset returns to exhibit different levels
of path regularity.
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Appendices

A Self-decomposability and Sato processes

The Lévy measure of a self-decomposable distribution μ is of the form (Sato [32], Theorem
15.10):

ν(E) =
∫

Sd−1

∫ ∞

0
1E (rw)

kw(r)

r
drλ(dw) (A.1)

where λ is a finite measure on Sd−1, kw(r) ≥ 0 is measurable in w, decreasing in r > 0. The
Lévy measure of a self-decomposable distribution on R has the form:

ν(E) =
∫
R

1E (x)
k(x)

||x || dx

where k(x) ≥ 0 is increasing on (−∞, 0) and decreasing on (0,∞). Therefore a multi-
variate measure μ ∈ L(Rd) is self-decomposable if and only if its radial component is
self-decomposable. The characteristic function of a d-dimensional self-decomposable dis-
tribution μ in Cartesian coordinates has the form

μ̂(z) = exp{iγ · z +
∫
Rd

(ei〈z,x〉 − 1 − i〈z, x〉1||x||≤1(x))
h(x)

||x|| λ̃(dx)},

where

λ̃(E) =
∫

Sd−1

∫ ∞

0
1E (rw)drλ(dw), (A.2)
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and h(x) = k x
||x|| (||x||). Thus

ν(E) =
∫

Sd−1

∫ ∞

0
1E (rw)

kw(r)

r
drλ(dw)

=
∫
Rd

1E (x)
k x

||x|| (||x||)
||x|| λ̃(dx).

If λ is the measure σ induced on Sd−1 by the Lebesgue measure on Rd we have

μ̂(z) = exp{iγ · z +
∫
Rd

(ei〈z,x〉 − 1 − i〈z, x〉1||x||≤1)
h(x)

||x||d dx}, (A.3)

A distribution is self-decomposable if and only if for any fixed q > 0 it is the distribution
of Y(1) for some additive process {Y(t), t > 0} which is q-self-similar (see Sato [32] as a
standard reference for self-similar processes ). A process Y(t) is q-self-similar if for each
a > 0

Y(at)
L= aqY(t),

where
L= denotes equality in distribution of processes. The probability law of a Sato process

at time t is obtained by scaling a self-decomposable law μ (see Carr et al. [6]). If Y(t) is a
Sato process, we have :

Y(t)
L= tqY ,

where Y ∼ μ and q is the self-similar exponent. The time t characteristic function of
Y(t) ∼ μt is given by

μ̂t (z) = μ̂(tq z), ∀z ∈ R
d .

B Factor-based �˛models

We first introduce the Lévy class of factor-based multivariate subordinators used to con-
struct the R

n-valued asset return process {Y(t), t ≥ 0}. A multidimensional factor-based
subordinator {G(t), t ≥ 0} is defined as follows

G(t) = (X1(t) + α1Z(t), ..., Xn(t) + αn Z(t)), α j > 0, j = 1, ..., n, (B.1)

where X(t) = {(X1(t), ..., Xn(t)), t ≥ 0} and {Z(t), t ≥ 0} are independent subordi-
nators with zero drift, and X(t) has independent components. Let B(s) and Bρ(t) =
(Bρ

1 (t), ..., Bρ
n (t)) be the multivariate Brownian motions in Definition 5.2, independent of

B(t). The Rn-valued subordinated process {Y L(t), t > 0} defined by

Y L(t) =
⎛
⎝ B1(X1(t)) + Bρ

1 (Z(t))
....

Bn(Xn(t)) + Bρ
n (Z(t))

⎞
⎠ , (B.2)

where X j (t) and Z(t) are independent subordinators, independent of B(t) and Bρ(t) is
a factor-based subordinated Brownian motion, called ρα-model. Clearly if G(1) has the
same unit time distribution of S(1) in Definition 5.1, also Y L(1) and Yρ(1) have the same
distribution.

Let now Y L(t) be the process defined in (B.2). If X(t) and Z(t) are Lévy subordinators
with unit time distribution in (5.8) and if we set μ j = β jδ

2
j and σ j = δ j the process
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Y L(t) is the ρα-NIG process in Luciano and Semeraro [21]. Obviously Y L(t) and Yρ(1) in
Definition 5.3 have the same distribution at unit time.

C Lévy vs Sato correlation functions

The correlation functions of a subordinated Lévy process Y L(t) defined in (B.2) are

ρY L (t)(h, j) = ρhjσhσ j
√

ah
√

a jE[Z ] + μ jμha j ahV(Z)√
(σ 2

j E[G j ] + μ2
jV[G j ])(σ 2

h E[Gh] + μ2
hV[Gh])

, 0 ≤ h < j ≤ n.

(C.1)

They are constant over time and - if G(1) has the same unit time distribution of S(1) in
Definition 5.1 - equal to ρYρ(1)(h, j) in (5.7). This is a consequence of the Lévy process
stationarity. If increments are i.i.d. the covariance functions scale as the variance functions,
specifically:

V [Y L
h (t)] = tV [Y L

h (1)] and cov(Y L
h (t), Y L

j (t)) = tcov(Y L
h (1), Y L

j (1)). (C.2)

Consequently correlation functions are constant over time.
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