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Abstract: Adoption of electromechanical actuation systems in aerospace is increasing, and so reliable
diagnostic and prognostics schemes are required to ensure safe operations, especially in key, safety-
critical systems such as primary flight controls. Furthermore, the use of prognostics methods
can increase the system availability during the life cycle and thus reduce costs if implemented
in a predictive maintenance framework. In this work, an improvement of an already presented
algorithm will be introduced, whose scope is to predict the actual degradation state of a motor in
an electromechanical actuator, also providing a temperature estimation. This objective is achieved
by using a properly processed back-electromotive force signal and a simple feed-forward neural
network. Good prediction of the motor health status is achieved with a small degree of inaccuracy.

Keywords: prognostics; electromechanical actuators; neural network; temperature

1. Introduction

Electromechanical actuators (EMA) are widely used in industry, and in recent decades
are seeing increasing adoption in the aviation sector, especially when the more electric or
all-electric [1] design philosophies are adopted, which seeks to reduce secondary power
type usage, using mostly or exclusively electrical power for systems actuation [2].

An interesting application of the more electric philosophy is in the Airbus A380 where
two electrical lines are used as backup sources of power in case of loss of the main hydraulic
lines. However, electrohydrostatic actuators (EHAs) are used rather than EMAs, since
one of EMAs’ most common failure modes is jamming [3]. Jamming is characterized by a
sudden actuator stop in a certain position, thus locking the flight control surface position,
creating a dangerous moments imbalance and thus possibly uncontrollable yaw, pitch or
roll. Furthermore, the estimation of jamming probability is harder than for EHAs, where
the knowledge regarding current hydraulic actuators can be used [4].

For this reason, as of today the use of EMAs is still mainly limited to non-safety-critical
systems, such as secondary flight systems, high-lift devices or airbrakes. However, EMAs
have some merits that make them preferable over other architecture, such as complexity,
weight and maintenance requirements, especially in low-power applications [5]. In fact,
the simplest method for providing mechanical power using an electrical supply is an
electromechanical actuator, which in its most basic form is an electrical motor with a
mechanism converting rotary motion to linear (using for example a ball screw). Usually,
in aviation, given the high actuation torques needed and the volume constraints, some
form of a reducer is incorporated between the motor and the rotation-linear converter to
multiply the motor torque. A schematic view of an EMA is shown in Figure 1.

Another important aspect to consider is the lack of extensive failure datasets in operat-
ing conditions, which further discourages the adoption of EMAs given the severity of some
failure modes [6]. Even though EMAs, as previously stated, are already used in secondary
flight control actuation, data obtained for this use case are not directly transferable for
primary flight control due to the very different operating nature of the two applications.
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Figure 1. Block schematics of an EMA.

To increase safety and reliability, Prognostics and Health Management (PHM) could
prove beneficial. The traditional definition of PHM can be found in [7], where it is defined
as the ability to evaluate the current health status and predict the future behavior of a
system, using knowledge of the current state; additionally, maintenance can be planned
accordingly to properly maintain the system.

Several approaches to PHM exist and can be classified into three different categories:
model-based, hybrid or data-driven, depending on the degree of knowledge of the system
studied and the availability of data.

Model-based PHM uses a representation of the system (or component) of interest,
using a set of differential Equations [8–10]. If properly modeled, the system status can
be assessed with good accuracy and fault propagation is generally embedded in the fault
model [11,12]. The main drawback of model-based approaches is the difficulty in creating
accurate and representative models for complex systems; in particular in aeronautics, it is
hard to model, or present in a simplified way, complex interactions such as aerodynamics
or mechanical backlash.

The opposite approach is data-driven, where the system is treated as a black box,
i.e., without detailed knowledge. In this case, machine learning methods are widely used
to detect variations in the system’s health status. One of the most used tools is Neural
Networks of various kinds, such as in [13–16]. Some other tools used are combinations of
filters and neural networks, as in [17,18], Bayesian inference [19] and Markov chains [20].
The main weakness of data-driven approaches is the need for a large dataset, which
is generally not readily available, especially if run-to-failure of complex and expensive
systems are needed.

Hybrid approaches use both model-based and data-driven techniques. The idea is
to create a physical model of the system, extract relevant health indicators using physical
quantities, and then use machine learning techniques to obtain an estimation of the actual
system health status. Examples can be found in [21–24].

In this work, a hybrid prognostic method to evaluate the damage of a BLDC is
presented, using the back-EMF signal as a prognostic indicator. In particular, the paper
will describe an evolution of the algorithm presented in [25], which has been improved
and can now also give a temperature estimate of the motor phases, besides the damage to
individual stator coils and the static eccentricity of the rotor.

2. Materials and Methods
2.1. Scope of the Work and Novelties Introduced

The scope of this work is to present an evolution of the prognostic algorithm presented
in [25]. The use of the back-EMF coefficient is supported by the fact that it is sensitive to
the faults of interest (partial inter-turn shorts, static eccentricity), while not being affected
by the command or load imposed on the actuator, as demonstrated in [26].

As previously stated, in this work the effect of temperature on phase resistance is
also considered. The inclusion of temperature dependency requires a new approach to the
evaluation of system status.
The algorithm can be described as follows:

1. Faults vectors are generated, and the system is simulated using these values, obtaining
a simulations dataset;
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2. Relevant physical quantities are logged for each simulation (e.g., voltages, currents,
motor angular position and speed);

3. In each simulation, for each phase, an estimation of the back-EMF coefficient is calculated;
4. Estimation error is minimized by obtaining the real values of phase resistance and

back-EMF coefficient;
5. These values are used in a neural network to predict the health status of the system.

The first two steps are self-explanatory; the faults are modeled as in [25], using a fault
vector f = [Na, Nb, Nc, ξx, ξy, ∆T], with 6 different components: Na, Nb, Nc which are
the fraction of turns shorted for each phase; ξx, ξy which are the components of static
eccentricity in cartesian coordinates (in [25] polar coordinates are used) and finally ∆T
which is the temperature deviation from reference conditions T0 = 20 ◦C. The variation
ranges for the variables are the same as those in [25]. For stator windings temperature, the
range ∆T = [−50; + 70] ◦C is chosen, since it is representative of conditions encountered
in aeronautical applications. However, the range chosen might be too restrictive to include
sudden transitory temperature spikes and might need adjustments in future developments.
The faults are injected into the model prior to each simulation.

In the third step, the estimation of the back-EMF coefficient is obtained using the
following equation:

V − k′ω = V − (k + ke)ω = R0i (1)

where k′ is the estimated back-EMF coefficient and ke is the estimation error. In this case,
values of V, ω, i are those that can be measured from the simulation (and by extension,
from a real system), while R0 is the nominal resistance of a phase. There is an error in
the estimation of the back-EMF coefficient since the nominal resistance is used, thus not
considering the effect of both a temperature variation and partial phase to phase short,
which changes this value.

The actual (or true) system condition is described by:

V − kω = R · i = (R0 + ∆R)i (2)

where k is the true back-EMF coefficient, R = (R0 + ∆R) is the true resistance, i.e., the
effective resistance of the coil in the instantaneous conditions of temperature, fault, etc. and
∆R is the deviation of actual resistance from nominal value.

Now, subtracting Equation (2) from Equation (1) and rearranging, one can obtain:

ke = ∆R
i
ω

(3)

Assuming that ∆R is constant (i.e., R varies slowly), which is reasonable in the frame-
work presented, since each measurement is very short (in the order of one second), derivat-
ing Equation (3) we have:

∂ke

∂(i/ω)
= ∆R (4)

Furthermore, assuming that k is constant, which implies that the fault does not change
during the simulation, we can obtain:

∂(k + ke)

∂(i/ω)
=

∂k′

∂(i/ω)
= ∆R (5)

So, we have demonstrated that k′ = (k + ke) is linearly dependent to i/ω with a slope
equal to ∆R. Now, to obtain the real values of back-EMF coefficient and resistance, we have
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to iteratively reconstruct the value of k (Equation (2)), using a temporary R∗ variable to
optimize to make Equation (5) equal to zero. This stems from the definition of back-EMF:

|BEMF| = ∂Φ
∂t

=
∂Φ
∂θ

∂θ

∂t
=

∂Φ
∂θ

ω → k j(nj, θ, T) =
∂Φ(nj, θ, T)

∂θ
(6)

where Φ is the concatenated magnetic flux, n is the number of shorted turns and T is the
temperature. In other words, the concatenated magnetic flux is a function of angle, number
of turns and temperature and so is the back-EMF coefficient k j. It does depend only on
motor geometry and on the magnetic properties of the magnets, and thus the temperature
dependency. In this preliminary work, the temperature-induced variation of magnetic
properties is not considered and will be added in further developments.

The following problem must then be solved:
V − k∗ω = R∗ · i

∂(k∗)
∂(i/ω)

= 0
(7)

At convergence, we obtain R∗ = R which implies ke = 0 (from Equation (2)): we are
calculating true resistance and true back-EMF coefficient. In this work, a simple bisection
method is used to perform the optimization.

Up to this point, we have considered k j(θ, i/ω), as visible in Figure 2, where the
subscript j indicates one of the three phases; in this case, the number of variables to
optimize will be 3 · n, where n is the number of subdivisions along the θ axis. The total
number of variables will thus be 6 · n, i.e., 3n values of resistance and 3n values of back-
EMF coefficient.

However, in order to simplify the computation, the dependence on θ has been dropped,
thus collapsing the 3D graph into a 2D plot of k j(i/ω), i.e., Figure 3. Now, a ’global’ (or
generalized) k j approximation can be calculated, using least square fit. Values close to
zero have been discarded, since they provide no additional information, and an absolute
value on k j has been applied. The final result is a reduction of the number of variables
from 6 · n to 6, i.e., 3 generalized resistances (one for each phase) and 3 generalized back-
EMF coefficients.

These 6 values are used in a simple feed-forward neural network to perform an
estimation of the fault vector f .

Figures 2 and 3 have been obtained using a parabolic position command (i.e., a speed
ramp) with a constant angular acceleration of 0.3 rad/s2; initial conditions are zero angular
position and zero angular velocity (θ = θ̇ = 0). The following fault vector was seeded:
f = [0.0375, 0.0504, 0.0507, 0.0059, 2.8 · 10−5, 4].
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Figure 2. Reconstructed ka as function of both θ and i/ω.

Figure 3. Reconstructed ka as function of i/ω (non optimized).

2.2. Brief System Overview

As previously stated, the system used to test the algorithm is the same as that used
in [25,26], with minor modifications (Figure 4); it represents an electromechanical actuator
acting on a flight surface.

The model is a high fidelity representation of a trapezoidal EMA acting on secondary
flight control. It is a detailed, component-level model with very limited assumptions, i.e.,
lumped parameters. Many non-linear phenomena are modeled, including but not limited
to electronic noise, dry friction and current and speed saturations. The model has been
validated on literature data as reported in [27,28]. For further details on the model, please
refer to [26].

With respect to previous iterations, the main enhancement is the implementation of a
temperature dependency on phase resistance (each of the three RL branches in Figure 5),
using the classical equation:

R = Rre f (1 + α∆T) (8)
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where α = 0.00404 ◦C−1 is the resistance temperature coefficient of copper (the materials
of which the coils are made), Rre f is the reference temperature resistance (in this case
Tre f = 20 ◦C) and ∆T is the temperature difference from Tre f .

Figure 4. Top level view of the actuator model.

Figure 5. Phases model detail (a subsystem of ‘BLDC electromagnetic model’).

Furthermore, the external load is set to zero, supposing an actuation during ground
operations, while the actuation command is now a parabolic position command (i.e., a
velocity ramp, or constant acceleration), since using this type of command better covers the
(i/ω) space and thus embed more information in the same simulation time as opposed to
more classical commands such as position ramps or steps.

Some examples of the data obtained after simulations can be found in Figures 6 and 7.
It can be noted how the first ∼40 ms present strong fluctuations in the current and voltages
values (but also angular velocity): this is due to the strong non-linear effects modeled in the
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system, e.g., dry friction. For this reason, the first ∼50 ms of each simulation are discarded
before applying the algorithm presented.

Figure 6. Graphs of phase current for different fault conditions.

Figure 7. Graphs of phase voltage for different fault conditions.

2.3. Dataset Used

The number of different fault conditions simulated is 600; the dataset has been ran-
domly divided into 70%, 15%, 15% subsets for training, validation and testing, respectively.

Dataset size has been empirically chosen to be a good representation of the 6-dimensional
fault space; the dataset, regarding the first 5 variables of the fault vector (Na, Nb, Nc, ξx, ξy)
is the same presented in [25], with the two eccentricity components now transformed into
cartesian coordinates from polar. For each fault vector, a temperature difference value (∆T),
randomly sampled from the interval considered, has been appended.

Using an AMD 5600X, each simulation takes about 50 s to run; parallel pooling has
been used to reduce the total dataset generation time, combined with Simulink Accelerator
mode. For this study, a full software workflow has been used. In other words, the full
system is simulated and relevant data logged. The algorithm presented is then applied
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and neural network outputs are compared to the fault vectors injected in the model before
simulation, which are considered ground truth.

In the future, we hope to implement the faults considered in this study on a real test
bench, even though it is a complex task, especially for the partial phase shorts.

3. Results

In this section, the network used for fault regression will be described. Several tests on
different hyperparameter combinations have been carried out, and the best performing set
has been used for error distribution calculation. The network architecture is very similar to
that presented in [25], with minor modifications to the values of the hyperparameters.

The architecture chosen is a feed-forward neural network with a single hidden layer
of size 12 (Figure 8); the training function uses the Levenberg–Marquardt algorithm; the
activation function for each neuron is the hyperbolic tangent sigmoid. The maximum size
of failed validation checks is set to 10.

As expected, the network inputs vector is of size 6—including 3 generalized back-EMF
coefficients and 3 generalized resistances, while the output is again of size 6 and is the fault
vector used to generate the simulation.

Figure 8. Neural network topology.

In Figure 9, the mean absolute error box plot for each variable is shown. For visualiza-
tion purposes, a new subset of 10 rows is used and called an external validation set. This
dataset has never been used during training of the neural network so it is a good represen-
tation of the predictive capabilities of the network with new data during operations. As
visible, the mean absolute error is very small, in the order of 0.02 on normalized data. The
error distribution is however uneven between variables and this might be caused by the
relatively small dataset used in training.

In absolute terms, the mean error for the ∆T estimation, on the external verification
dataset, is about 1.8 ◦C, which is a good result.

Figure 9. Mean absolute error for external validation set.
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4. Discussion

As described in the previous section, the prediction accuracy of the system is promising.
Even though the problem complexity has increased with respect to the previous algorithm [25],
the neural network is capable of predicting the system status with adequate accuracy.

The network regression task is probably aided by the extensive pre-processing applied
to raw data before being used as an input dataset, including filtering. In a real system,
properly calibrated filtering will be needed to smooth out high-frequency noise in the
signals of interest, before the application of the algorithm is presented.

Furthermore, the data compression techniques described in Section 2.1 are helpful in
reducing the dimensions of the regression problem, even though the estimation obtained is a
generalization of the health status rather than an estimation for each possible angular position.

5. Conclusions

In this work, an improved prognostic algorithm for EMA has been presented. The
strong points of this paper include the ability to estimate the current health status of
the motor in terms of fault variables including partial phase shorts, static eccentricity
and temperature deviation from ambient conditions. Furthermore, no additional sensors
besides those needed for normal operations are required. Motor damage estimation is
carried out using a feed-forward neural network after the application of the algorithm to
raw data.

As with any other work that includes neural networks in the pipeline, a parametric
optimization of the network could yield additional benefits in the form of higher accuracy
or a simpler network if the algorithm is to be implemented on embedded hardware.

Furthermore, several assumptions have been made to simplify the algorithm, mainly
the temperature independence of magnetic properties. Even though it is a reasonable
assumption for small variations of temperature (magnetic flux variation of ca. −4% for
100 ◦C for SaCo magnets), a generalized algorithm should include and simulate such
variations.

An increase in the simulation dataset size, after considering what the best combination
of actuation command and load is, could prove beneficial in further increasing the network
accuracy and robustness.

Finally, an empirical validation on properly calibrated equipment is mandatory to test
that the assumptions made are reasonable and can effectively represent the system status.
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Abbreviations
The following abbreviations are used in this manuscript:

BEMF Back Electro-Motive Force;
BLDC BrushLess Direct Current;
EHA Electrohydrostatic Actuator;
EMA Electro-Mechanical Actuator;
FDI Fault Detection and Identification;
PHM Prognostics and Health Management.
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