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Abstract
At the interface between two massless Dirac models with opposite helicity a paradoxical situation
arises: a transversally impinging electron can seemingly neither be transmitted nor reflected, due
to the locking between spin and momentum. Here we investigate this paradox in one spatial
dimension where, differently from higher dimensional realizations, electrons cannot leak along the
interface. We show that models involving only massless Dirac modes lead to either no solutions or
to trivial solutions to the paradox, depending on how the helicity change across the interface is
modeled. However, non trivial scattering solutions to the paradox are shown to exist when
additional massive Dirac modes are taken into account. Although these modes carry no current for
energies within their gap, their interface coupling with the massless modes can induce a finite and
tunable transmission. Finally, we show that such massless + massive Dirac model can be realized
in suitably gated spin–orbit coupled nanowires exposed to an external Zeeman field, where the
transmission coefficient can be controlled electrically.

1. Introduction

Conventional semiconductor heterostructures are typically described, within the envelope function and
effective mass approximations, by a Schrödinger Hamiltonian with a space dependent effective electron
mass varying along the growth direction and accounting for the different effective masses of the component
materials.

In the last two decades, however, it has been realized that in various materials such as graphene,
topological insulators and Weyl semimetals, the dynamics of the conduction electrons is well captured, in
physically relevant regimes, by a (D + 1)-dimensional massless Dirac electron model [1–7], where D
denotes the spatial dimension, and ‘+1’ the time dimension. These discoveries have thus spurred the
interest in the investigation of Dirac heterojunctions. Each massless Dirac cone is characterized by a given
helicity of the electron eigenstates, i.e. a sign encoding the locking between the propagation direction and
the orientation of a ‘spin-like’ degree of freedom, which can be a sublattice pseudospin, like in graphene, or
the actual angular momentum in topological insulators. In particular, when a junction is formed between
two Dirac materials with opposite helicity, a paradoxical situation emerges, as sketched in figure 1. A
right-moving electron (blue line on the left-hand side) impinging transversally towards a spin-inactive
interface can neither be transmitted nor be reflected, due to spin conservation. The Dirac paradox has been
discussed in heterojunctions between two 3D topological insulators, whose surface states are governed by a
2D massless Dirac Hamiltonian. In such a case the surface electrons turn out to ‘escape’ the problem by
leaking along the interface surface [8–11]. However, in a truly 1D realization of a Dirac model such way out
to an extra dimension does not exist and the Dirac paradox becomes even more interesting. The challenging
question is whether a solution in 1D exists and, if so, whether it can be realized in some physical system.

In this paper we investigate the Dirac paradox in 1D and address these problems. First, we show that, if
the helicity change across the interface is accounted for by an inhomogeneous velocity profile, the paradox
has no solution, in the sense that the continuity equation forbids the existence of scattering states and only
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Figure 1. Schematic representation of the Dirac paradox emerging at a heterojunction between two massless Dirac models with
opposite helicity. Blue and red lines describe spin-↑ and spin-↓ states, respectively. On the left-hand side of the junction,
right-moving electrons are characterized by spin-↑ and left-moving electrons by spin-↓, while the opposite occurs on the
right-hand side. A spin-↑ electron impinging from the left onto the interface can seemingly neither be transmitted nor reflected,
due to spin conservation.

allows for eigenstates that involve electron injection from both sides of the junction, which carry a
vanishing current. If, however, the interface directly introduces spin-rotation processes, the solution of the
paradox is of course trivial and transmission is possible. We then investigate whether non-trivial solutions
with proper scattering states and finite transmission exist without a spin-active interface. To this purpose,
we propose an extended model involving both massless and massive Dirac modes. We show that, despite
carrying no current for energies within their gap, the massive modes play a crucial role in inhomogeneous
problems like the Dirac paradox. In particular, as will be discussed in details, scattering states describing a
transmission from a spin-↑ incoming massless mode to a spin-↓ outgoing massless mode do exist, due to
the interface coupling between massless and massive modes. Moreover, the resulting transmission
coefficient is finite and tuneable.

We then discuss the possible realization of such extended model. While massless Dirac helical states have
been proven to exist at the edges of quantum spin Hall systems [12–16], this implementation is not optimal
for the Dirac paradox in 1D. Indeed, since these states flow at the boundaries of a 2D quantum well, an
heterojunction between two such wells with opposite edge helicity would exhibit a linear interface, whereto
electrons could leak, like in the case of heterojunctions between two 3D topological insulators mentioned
above. However, a truly 1D implementation of helical states has been realized with spin–orbit coupled
nanowires (NWs) exposed to a magnetic field [17–27], in the regime of spin–orbit energy much larger than
the Zeeman energy [28–33].

So far, this remarkable discovery has been mostly exploited in the search for Majorana quasi-particles
[20–27, 29, 30, 34–37]. However, further interesting research areas on NWs are fostered by the recent
advances in gating techniques [38–43], which nowadays enable one to control the Rashba spin–orbit
coupling (RSOC), both in magnitude [44–54] and sign [45, 55–57]. Because in a NW the helicity of the
massless modes is determined by the sign of the RSOC, a NW with two differently gated regions can
represent a truly 1D implementation of the Dirac paradox configuration. Notably, in such an
inhomogeneous setup, the massless helical modes are not sufficient to describe the low energy physics,
which turns out to be well captured by the massless + massive Dirac model we propose here, instead. The
resulting conductance can be tuned electrically over a wide range of values.

Our paper is organized as follows. In section 2 we analyze the Dirac paradox with two different models
involving only massless modes. Then, in section 3 we introduce a model with both massless and massive
Dirac modes and show how this can yield a finite transmission coefficient depending on three parameters.
Furthermore, in section 4 we show that this model can be implemented in a suitably designed setup
involving spin–orbit coupled NWs. Finally, in section 5 we discuss our results and draw our
conclusions.

2. Massless Dirac heterojunctions

Let us thus consider a junction connecting two 1 + 1 dimensional massless Dirac models

ĤL/R = vL/R

∫
Ψ̂†(x)σzpx Ψ̂(x) dx, (1)

2
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where ĤL and ĤR denote the Hamiltonians on the left and on the right side of the interface region,
respectively, Ψ̂ = (Ψ̂↑, Ψ̂↓)T is the 2 × 1 electron spinor field operator, px = −i�∂x is the momentum
operator, and σz is a Pauli matrix in spin space. Finally vL/R denotes the Fermi velocity. When vR and vL

have opposite signs, the helicity changes across the interface and the Dirac paradox emerges. The answer to
the paradox, if any, heavily depends on how the crossover from ĤL to ĤR occurs, as we shall discuss here
below considering different models.

2.1. Model 1: velocity sign change
The most straightforward way to implement the crossover from ĤL to ĤR is to assume that the entire
system is characterized by an inhomogeneous velocity v(x), varying from vL to vR over a certain crossover
length λ. Since the momentum operator px does not commute with an inhomogeneous velocity profile
v(x), a quite natural approach is to replace their product pxv by a half of their anticommutator, obtaining
the following Hamiltonian

Ĥ =

∫
Ψ̂†(x)σz

{v(x), px}
2

Ψ̂(x)dx. (2)

The current operator associated to equation (2) is

Ĵ(x) = ev(x)Ψ̂†(x)σzΨ̂(x), (3)

with e denoting the electron charge, whereas the Heisenberg equation dictated by Hamiltonian (2) reads

∂tΨ̂ = −σz

(
v(x)∂xΨ̂ +

∂xv

2
Ψ̂

)
. (4)

Looking for stationary solutions Ψ̂(x, t) = Ψ̂E(x)e−iEt/� and multiplying equation (4) by σz on the left, the
equation reduces to

∂xΨ̂ = v−1(x)

(
−∂xv

2
σ0 + i

E

�
σz

)
Ψ̂, (5)

whose formal solution is

Ψ̂E(x) = exp

[
−1

2

∫ x

xR

∂xv

v(x′)
dx′

]

× exp

[
iEσz

∫ x

xR

dx′

�v(x′)

]
Ψ̂E(xR), (6)

where xR is some arbitrary reference space point. One can now exploit ∂xln|v(x)| = ∂xv/v(x), denote
kE(x) = E/�v(x) and write

Ψ̂E(xR) =
u√

2π�|v(xR)|
âE, (7)

where u is a position-independent 2 × 1 spinor and âE the related energy-E mode operator fulfilling
{aE, a†E′} = δ(E − E′). At each energy E there are thus two independent solutions, corresponding to two
mutually orthogonal choices for the spinor u. Then, equation (6) takes the form

Ψ̂E(x) =
1√

2π�|v(x)|
eiσz

∫ x
xR

kE(x′)dx′ u âE, (8)

which straightforwardly implies that at any space point x, including possible discontinuity points of v(x),
the following boundary condition holds√

|v(x+)|Ψ̂E(x+) =
√
|v(x−)|Ψ̂E(x−), (9)

where x± = x ± ε with ε → 0.
If v(x) varies in magnitude from vL to vR while preserving a (say) positive sign, v(x) = |v(x)|, the

Hamiltonian (2) can equivalently be rewritten as

Ĥ =

∫
Ψ̂†(x)σz

√
v(x)

[
px

√
v(x)

]
Ψ̂(x)dx. (10)

In this case, one finds that the transmission coefficient is always 1, regardless of the specific values of
vL, vR > 0, as discussed in reference [58].

If, however, v(x) vanishes at some point x0, like in the Dirac paradox, the problem becomes more subtle.
Indeed in such case the energy dependent phase factor involving kE(x) in the solution equation (8) is well

3



New J. Phys. 24 (2022) 053045 L Gogin et al

defined only if v(x) vanishes as |v(x)| = O(|x − x0|α) with 0 < α < 1. Moreover the solution diverges as
∼1/

√
|v(x)| for x → x0. Yet, in view of the condition (9), the current in equation (3) is finite. Denoting by

Ĵ±E
.
= ĴE(x±0 ) the current operator for a stationary solution at energy E at the two sides of the point x0 of

vanishing velocity, one straightforwardly finds from equation (9) that Ĵ+E = −Ĵ−E . For stationary solutions,
however, the continuity equation requires the expectation value of the current to be continuous and
independent of the position. The only possibility is that no current flows through the system,
〈̂JE(x)〉 ≡ 0 ∀ x, implying that the spinor u appearing in equation (8) must be chosen to have vanishing
spin along z, i.e. u†σzu = 0. Up to an overall dimensional coefficient, two independent choices are
u+ = (1, eiφ)T/

√
2 and u− = (e−iφ,−1)T/

√
2, where φ is an arbitrary phase.

As an illustrative example, consider for instance the spatially odd profile
v(x) = −vF sgn(x) tanhα(|x|/λ), which describes a velocity sign change from vL = +vF to vR = −vF across
the interface located at x0 = 0, occurring over a lengthscale λ and with an exponent 0 < α < 1. It is
straightforward to prove that the solution (8) is spatially even. Explicitly, choosing e.g. xR = −4λ as a
reference point and taking the phase φ = 0 in the above spinors u, one finds kE(x) 
 −E sgn(x)/�vF for
|x| � λ. The two physically correct solutions of the Heisenberg equation (4) then read

Ψ̂±(x, t) =

∫
dE√

2π�vF
ψE±(x) e−iEt/� âE±, (11)

where the wavefunctions ψE± for |x| � λ take the form

ψE±(x) =
e−iE|x|/�vF

√
2

(
1
0

)
± e+iE|x|/�vF

√
2

(
0
1

)
. (12)

These solutions fulfill the continuity equation by carrying a vanishing current (see equation (3)). Note that
the spatially even wavefunctions in equation (12) involve incoming waves from both sides and cannot be
scattering state solutions. Moreover, any attempt to construct scattering states by their linear combinations
would fail and would also violate the continuity equation.

In summary, the answer to the Dirac paradox provided by model 1 is that, when vL and vR have
opposite signs, it is impossible to construct scattering state solutions that respect the continuity equation.
The transmission coefficient cannot be properly defined. Physically correct solutions must necessarily
involve incoming waves from both sides and carry no current, regardless of the specific magnitudes of |vL|
and |vR|. We conclude this section by noticing that the model 1 only involves the σz-component of spin (see
equation (2)), and the space-dependent v(x) changes magnitude and sign of such component. In this
respect, the model is purely scalar.

2.2. Model 2: spin-active interface
The second model to approach the Dirac paradox is described by the Hamiltonian

Ĥ = vF

∫
Ψ̂†(x)

(
e−iθ(x)σx/2pxσz e+iθ(x)σx/2

)
Ψ̂(x) dx, (13)

where the helicity changes sign through a counter-clockwise rotation of the σz spin around the x-axis by a
space-dependent angle θ(x) varying from θL = 0 to θR = π, over a certain crossover length. Thus,
differently from the purely scalar model (2), the model (13) exploits the full SU(2) spin structure and
Hamiltonian terms at two different points do not commute in general. The current operator related to the
Hamiltonian (13) is

Ĵ(x) = evFΨ̂
†(x)

(
e−iθ(x)σx/2σz e+iθ(x)σx/2

)
Ψ̂(x)

= evFΨ̂
†(x)

[
σz cos θ(x) − σy sin θ(x)

]
Ψ̂(x). (14)

Integrating the Heisenberg equation for the field operator

∂x

(
eiθ(x)σx/2Ψ̂(x)

)
= −σz

vF
eiθ(x)σx/2∂tΨ̂(x) (15)

around any point x, including possible discontinuity points of θ(x), the following boundary condition is
found

eiθ(x+)σx/2Ψ̂(x+) = eiθ(x−)σx/2Ψ̂(x−), (16)

4
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which in turn straightforwardly implies the continuity of the current operator (14). In particular, for a
step-like model θ(x < 0) = 0 and θ(x > 0) = π of an interface located at x0 = 0, equation (16) reduces to

Ψ̂↑(0+) = iΨ̂↓(0−)
Ψ̂↓(0+) = iΨ̂↑(0−)

(17)

and describes a spin-rotation process occurring at the interface. Differently from model 1, the Heisenberg
equation (15) does admit scattering state solutions Ψ̂E,±(x, t) = exp[−iEt/�]ψE±(x)âE,±/

√
2π�vF, where

âE,± are the energy-E mode operators for scattering from the left (+) and from right (-), respectively, and
ψE±(x) are the related scattering wavefunctions. For instance, the scattering state from left is given by

ψE+(x < 0) =

(
1
0

)
eiEx/�vF + r

(
0
1

)
e−iEx/�vF

ψE+(x > 0) = t

(
0
1

)
eiEx/�vF

(18)

and, when inserted in equation (17), straightforwardly implies r = 0 and t = i, leading to a perfect
transmission T = |t| = 1.

In summary, model 2 trivially solves the Dirac paradox by simply introducing spin-rotation processes at
the interface.

3. Dirac heterojunctions with massless and massive modes

So far, we have considered heterojunctions that purely involve Dirac massless modes and we have obtained
two opposite answers to the Dirac paradox, depending on how the helicity change across the interface is
modelled. Model 1, based on an inhomogeneous scalar velocity profile, implies that physical solutions
necessarily involve injections from both sides of the junction and predicts no current flowing through the
system, whereas model 2 ‘circumvents’ the paradox by introducing a spin-active interface. In this section we
propose a model that, without introducing any direct spin-rotation processes at the interface, leads to a
non-vanishing transmission.

Suppose that, along with the massless propagating Dirac fermions illustrated in figure 1, the system is
also characterized by massive Dirac fermions, as sketched by the green curves of figure 2. Specifically, the
model we consider is

Ĥ = vF

∫
Ψ̂†(x)U†(x)τzσzpx

(
U(x) Ψ̂(x)

)
dx+

− Δ

2

∫
Ψ̂†(x)(τ0 − τz)σx Ψ̂(x) dx, (19)

where Ψ̂ = (ξ̂↑, ξ̂↓, η̂↑, η̂↓)T, with ξ̂↑, ξ̂↓ and η̂↑, η̂↓ denoting the massless and massive fields, respectively.
Here σ0 and σ = (σx,σy,σz) denote the 2 × 2 identity matrix and Pauli matrices acting on the spin space,
whereas τ 0 and τ = (τ x, τ y, τ z) the corresponding quantities acting on the massless–massive degree of
freedom, which we shall label as pseudospin. In the first term of equation (19) the 4 × 4 matrix U(x)
interpolates from UL on the left of the interface to its value UR on the right, where UL/R are required to
fulfill the following properties

U†
LτzσzUL = +τzσz (20)

U†
RτzσzUR = −τzσz , (21)

so that the ξ̂↑, ξ̂↓ modes have helicity +1 on the left of the interface and −1 on the right, just like in the
Dirac paradox configuration of figure 1, whereas the opposite occurs for the η̂↑, η̂↓ modes. The simplest
example of a U(x)-matrix fulfilling the conditions (20)-(21) is U(x) = exp[iθ(x)τ xσ0/2], where θ(x) is a
space-dependent angle describing a rotation in pseudospin space around τ x from θL = 0 to θR = π and
causing the helicity flip, just like the spin-active model (13) introduces a rotation in spin space. As we shall
see below, there exists in fact a much broader set of possible choices for U(x) that turn out to describe
interesting and realistic cases. The second term in equation (19) describes the mass term for η̂↑ and η̂↓, and
we shall be interested in the energy window |E| < Δ inside their gap, where these massive modes carry no
current.

5
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Figure 2. The band spectrum of the massless + massive Dirac model with opposite helicity across an interface. While blue and
red curves denote the spectrum of the massless modes, as in figure 1, the green curves describe the spectrum of the massive
modes, characterized by a gap 2Δ.

In view of equations (20) and (21), the current operator related to the Hamiltonian (19)

Ĵ(x) = evFΨ̂
†(x)U†(x)τzσz U(x)Ψ̂(x) (22)

takes opposite expressions ĴL/R = ±evFΨ̂
†(x)τzσz Ψ̂(x) at the two sides of the interface. However, the

boundary condition
U(x+)Ψ̂(x+) = U(x−)Ψ̂(x−), (23)

obtained from integration of the Heisenberg equation around any point x, guarantees that the current is in
fact continuous for any U(x). In particular, adopting again a step-like model U(x) = ULH(−x) + URH(x)
for an interface located at x0 = 0, with H(x) denoting the Heaviside function, the field Ψ̂ fulfills the
interface boundary condition

Ψ̂(0+) = M Ψ̂(0−), (24)

where
M = U−1

R UL (25)

is the transfer matrix, which must fulfill

M†τzσzM = −τzσz (Requirement #1) (26)

as a straightforward consequence of equations (20) and (21). Note that equation (24) implies that the field
Ψ̂ is discontinuous, as is customary for Dirac models in the presence of a δ(x)-term, which in this case
originates from pxU(x) term in the Hamiltonian (19).

Importantly, in order to avoid trivial solutions to the Dirac paradox like in model (13), we require that
the model (19) does not directly introduce any spin-rotation process at the interface. This leads to impose
another requirement on the transfer matrix equation (24), namely that M is diagonal in spin
space, i.e.

M must involve
only σ0 and σz

(Requirement #2). (27)

It can be shown (see appendix A for details) that the most general matrix fulfilling the requirements (26)
and (27) has the following form in the τ ⊗ σ basis

M =

⎛
⎜⎜⎝

iβ↑ ei(ν↑−γ↑) 0 (1 − iβ↑)ei(ν↑+χ↑) 0
0 iβ↓ei(ν↓−γ↓) 0 (1 − iβ↓)ei(ν↓+χ↓)

(1 + iβ↑)ei(ν↑−χ↑) 0 −iβ↑ei(ν↑+γ↑) 0
0 (1 + iβ↓)ei(ν↓−χ↓) 0 −iβ↓ei(ν↓+γ↓)

⎞
⎟⎟⎠ (28)

and depends on eight parameters, namely four real parameters χσ , γσ ,βσ , νσ for each spin sector σ = ↑, ↓.
The vanishing entries in equation (28) encode the decoupling of the two spin sectors dictated by
equation (27).

6
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3.1. Scattering states
Let us now focus on E = 0, i.e. on the middle of the massive energy gap, and build up scattering state
solutions on both sides of the junction, namely

Ψ̂(x < 0) = âL↑

⎛
⎜⎜⎝

1
0
0
0

⎞
⎟⎟⎠ eik0x + b̂L↓

⎛
⎜⎜⎝

0
1
0
0

⎞
⎟⎟⎠ e−ik0x +

ĉL√
2

⎛
⎜⎜⎝

0
0
−i
1

⎞
⎟⎟⎠ eκ0x (29)

and

Ψ̂(x > 0) = âR↑

⎛
⎜⎜⎝

1
0
0
0

⎞
⎟⎟⎠ e−ik0x + b̂R↓

⎛
⎜⎜⎝

0
1
0
0

⎞
⎟⎟⎠ eik0x +

ĉR√
2

⎛
⎜⎜⎝

0
0
−i
1

⎞
⎟⎟⎠ e−κ0x (30)

where k0 = 0, κ0 = Δ/�vF. Here âL↑ and âR↑ are incoming operators describing a propagating mode

impinging from the left (L) and from the right (R) of the interface, respectively, whereas b̂L↓ and b̂R↓ are
outgoing operators for modes propagating to the left and to the right, respectively. Note that in the Dirac
paradox configuration (see figure 2) incoming states and outgoing states have opposite spin, namely spin-↑
and spin-↓, respectively. Furthermore in equations (29) and (30) ĉL and ĉR describe evanescent modes on
the left- and on the right-hand side of the interface. Importantly, because they are massive, their spinors
have two non vanishing components and their spin points along y. Introducing equations (29) and (30)
into equation (24) and using equation (28), one can write

⎛
⎜⎜⎝

b̂L↓
b̂R↓
ĉL

ĉR

⎞
⎟⎟⎠ =

(
S
S̃

) (
âL↑
âR↑

)
, (31)

where S denotes the scattering matrix returning the outgoing propagating modes

S =
i e−iΔχ

(1 − iβ↑)(1 + iβ↓)
×

⎛
⎝ eiΔν + e−iΔγβ↑β↓ i(ei(γ↓−ν↑)β↓ − ei(γ↑−ν↓)β↑)

i(ei(ν↑−γ↓)β↓ − ei(ν↓−γ↑)β↑) e−iΔν + eiΔγβ↑β↓

⎞
⎠ (32)

with Δχ
.
= χ↑ − χ↓, Δν

.
= ν↑ − ν↓ and Δγ

.
= γ↑ − γ↓, whereas

S̃ =

√
2 e−iχ↑

1 − iβ↑

⎛
⎝β↑ e−iγ↑ i e−iν↑

i e+iν↑ β↑ eiγ↑

⎞
⎠ (33)

is the matrix yielding the evanescent modes.
In equation (31), setting âR↑ → 0 yields a scattering state with injection from left, while a scattering state

with injection from right is obtained for âL↑ → 0. Thus, differently from model 1 in equation (2), the model
in equation (19) does allow for scattering solutions. The transmission coefficient T0 = |t0|2, obtained from
the off-diagonal entries of the scattering matrix (32), reads

T0 =
β2
↑ + β2

↓ − 2β↑β↓ cos ϕ

(1 + β2
↑)(1 + β2

↓)
, (34)

and depends on the three parameters β↑, β↓ and ϕ = Δγ +Δν . To understand how the transmission
between two propagating electronic states with oppositely oriented spins is possible, let us for instance set
âR↑ → 0 in equation (31), which corresponds to a scattering process where a spin-↑ state incoming from the
far left is transmitted into a spin-↓ state outgoing to the far right. By inspecting the spin spatial profile of
equations (29) and (30), one observes that far away from the interface the total spin is mainly carried by the
massless propagating states and is directed along the z-axis. However, near the interface, spin acquires also a
component along y because of the presence of the massive states (third terms of equations (29) and (30)).
Indeed the conservation of Stot

z = � Ψ̂†τ0σzΨ̂/2 is broken precisely by the mass in the Hamiltonian (19).
Thus, when approaching the interface, the total spin rotates in the y–z plane, thereby allowing the
transmission from a spin-↑ to a spin-↓ massless state. Note the essential difference with respect to model 2:
there, the spin-rotation is induced directly on the massless modes by a spin-active interface (see

7
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Figure 3. For each panel, the left-hand side sketches the scattering state wavefunction in the case of injection from the left,
resulting from equations (31)–(33) for âR↑ → 0. Blue and red wiggy lines describe spin-↑ and spin-↓ propagating massless states,
respectively, whereas solid green lines describe the evanescent wave of the massive mode. The right-hand side of each panel is a
graphical representation of equation (24), where black lines represent the transfer matrix entries connecting the non vanishing
components of such scattering state. (a) The case with β↑ = 0. The evanescent mode is present only on the right side of the
interface. Here M31 = 1, M42 = 1 + iβ↓ and M22 = iβ↓. (b) The case with β↓ = 0. In this case the evanescent modes are present
on both sides of the junction. Here M31 = 1 + iβ↑, M33 = −iβ↑ and M24 = M42 = 1. In all cases, despite the transfer matrix only
connects states with the same spin, the presence of the evanescent modes of the massive field enables a spin-flip transmission
between the propagating modes.

equation (13)), whereas here the transfer matrix in equations (24) and (28) is fully diagonal in spin (see
equation (27)) and the spin rotation occurs indirectly, i.e. through the coupling between massless and
massive modes localized at the interface.

To a more formal level, the process can be illustrated in terms of the transfer matrix as follows. Let us
again consider for definiteness the scattering from left, i.e. âR↑ → 0 in equation (31), and also set for
simplicity all phases to zero (γσ = χσ = νσ = 0) in equations (28), (32) and (33). We first focus on the case
β↑ = 0, where the scattering state resulting from equations (31)–(33) is sketched on the left-hand side of
figure 3(a): the blue (red) wiggy line describes the incoming spin-↑ state (outgoing spin-↓ states), while an
evanescent wave (green solid line) is present only for x > 0. Its role is elucidated on the right-hand side of
figure 3(a), which is a graphical representation of equation (24) where the non-vanishing components of
such a scattering state are connected across the interface by the transfer matrix entries (black lines). When
the massless spin-↑ state propagates towards the interface from the left, the transfer matrix equation (28)
connects it through the entry M31 = 1 to its massive evanescent partner with the same spin located across
the interface, represented by a green dashed box, with the thick solid lines inside it denoting its two spin
components. Because such a mode is massive, inside the gap it always exhibits both spin components (see
third term in equation (30)). Thus, its spin-↓ component is also present and is connected through the
transfer matrix entry M42 = 1 + iβ↓ to its spin-↓ massless partner, which describes the reflected wave
propagating to the left of the junction. Finally, the latter is also coupled, through the entry M22 = iβ↓, to the
massless spin-↓ state outgoing to the right of the junction. Thus, despite the interface connects only states
with the same spin on the two sides, the presence of an evanescent massive mode exhibiting both spin
components leads to an effective spin-flip transmission between massless modes.

Let us now consider the case β↓ = 0. In this case the scattering state resulting from the solution
equations (31)–(33) exhibits evanescent modes on both sides of the junction, as sketched in the left-hand
side of figure 3(b). The scheme on the right-hand side of figure 3(b) illustrates the related equation (24).
While the entry M31 is modified to M31 = 1 + iβ↑, a connection M33 = −iβ↑ opens up across the junction
between the two spin-↑ components of the massive modes. In turn, their corresponding spin-↓ components
are connected through the entries M24 = M42 = 1 to the spin-↓ massless modes across the junction, thereby
inducing again spin-flipped reflection and transmission.

The general case, where both β↑ and β↓ are non vanishing, is a combination of the two elementary cases
and yields the transmission coefficient (34). Note that in the limit where both β↑ → 0 and β↓ → 0, the
transmission coefficient (34) vanishes. This can also be understood by realizing that in such limit the
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transfer matrix (28) reduces to M = τxσ0, yielding the boundary conditions⎧⎨
⎩ ξ̂σ(0+) = η̂σ(0−)

η̂σ(0+) = ξ̂σ(0−)
σ = ↑, ↓, (35)

so that e.g. a massless mode incoming from the left towards the interface is completely transformed into its
massive evanescent mode partner across the interface (with the same spin), which carries no current.

In summary, although massive modes do not carry any current inside the gap, their presence is
important in inhomogeneous problems because they may localize at the interfaces. In particular they are
crucial in the Dirac paradox, for they provide an indirect coupling between the two spin channels that
would be otherwise uncoupled by the interface transfer matrix. This leads to an effective spin-flip
transmission of the massless propagating modes. Moreover, in contrast with the models 1 and 3 discussed
in section 2, here the transmission coefficient is tunable from 0 to 1 through the three knobs β↑,β↓ and ϕ.
This is one of the main results of our paper.

4. Spin–orbit coupled nanowires

In this section we shall show that the model presented in section 3 can be realized with spin–orbit coupled
NWs, under suitable circumstances. First, we shall briefly recall how these systems, when exposed to an
external magnetic field, can host helical states described by Dirac massless fermions, as well as gapped Dirac
states. Then, focussing on energies inside the gap opened up by the magnetic field, we shall explicitly derive
the effective low-energy model for these systems. Finally, we shall consider an inhomogeneous spin–orbit
coupling profile that, in suitable regimes, realizes the Dirac paradox configuration involving both massless
and massive modes, just like in the model proposed above.

4.1. The NW Hamiltonian and its low energy limit
We consider a ballistic single-channel semiconductor NW deposited on a substrate. For NWs like InSb or
InAs, the structural inversion asymmetry can lead to quite strong RSOC [23, 44, 59–62], which can further
be tuned with appropriate gating techniques. Furthermore we assume that a uniform magnetic field is
applied parallel to the NW axis, denoted by x, while the substrate plane will be identified as x–z.

We shall adopt a widely used model to describe the NW [28–33], whose main ingredients are
summarized here below, while details are reported in appendix B for the sake of completeness. The
second-quantized NW Hamiltonian consists of three terms ĤNW = Ĥkin + ĤR + ĤZ and can be written as
ĤNW =

∫
Φ̂†(x)HNW(x)Φ̂(x)dx. Here Φ̂(x) = (Φ̂↑(x), Φ̂↓(x))T is the electron spinor field, with ↑, ↓

corresponding to spin projections along z, and

HNW(x) =
p2

x

2m∗σ0 −
α

�
pxσz − hxσx (36)

contains the kinetic term characterized by an effective mass m∗, the Rashba term with a RSOC α, and the
Zeeman term describing the coupling hx = gμBBx/2 with the external magnetic field B = (Bx, 0, 0), with μB

denoting the Bohr magneton and g the NW Landé factor. The model is characterized by two energy scales,
namely the spin–orbit energy

ESO =
m∗α2

2�2
, (37)

and the Zeeman energy
EZ = |hx|. (38)

For definiteness, we shall henceforth assume hx > 0 and identify hx = EZ. The spin–orbit wavevector

kSO =

√
2m∗ESO

�
=

|α|m∗

�2
, (39)

and the Zeeman wavevector
kZ =

√
2m∗EZ/� (40)

are the wavevectors associated to such energies. Diagonalizing the model in momentum space, one obtains
a spectrum characterized by two energy bands separated at k = 0 by a gap 2EZ centered around the energy
E = 0. Depending on the ratio of EZ to ESO, the qualitative behavior of these bands is different. In fact, two
regimes can be identified: (a) for EZ > 2ESO (Zeeman-dominated regime) both bands have a minimum at
k = 0 taking values Emin

± = ±EZ, whereas (b) for EZ < 2ESO (Rashba-dominated regime) the upper band

9
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Figure 4. In the deep Rashba-dominated regime (2ESO � EZ) and for energies |E| � EZ, a NW exposed to an external magnetic
field exhibits helical states near the Fermi points ±2kSO. Their spin orientation is locked to the propagation direction and is
determined by the sign of the RSOC α. The spin orientation is shown for the case α > 0. The low energy massless and massive
modes are highlighted with the same colors as in figure 4.

still has a minimum Emin
+ = +EZ at k = 0, while the lower band has a local maximum at k = 0 and acquires

two degenerate minima Emin
− = −ESO − E2

Z/4ESO at k = ±kSO

√
1 − E2

Z/4E2
SO.

In the following we shall focus on the deep Rashba-dominated regime (EZ � 2ESO), illustrated in
figure 4, and analyze the energy window inside the magnetic gap (|E| � EZ), highlighted by the dashed box.
As is well known, in this range the NW propagating eigenstates are helical [17–19, 28–33]: their dispersion
relation is well described by a linear behavior near the Fermi points k 
 ±2kSO, while their spin orientation,
mainly dictated by the Rashba term, is locked to the propagation direction. For α > 0, right-moving
electrons near the right Fermi point k 
 +2kSO are characterized by spin-↑, while left-moving electrons
near the left Fermi point k 
 −2kSO have spin-↓ (see figure 4). The opposite occurs if α < 0. The dynamics
of these low energy propagating modes, which we shall denote by ξ̂↑, ξ̂↓, is thus described by a massless
Dirac Hamiltonian. Note that the presence of one single Dirac cone is not an artifact of the continuum
model (36) and can be found also in a regularized lattice version of it (see appendix C). Importantly, the
helicity of the Dirac cone is determined by the sign of the RSOC α

sα = sgn(α). (41)

This suggests that a junction between two NW regions with opposite values of RSOC realizes the Dirac
paradox configuration.

However, as highlighted by the green lines in figure 4, the NW also exhibits low-energy gapped modes
near k = 0, whose spin components shall be denoted as η̂↑ and η̂↓. Notably, these modes turn out to behave
as massive Dirac fermions with a mass term Δ = EZ. In problems involving homogeneous NWs these
modes are dropped because they are not normalizable. However, as observed in section 3, in
inhomogeneous problems such as the Dirac paradox configuration they describe evanescent waves that,
despite carrying no current, ensure the wavefunction matching at the interface. For these reasons, the
effective low energy theory capturing the physical properties of the Dirac paradox configuration realized
with NWs is a Dirac model involving both massless and massive modes.

To derive such effective theory describing low energy excitations |E| � EZ � 2ESO, we assume that the
ground state is the Fermi sea where all NW states below the midgap energy (E < 0) are occupied, and we
perform an expansion near the points k 
 ±2kSO and k 
 0. It is possible to show (details can be found in
appendix B), that the low energy excitations of the NW Hamiltonian are equivalent to low energy
excitations of the massless + massive Dirac model

ĤNW =

+∞∑
q=−∞

(ξ̂†q↑ ξ̂†q↓)

(
�sαvSOq 0

0 −�sαvSOq

) (
ξ̂q↑
ξ̂q↓

)

+

+∞∑
q=−∞

(η̂†q↑ η̂†q↓)

(
−�sαvSOq −EZ

−EZ �sαvSOq

) (
η̂q↑
η̂q↓

)
, (42)
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Figure 5. By gating different portions of the NW with metallic electrodes an inhomogeneous RSOC like (48) can be realized.
Inside the Zeeman gap, induced by an external magnetic field applied along the NW axis, the helical states in the two outer
regions have opposite helicity and thus realize the Dirac paradox configuration.

where vSO = �kSO/m∗. Introducing the low-energy fields (σ = ↑, ↓)

ξ̂σ(x) =
1√
Ω

∑
q

ξ̂q,σ eiqx η̂σ(x) =
1√
Ω

∑
q

η̂q,σ eiqx (43)

that physically describe excitations varying over lengthscales much longer than the spin–orbit length
lSO = k−1

SO, the NW Hamiltonian can be expressed as

ĤNW =

∫
dx Ψ̂†(x)

(
sαvSOτzσzpx −

EZ

2
(τ0 − τz)σx

)
Ψ̂(x) (44)

where Ψ̂(x) = (ξ̂↑, ξ̂↓, η̂↑, η̂↓)T is a four-component spinor field. One can now realize the connection
between the NW Hamiltonian (44) and the model introduced in section 3 in equation (19). Indeed,
identifying vSO → vF and EZ → Δ, equation (44) describes one side of the junction model (19), where the
sign sα of the RSOC (see equation (41)) implements the condition equation (20) or (21) and determines
which side of the junction is described.

Finally, the original field Φ̂ can be expressed in terms of the Dirac slowly varying modes (ξ̂, η̂) and the
fast oscillating plane waves related to the midgap Dirac points, as follows

(
Φ̂↑(x)
Φ̂↓(x)

)
=

(
e+2isαkSOx ξ̂↑(x) + η̂↑(x)

e−2isαkSOx ξ̂↓(x) + η̂↓(x)

)
. (45)

4.2. The case of inhomogeneous RSOC
Because the helicity of the NW low energy massless modes is determined by the sign of the RSOC, one can
envisage a setup where two different NW portions are characterized by values of α with opposite signs, as
illustrated in figure 5. Indeed the huge advances of gating techniques enable one to realize different gate
potentials to various portions of the NWs [38–43], thereby locally varying the magnitude and even the
sign of the RSOC [44–57]. The overall system can thus be described by a inhomogeneous spin–orbit
coupling α(x) and the Hamiltonian (36) is generalized to [63–71]

H(x) =
p2

x

2m∗σ0 −
{α(x), px}

2�
σz − hxσx, (46)

where the anticommutator is necessary since px does not commute with the space-dependent RSOC. In
particular, as an elementary building block, one can consider a step-like RSOC profile
α(x) = αLH(x0 − x) + αRH(x − x0) describing an interface located at x0 between two regions with RSOC
equal to αL and αR. In such a configuration one can straightforwardly derive the following
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matching conditions [70]

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φ̂↑(x−0 ) = Φ̂↑(x+0 )

Φ̂↓(x−0 ) = Φ̂↓(x+0 )

∂xΦ̂↑(x−0 ) = ∂xΦ̂↑(x+0 ) − i
m∗

�2
(αR − αL)Φ̂↑(x0)

∂xΦ̂↓(x−0 ) = ∂xΦ̂↓(x+0 ) + i
m∗

�2
(αR − αL)Φ̂↓(x0).

(47)

This provides all the ingredients for a concrete implementation of the Dirac paradox. In order to be more
realistic, we shall consider a three-region configuration where the RSOC varies as

α(x) =

⎧⎪⎪⎨
⎪⎪⎩

+α > 0 for x < −L/2 (region 1)

0 for |x| < L/2 (region 2)

−α < 0 for x > +L/2 (region 3)

, (48)

where the two outer regions 1 and 3 with opposite RSOC are both assumed in the deep Rashba-dominated
regime (2ESO � EZ), and are separated by the central crossover region 2 with length L and with vanishing
RSOC, i.e. in the Zeeman-dominated regime (see figure 5).

Applying the general interface condition (47) to the two interfaces x1 = −L/2 and x2 = +L/2 of the
piecewise constant profile (48), one can match the NW wavefunction in the three regions and obtain the
solution for the NW scattering problem with standard techniques [72] (see appendix D). Although the
resulting transmission coefficient is numerically exact and available for arbitrary values of E, ESO and EZ, it
is not quite amenable. However, in the energy window |E| � EZ � 2ESO where the Dirac paradox emerges,
an analytical expression can be gained from the effective low energy model. To this purpose, one can insert
the expression (45) for the field Φ̂ in the outer Rashba-dominated regions into the interface condition (47)
and obtain the low energy boundary conditions at the left interface x1 = −L/2⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

e−ikSOLξ̂↑(x−1 ) + η̂↑(x−1 ) = Φ̂↑(x+1 )

e+ikSOLξ̂↓(x−1 ) + η̂↓(x−1 ) = Φ̂↓(x+1 )

+ikSO

[
e−ikSOL ξ̂↑(x−1 ) − η̂↑(x−1 )

]
= ∂xΦ̂↑(x+1 )

−ikSO

[
e+ikSOL ξ̂↓(x−1 ) − η̂↓(x−1 )

]
= ∂xΦ̂↓(x+1 )

(49)

and at the right interface x2 = +L/2⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φ̂↑(x−2 ) = e−ikSOLξ̂↑(x+2 ) + η̂↑(x+2 )

Φ̂↓(x−2 ) = e+ikSOLξ̂↓(x+2 ) + η̂↓(x+2 )

∂xΦ̂↑(x−2 ) = −ikSO

[
e−ikSOLξ̂↑(x+2 ) − η̂↑(x+2 )

]
∂xΦ̂↓(x−2 ) = +ikSO

[
e+ikSOLξ̂↓(x+2 ) − η̂↓(x+2 )

]
, (50)

where, consistently with the low energy limit, we have neglected the derivatives ∂xξ̂ and ∂xη̂ of the slowly
varying fields with respect to the term proportional to kSO, since they are characterized by wavevectors
|q| � kSO.

In the central region 2, where only the Zeeman coupling is present, the field Φ̂ can be expressed as a
linear combination of propagating and evanescent waves that are eigenfunctions of σx, so that for |x| < L/2

Φ̂(x) =
ĥE√

2

(
1
1

)
eik2,Ex +

ĝE√
2

(
1
1

)
e−ik2,Ex +

d̂E√
2

(
1
−1

)
eκ2,Ex +

f̂E√
2

(
1
−1

)
e−κ2,Ex, (51)

where ĥE, ĝE, d̂E and f̂E are mode operators, whereas k2,E = kZ

√
1 + E/EZ, κ2,E = kZ

√
1 − E/EZ and kZ is

given in equation (40). Inserting equation (51) into equations (49) and (50), one can obtain the link
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Figure 6. The transmission coefficient (57), plotted as a function of kSOL, covers the entire range T0 ∈ [0, 1].

between the fields in the outer Rashba-dominated regions⎛
⎜⎜⎝
ξ̂↑(L/2)
ξ̂↓(L/2)
η̂↑(L/2)
η̂↓(L/2)

⎞
⎟⎟⎠ = ME

⎛
⎜⎜⎝
ξ̂↑(−L/2)
ξ̂↓(−L/2)
η̂↑(−L/2)
η̂↓(−L/2)

⎞
⎟⎟⎠ , (52)

where the transfer matrix ME depends on the energy E and on the size L of the central region through two
dimensionless parameters kZL and kSOL. Details about the derivation of ME can be found in the appendix
D. As an illustrative example, here we shall focus on the midgap value (E = 0), which in fact well represents
the entire low energy range |E| � EZ. Moreover, since in the deep Rashba-dominated regime kZL � kSOL,
one can keep kSOL finite and consider kZL as a small parameter, performing an expansion of ME=0 in its
powers. Neglecting orders O((kZL)4) one obtains

M0 


⎛
⎜⎜⎜⎜⎜⎝

ikSOL/2 A (1 − ikSOL/2)eikSOL B

A∗ −ikSOL/2 B∗ (1 + ikSOL/2)e−ikSOL

(1 + ikSOL/2)e−ikSOL −B −ikSOL/2 A∗ e2iLkSO

−B∗ (1 − ikSOL/2)eikSOL A e−2ikSOL ikSOL/2

⎞
⎟⎟⎟⎟⎟⎠ , (53)

where

A = i
−6 + kSOL(kSOL + 6i)

12kSOL
e2iLkSO (kZL)2 (54)

B = −i
(kSOL)2 + 6

12kSOL
eikSOL(kZL)2. (55)

The eight entries of the transfer matrix (53) containing A and B couple spin-↑ to spin-↓ components.
Notably, such terms are of the order O((kZL)2) and in the regime kZL � 1 can be neglected with respect to
the other terms, which are O(1) with respect to the variable kZL. Then, the transfer matrix reduces to

M0 


⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

i
kSOL

2
0

(
1 − i

kSOL

2

)
eikSOL 0

0 −i
kSOL

2
0

(
1 + i

kSOL

2

)
e−ikSOL(

1 + i
kSOL

2

)
e−ikSOL 0 −i

kSOL

2
0

0

(
1 − i

kSOL

2

)
eikSOL 0 i

kSOL

2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (56)

The expression (56) has precisely the form equation (28) of the transfer matrix of the massless +
massive Dirac model described in section 3, when setting β↑ = −β↓ = kSOL/2, χ↑ = −χ↓ = kSOL and
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Figure 7. The Dirac paradox configuration realized with a InSb NW setup where two outer gated regions are characterized by
opposite RSOC and the central region has a width L = 100 nm (see figure 5). The midgap transmission coefficient (E = 0),
obtained from the numerically exact solution of the model (46) with the profile (48), is plotted as a function of the spin orbit
energy, for different values of the external magnetic field EZ (solid curves). When the Rashba-dominated regime (2ESO � EZ) is
reached, the various solid curves all tend to the dashed curve describing the result equation (57), obtained in the low energy limit
from the effective massless + massive Dirac model. Panel (b) is a zoom of panel (a) in the regime of spin–orbit values that are
realistic with present gating techniques.

γ↑ = γ↓ = ν↑ = ν↓ = 0. Thus, in the regime kZL � 1, where the central region is much shorter than the
Zeeman wavelength lZ = k−1

Z characterizing the wavefunction (51) at E = 0, the transfer matrix is diagonal
in spin and becomes independent of the Zeeman energy EZ. Yet, M0 couples massless to massive modes and
still depends on kSOL. This parameter, which represents the ratio of the crossover region L to the spin–orbit
length lSO = k−1

SO, may be finite because of the deep Rashba-dominated regime kZ � kSO.
In turn, the transmission coefficient related to equation (56) can be obtained from the general formula

equation (34),

T0 =
(kSOL)2(

1 + (kSOL/2)2
)2 , (57)

and varies over the entire range T0 ∈ [0, 1] as a function of kSOL, as shown in figure 6. In particular, while
for small values kSOL � 1 the transmission is low, T0 ∼ (kSOL)2, for finite values of kSOL we observe from
figure 6 that T0 increases, and a perfect transmission T0 = 1 is obtained for kSOL = 2. Then, for large values
of kSOL the transmission decreases again as T0 ∼ 16/(kSOL)2. The ratio of the spin–orbit length lSO = k−1

SO

to the distance L is thus the parameter controlling the value of T0.

4.3. Transmission coefficient in the case of InSb
For definiteness, we consider here an implementation with a ballistic InSb NW with effective electron mass
m∗ = 0.015me. Two different portions of the NW are supposed to be gated by differently biased metals
inducing opposite RSOC values, as previously sketched in figure 5, and are separated by a crossover region
L = 100 nm where the RSOC is negligible. In figure 7(a) the solid curves display the midgap transmission
coefficient T0 = TE=0 as a function of the spin–orbit energy ESO, for different values of the Zeeman energy
EZ, obtained from the numerically exact solution of the model (46) with the profile (48) (see appendix D
for technical details). Moreover the dashed curve describes the analytical result (57) obtained from the
low-energy limit in the Rashba-dominated regime of the outer regions, i.e. the massless + massive Dirac
model. As one can see, for ESO → 0, the exact transmission coefficient tends to 1, regardless of the value of
EZ, since all three regions become equal in such a limit. However, for each Zeeman energy value, when ESO

is sufficiently large to enter the deep Rashba-dominated regime (2ESO � EZ), all solid curves are well
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reproduced by the low-energy limit equation (57) (dashed curve), which is independent of EZ. This is thus
the regime where the NW gap states are helical and the setup realizes the Dirac paradox. Despite the
absence of a spin-active interface, the transmission coefficient is non-vanishing because the propagating
massless modes are coupled to the evanescent massive modes. In figure 7(b) the same quantities as in panel
(a) are shown, with a zoom in the range of spin–orbit energy values up to ESO = 0.5 meV, which is the
realistic range presently reachable. Correspondingly, the range of Zeeman energy values EZ ensuring a deep
Rashba dominated regime for the external gated regions is EZ < 0.1 meV. This implies that the linear
conductance G0, straightforwardly connected to the transmission coefficient through the relation
G0 = (e2/h)TE=0, is tunable from low to high values with varying the spin–orbit energy, which can
electrically be done through the gate voltage.

Note that the electric field due to the gate is perpendicular to the NW axis, and the current flowing
along the NW is the response to the difference in the electrochemical potentials of the two reservoirs
connected to the NW. In the quantum ballistic regime considered here, the case of an electric field
longitudinal to the NW axis could be realized by exposing the NW to an external electrical radiation field.
Although such analysis goes far beyond the scope of the present paper, we mention here that, as far as the
NW helical states are concerned, such problem is similar to the one studied for the helical states in quantum
spin Hall systems. In that case, a photocurrent can be generated by a suitably localized electric pulse, and
signatures of chiral anomaly due to the helical states can be found in the chemical and temperature
dependence of the spin-polarized photo-excited wavepackets [73]. A similar scenario can thus be expected
for NWs as well.

5. Conclusions

In this paper we have analyzed the Dirac paradox, illustrated in figure 1, where an electron impinging
towards an interface can seemingly neither be transmitted nor reflected. In particular, we have focussed on
the interesting case of one spatial dimension. Indeed, differently from higher dimensional realizations such
as heterojunctions between two 3D topological insulators where electrons can leak along the interface
surface, in 1D electrons do not have a ‘way out’ to escape the paradox. We have first analyzed models that
purely involve massless modes. The first model equation (2), where the helicity change across the interface
is accounted for by a spatially inhomogeneous velocity, leads to conclude that the paradox has no actual
solution, namely it is not possible to build up a scattering state solution. Indeed physical solutions must
necessarily involve electron injection from both sides and are characterized by a vanishing current. In
contrast, the second model equation (13), where the helicity change occurs through a rotation of the spin
across the interface, provides a trivial solution to the paradox, for it directly introduces a spin-active
interface, which leads to a perfect transmission.

Then, we have proposed a model, equation (19), involving both massless and massive Dirac modes (see
figure 2) and we have shown that it leads to a non-trivial solution of the Dirac paradox, even for a
spin-inactive interface. This is possible because of the massive modes that, despite carrying no current for
energies inside their gap, always exhibit both spin components. Thus, a massless–massive coupling at the
interface indirectly enable an incoming massless electron impinging with spin-↑ to get transmitted as a
massless electron with spin-↓ (see figure 3). Properly defined scattering state solutions thus exist, and the
transmission coefficient depends in general on three parameters (see equation (34)).

Moreover, in section 4, we have shown that such model can be implemented in spin–orbit coupled NWs
exposed to an external magnetic field, whose midgap states are characterized by massless modes near the
Fermi points k ∼ ±2kSO and massive modes near k ∼ 0 (see figure 4). The massless modes are helical in the
deep Rashba-dominated regime (2ESO � EZ) and their helicity is determined by the sign of the RSOC.
Because the latter can be tuned by state-of-the-art gating techniques, a NW with two regions characterized
by opposite RSOC values, as shown in figure 5, is a suitable candidate to realize the Dirac paradox
configuration in one spatial dimension. We have shown that the low energy limit of such inhomogeneous
NW model is precisely a particular case of the proposed model (19). The resulting transmission
coefficient (57) varies over the full range T0 ∈ [0, 1] (see figure 6) as a function of the parameter kSOL,
where L is the distance between the two differently gated regions and kSO is the spin–orbit wavevector that
is directly controlled by the RSOC (see equation (39)). Focussing on the specific case of an inhomogeneous
InSb NW, we have determined from model (46) the exact transmission coefficient, which in general
depends both on the spin–orbit and the Zeeman energies (solid curves of figure 7). Whenever the
Rashba-dominated regime is reached, the setup realizes the Dirac paradox configuration. Then, the
transmission coefficient is well captured by the low energy limit result (57) (dashed curve of figure 7)
obtained from the proposed massless + massive Dirac model and only depends on the spin–orbit energy
ESO. Because ESO can be controlled via the gate bias coupled to the NW, the transmission coefficient and the
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linear conductance are electrically tuneable. These results thus represent a conceptual advance in the
understanding of Dirac heterojunctions and pave the way to fruitful applications of the helical states
realized in spin–orbit coupled NWs.
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Appendix A. Derivation of the transfer matrix equation (28)

In this appendix we provide details about the derivation of the transfer matrix (28), i.e. the most general
4 × 4 matrix fulfilling the requirements (26) and (27). We first observe that the former requirement (26)
straightforwardly stems from equation (21) and the property (U†

R)−1 = (U−1
R )†, which imply that U−1

R

fulfills equation (21) as well. When taking into account equation (20) and the definition (25), the
condition (26) follows. Second, we observe that the requirement (27) can equivalently be formulated by
requiring that M must only involve the combinations σ↑ = (σ0 + σz)/2 and σ↓ = (σ0 − σz)/2, i.e. M must
have the form

M = M↑σ↑ + M↓σ↓, (A1)

where M↑,↓ are 2 × 2 matrices acting on the massless–massive pseudospin space and fulfilling

M†
στzMσ = −τz σ = ↑, ↓ (A2)

as a consequence of equation (26) and of the properties σ2
↑,↓ = σ↑,↓ and σ↑σ↓ = [σ↑,σz] = [σ↓,σz] = 0. For

each spin sector σ =↑, ↓, the requirement equation (A2) imposed on a generic 2 × 2 complex matrix

Mσ =

(
aσ bσ
cσ dσ

)
(A3)

implies that |cσ|2 − |aσ|2 = 1, |bσ|2 − |dσ|2 = 1 and a∗σbσ = c∗σdσ . These conditions straightforwardly imply
the following expression

Mσ = eiνσ

(
iβσ e−iγσ (1 − iβσ) eiχσ

(1 + iβσ) e−iχσ −iβσ eiγσ

)
, (A4)

which also fulfills the properties M−1
σ (βσ ,χσ , νσ, γσ) = Mσ(βσ,χσ ,−νσ,−γσ) and det(Mσ) = − exp[2iνσ].

Inserting the two independent matrices M↑ and M↓ given in equation (A4) into equation (A1), the transfer
matrix M in the τ ⊗ σ basis takes the form given in equation (28).

Finally, an explicit expression can be given for UL and UR as well. The requirement (20) can always be
fulfilled by choosing for UL the form

UL = τ0σ0. (A5)

Then, the expression for UR = M−1 following from equation (25) can straightforwardly be obtained from
equation (28) by exploiting the property M−1(β,χ,ν ,γ) = M(β,χ,−ν,−γ), where each bold symbols
denotes the pair of related parameters, e.g. β = (β↑,β↓).

Appendix B. Details about the NW Hamiltonian and its low energy limit

For the sake of completeness, we provide here some details about the NW Hamiltonian described in
section 4.1. Denoting by Ω the total NW length and re-expressing the field in terms of its Fourier modes
Ĉk = (̂ck↑, ĉk↓)T (

Φ̂↑(x)
Φ̂↓(x)

)
=

1√
Ω

∑
k

eikx

(
ĉk↑
ĉk↓

)
, (B1)

the NW Hamiltonian ĤNW is compactly rewritten in terms of a 2 × 2 matrix HNW(k), i.e.
ĤNW =

∑
kĈ†

kHNW(k)Ĉk. In turn, this also highlights the energy scales involved in the problem. In
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particular, the first two terms acquire the form

Ĥkin + ĤR =
∑

k

Ĉ†
k

(
�

2

2m∗ (kσ0 − sαkSOσz)2 − ESOσ0

)
Ĉk (B2)

and describe two parabolic spin bands that are lowered by the spin–orbit energy (37) and horizontally
shifted by the spin–orbit wavevector (39) with the sign (41) of the RSOC determining whether the shift is
positive or negative in k-axis. Assuming hx > 0 for definiteness, the Zeeman term is rewritten as

HZ = −EZ

∑
k

Ĉ†
kσxĈk, (B3)

where EZ is the Zeeman energy given in equation (38). Summing up equations (B2) and (B3) the
diagonalization of the resulting HNW(k) is straightforward. Denoting ε0

k = �
2k2/2m∗, the spectrum consists

of two energy bands

E±(k) = ε0
k ±

√
E2

Z + α2k2, (B4)

separated at k = 0 by a gap 2EZ centered around the midgap energy E = 0. The eigenfunctions related to
the spectrum (B4) are ψk,±(x) = wk,± exp[ikx]/

√
Ω. They describe plane waves with spinors

wk,− =

⎛
⎜⎝cos

θk

2

sin
θk

2

⎞
⎟⎠ wk,+ =

⎛
⎜⎝− sin

θk

2

cos
θk

2

⎞
⎟⎠ , (B5)

whose spin orientation n(k) ≡ (sin θk, 0, cos θk) lies on the xz-plane and depends on the wavevector k,
forming with the z-axis an angle θk ∈ [0,π] defined through⎧⎪⎪⎨

⎪⎪⎩
cos θk =

αk√
E2

Z + α2k2

sin θk =
EZ√

E2
Z + α2k2

. (B6)

Furthermore, for energies |E| < EZ, the model also exhibits evanescent wave solutions
ψ̃κ,±(x) = w̃κ,± exp[κx]/

√
Ω. They describe plane waves with spinors

w̃κ,± =
1√
2

⎛
⎝∓ exp

[
±i arctan

(
ακ/

√
E2

Z − (ακ)2

)]
1

⎞
⎠ (B7)

with energy E± = −ε0
κ ±

√
E2

Z − (ακ)2. While these solutions are not normalizable in a homogeneous NW,
they must be taken into account in the inhomogeneous RSOC problem.

Let us now focus on the regime (|E| � EZ � 2ESO) and derive an effective low energy NW
Hamiltonian.

Expansion near k = ±2kSO. In the deep Rashba-dominated regime (EZ � 2ESO), one finds that, up to
O

(
(EZ/2ESO)2

)
,

E−(k) ≈ 0 ⇔ k ≈ ±2kSO (B8)

cos θk=±2kSO ≈ ±sα, (B9)

so that the spinors (B5) of the lower band propagating modes near k ∼ ±2kSO reduce to eigenstates of σz,
(1, 0)T or (0, 1)T, depending on the sign sα of the RSOC (see equation (41)). To extract the low energy
Hamiltonian governing their dynamics, let us consider, for instance, α > 0 like in figure 4, and focus e.g. on
the vicinity of the right Fermi point +2kSO. Setting k = 2kSO + q and performing an expansion of
equations (B2) and (B3) for |q| � kSO, one obtains

ĤNW

∣∣∣
k
+2kSO



∑

|q|�kSO

Ĉ†
2kSO+q

(
�vSOq −EZ

−EZ 8ESO

)
Ĉ2kSO+q



∑

|q|�kSO

�vSOq ĉ†2kSO+q,↑ĉ2kSO+q,↑, (B10)

where vSO = �kSO/m∗. The last line of equation (B10) follows from the fact that, while the spin-↑ band is
characterized by a low-energy �vFq, the spin-↓ band has a large energy 8ESO much above the magnetic gap.
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The weak Zeeman energy EZ � 2ESO cannot couple them, so that in the low energy sector |E| � EZ only
the spin-↑ states matter. One can proceed in a similar manner near the −2kSO Fermi point, obtaining that
only the spin-↓ states matter, proving that the states are helical. Repeating the same calculation for α < 0
one obtains the opposite helicity. From equation (B10) the massless propagating low energy excitations
(|q| � kSO) are thus described by the set of operators

⎧⎨
⎩

ξ̂q↑
.
= ĉ2sαkSO+q,↑

ξ̂q↓
.
= ĉ−2sαkSO+q,↓

(B11)

where sα is given by equation (41).
Expansion near k = 0. In the low energy range |E| � EZ there are also gapped (i.e. massive) modes,

related to the upper and lower bands for k ∼ 0 (see figure 4). Performing an expansion of equations (B2)
and (B3) in q = k (with |q| � kSO) and introducing the new set of operators

⎧⎨
⎩ η̂q↑ = ĉq↑

η̂q↓ = ĉq↓,
(B12)

one obtains the low energy expression

ĤNW

∣∣∣
k
0


 −
∑

|q|�kSO

�sαvSOq
(
η̂†q↑ η̂†q↓

)
σz

(
η̂q↑
η̂q↓

)
− EZ

∑
|q|�kSO

(
η̂†q↑ η̂†q↓

)
σx

(
η̂q↑
η̂q↓

)
. (B13)

Summing up equations (B10) and (B13) one obtains a low-energy NW Hamiltonian. Moreover, one can
observe that such model shares the same low-energy physics as the Dirac model given in equation (42),
obtained by removing the constraints on wave vector q, which can therefore be regarded to as the effective
low energy model for the NW.

Appendix C. Lattice model

In this appendix we show that the existence of one single effective massless Dirac mode, i.e. a Weyl mode,
inside the magnetic gap of the NW is not an artifact of the continuum model in equation (36). To this
purpose, we consider the following lattice model

H = −t
∑

j

(
C†

j+1Cj + iaC†
j+1σzCj + b C†

j σxCj − C†
j Cj

)
+ h.c., (C1)

where C†
j = (c†j↑, c†j↓) and c†j↑,↓ creates a fermion in the site j with spin ↑ or ↓, respectively. Here t is the

nearest-neighbor hopping amplitude, while a and b are dimensionless parameters related to the strength of
the spin–orbit coupling (time reversal preserving) and the external magnetic field (time reversal breaking),
respectively. Passing to momentum space operators through Cj = N−1/2

∑
k∈BZeikja0 Ck, where N denotes the

number of lattice sites, a0 the lattice spacing and ka0 ∈ [−π,π] the lattice momentum, one gets

H = 2t
∑

k

C†
k {[1 − cos(ka0)]σ0 − a sin(ka0)σz − bσx}Ck. (C2)

It is straightforward to see that equation (C2) can be considered as the lattice regularized version of the
continuum model in equation (36). Indeed in the limit ka0 � 1, the former model reduces to the latter
upon identifying t = �

2/2 m∗a2
0, a = m∗a0α/�

2 and b = hxm∗a2
0/�

2. The energy spectrum of the lattice
model (C2) is easily obtained

E±(k) = 2t

[
1 − cos(k) ±

√
a2 sin2(k) + b2

]
, (C3)
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Figure 8. Comparison between the spectra of the lattice model equation (C2) (solid curves) and of the continuum model
equation (36) (dashed curves). The latter captures the main features of the former in the low energy sector (green box). In
particular only two helical states (red and blue thick lines) are present in the magnetic gap around E = 0.

and is plotted in figure 8 (solid lines), whereas the dashed lines display the spectrum of the continuum
model (36) for comparison. As one can see, the low energy sector of the lattice model (green box) is
perfectly captured by the continuum theory. In particular, the bands of the full lattice model cross the E = 0
line in two and only two points, namely the ones already found within the continuum model, since a gap is
present at k = 0. Thus, inside the magnetic gap, one finds only two massless helical states (red and blue
thick lines), i.e. one single 1D Weyl mode. Notably, this is consistent with the Nielsen–Ninomiya theorem
[74], which implies, in the one dimensional case, that the number of left movers equals the number of right
movers at any energy. In pass we note that, at much higher energy (irrelevant to our purposes), a similar
situation occurs: the gap opening up at ka0 = ±π leaves only two massless helical modes at E = 4t, giving
rise to one single Dirac cone as low energy excitations around that energy. Only when time-reversal
symmetry is present, i.e. for b = 0 in equation (C2), the two bands touch at k = 0 and k = ±π, where an
additional Weyl mode appears.

Appendix D. The scattering problem for the inhomogeneous NW with the profile (48)

The solution of the scattering problem for the model (46) with the piecewise constant profile (48) can be
obtained from the expression of the electron field operator in the three regions. For an energy E within the
magnetic gap (|E| < EZ) one has

Φ̂E(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

âLEwkE ,− eikEx + b̂LEw−kE ,− e−ikEx + ĉLEw̃κE ,sE eκEx x < −L/2

ĥE√
2

⎛
⎝1

1

⎞
⎠ eik2,Ex +

ĝE√
2

⎛
⎝1

1

⎞
⎠ e−ik2,Ex +

d̂E√
2

⎛
⎝ 1

−1

⎞
⎠ eκ2,Ex +

f̂E√
2

⎛
⎝ 1

−1

⎞
⎠ e−κ2,Ex |x| < L/2

âREw−kE ,− e−ikEx + b̂REwkE ,− eikEx + ĉREw̃−κE ,sE e−κEx x > +L/2

,

(D1)
where

kE =

√
2m∗

�

√
E + 2ESO +

√
4EESO + 4E2

SO + E2
Z (D2)

κE =

√
2m∗

�

√
−E − 2ESO +

√
4EESO + 4E2

SO + E2
Z (D3)

sE = sgn(E + E2
Z/4ESO) (D4)

k2,E = kZ

√
1 + E/EZ κ2,E = kZ

√
1 − E/EZ, (D5)

while the spinors w±kE ,− and w̃±κE ,sE are given in equations (B5) and (B7), respectively.
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Imposing the boundary conditions (47) to the field (D1), one expresses the outgoing operators b̂L/RE in
terms of the operators âLE and âRE describing the modes incoming from the left and from the right region,
respectively. The transmission amplitudes tE and t′E are then obtained through the relations b̂RE = tEâLE and
b̂LE = t′EâRE. The resulting transmission coefficient TE = |tE|2 = |t′E|2 is numerically exact and is plotted in
the solid curves of figure 7 as a function of the spin orbit energy, at the midgap energy E = 0 and for
different values of the external magnetic field EZ.

However, as observed in section 4, an analytical expression for the transmission coefficient can be
obtained in the low energy limit (dashed curve in figure 7), where the inhomogeneous NW physics is well
captured by the effective massless + massive Dirac theory. Such an expression directly follows from the
transfer matrix (52) connecting the massless and massive fields of the outer Rashba-dominated regions,
which can be obtained as follows. Inserting equation (51) into the low energy boundary conditions
equations (49) and (50), the latter can be re-expressed in a matrix form as

P

⎛
⎜⎜⎝
ξ̂↑(−L/2)

ξ̂↓(−L/2)
η̂↑(−L/2)
η↓(−L/2)

⎞
⎟⎟⎠ = V(−L/2)

⎛
⎜⎜⎝

ĥ
ĝ

d̂

f̂

⎞
⎟⎟⎠ (D6)

V(L/2)

⎛
⎜⎜⎝

ĥ
ĝ

d̂

f̂

⎞
⎟⎟⎠ = Q

⎛
⎜⎜⎝
ξ̂↑(L/2)

ξ̂↓(L/2)
η̂↑(L/2)
η̂↓(L/2)

⎞
⎟⎟⎠ , (D7)

where the energy dependence of the operators has been dropped to make the notation lighter. Here

P =

⎛
⎜⎜⎝

e−ikSOL 0 1 0
0 eikSOL 0 1

kSO e−ikSOL 0 −kSO 0
0 −kSOeikSOL 0 kSO

⎞
⎟⎟⎠ , (D8)

Q =

⎛
⎜⎜⎝

e−ikSOL 0 1 0
0 eikSOL 0 1

−kSO e−ikSOL 0 kSO 0
0 kSOeikSOL 0 −kSO

⎞
⎟⎟⎠ (D9)

and

V(x) =
1√
2
×

⎛
⎜⎜⎝

eik2,Ex e−ik2,Ex eκ2,Ex e−κ2,Ex

eik2,Ex e−ik2,Ex −eκ2,Ex −e−κ2,Ex

ik2,E eik2,Ex −ik2,E e−ik2,Ex κ2,E eκ2,Ex −κ2,E e−κ2,Ex

ik2,E eik2,Ex −ik2,E e−ik2,Ex −κ2,E eκ2,Ex κ2,E e−κ2,Ex

⎞
⎟⎟⎠ . (D10)

The transfer matrix ME appearing in equation (52) can thus straightforwardly be obtained as
ME = Q−1V(L/2)V−1(−L/2)P. In particular, setting the energy to the midgap value E = 0 and expanding
in the parameter kZL one obtains equation (53), up to O((kZL)4) terms.
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[26] Deng M T, Vaitiekėnas S, Hansen E B, Danon J, Leijnse M, Flensberg K, Nygård J, Krogstrup P and Marcus C M 2016 Science 354

1557
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