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ABSTRACT
Podcasts are becoming an increasingly popular way to share stream-
ing audio content. Podcast summarization aims at improving the
accessibility of podcast content by automatically generating a con-
cise summary consisting of text/audio extracts. Existing approaches
either extract short audio snippets by means of speech summariza-
tion techniques or produce abstractive summaries of the speech
transcription disregarding the podcast audio. To leverage the mul-
timodal information hidden in podcast episodes we propose an
end-to-end architecture for extractive summarization that encodes
both acoustic and textual contents. It learns how to attend relevant
multimodal features using an ad hoc, deep feature fusion network.

The experimental results achieved on a real benchmark dataset
show the benefits of integrating audio encodings into the extractive
summarization process. The quality of the generated summaries is
superior to those achieved by existing extractive methods.

CCS CONCEPTS
•Computingmethodologies→Natural language processing;
Machine learning; • Information systems → Multimedia in-
formation systems;

KEYWORDS
Podcast summarization, multimodal learning, extractive summa-
rization, deep learning, multimodal features fusion

1 INTRODUCTION
Podcasts are episodic series of spoken-word digital audio files that
users can easily download on their own devices and listen to. Their
ever-increasing diffusion has recently stimulated the attention of
the research community [15]. To improve the fruition of podcast
content an appealing research branch has been devoted to podcast
summarization. It entails extracting a summary consisting of a
shortlist of text/audio snippets that are representative of the whole
podcast content [13].

The need for summarizing podcasts is mainly related to the high
variability in duration and content. Specifically, podcast duration
ranges from a few minutes to even one hour or more (see, for ex-
ample, the audio statistics on the Spotify dataset [5] available in
Table 2). Furthermore, the topics covered by the podcasts signifi-
cantly vary across different episodes and shows. To quickly access
the key podcast information listeners could be interested in listen-
ing to a short trailer consisting of an extractive audio/text summary.
Finally, the recurrent presence of advertisements throughout the
podcasts fosters the use of summarization techniques to quickly
access the key information in the podcast.

In a nutshell, podcast summarization is appealing for the fol-
lowing reasons: (1) Podcasts are extremely variable in topic and

production style. (2) Podcast episodes are rather heterogeneous
(see, for example, the statistics reported in Table 1). (3) Podcast
content is often noisy due to the presence of overlapping speech,
background effects, and advertisements [23].

Preliminary attempts to address podcast summarization have
already been made. They produce two different kinds of outputs: (a)
a textual summary of the audio speech transcription generated by
using abstractive neural summarization methods (e.g.,[15, 25, 28]),
or (b) an audio summaries extracted using speech summarization
techniques (e.g.,[11, 31, 34]). A detailed literature review is given
in Section 2.

Textual and audio sources are likely to provide complementary
information. For example, the textual content misses the tone of
voice of the speakers and the presence of potentially relevant back-
ground effects. However, to the best of our knowledge, none of the
existing podcast summarization techniques jointly exploits textual
and acoustic information in the summarization process. Another
remarkable issue is related to the use of abstractive summaries in
textual form, which cannot be directly linked to the correspond-
ing audio snippet. The aforesaid issues call for new multimodal,
extractive podcast summarization methods.

We presentMATeR (namely,MultimodalAudio-TextRegressor),
a novel multimodal podcast summarization approach. It encodes
both acoustic and textual podcast contents by using state-of-the-
art attention-based sequence embedding models [1, 24]. A deep
network is trained to estimate the semantic similarity between the
sentence-level textual content and the podcast description. Thanks
to end-to-end network training both textual and acoustic encodings
contribute to improve the quality of the textual summary. Finally,
the extracted sentences are mapped to the corresponding audio
snippets (see Section 4 for a more thorough description of the pre-
sented method). Thus, our approach also returns the audio snippets
corresponding to the summary.

The experiments run on a benchmark dataset [5] have shown (i)
substantial performance improvements of the multimodal model
against text-only strategies and (ii) a statistically significant per-
formance improvements against state-of-the-art extractive sum-
marization methods. The results will be thoroughly described in
Section 6.

2 RELATEDWORK
Multimodal summarization. In recent years, several research

studies have addressed the problem of multimodal data summa-
rization. Some of them focus on summarizing synchronous multi-
media contents such as the audio, text, and video sequences of a
video-recorded meetings [8], the pictorial story-lines consisting of
image-text pairs [33], and the social events described by the pho-
tos and videos posted by the users [3, 27]. Some other address the
summarization of asynchronous/non-aligned multimedia contents
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(e.g., [16, 35]). The present work addresses the multimodal podcast
summarization task, which is a specific case of synchronous content
summarization.

Multimodal summarization techniques can be further catego-
rized according to the type of generated summaries. Specifically, ex-
tractive methods (e.g., [4, 16]) shortlist portions of existing content
whereas abstractive ones generate ad hoc summary content (e.g., by
applying data fusion [9] or attention-based architectures [35, 39]).
Similar to [18], it investigates the joint use of textual and acoustic
latent features for summarization purposes. Unlike [18], MATeR
focuses on a specific type of multimodal source, i.e., the podcast,
rather than on a set of spoken documents (i.e., a broadcast news
corpus).

Podcast summarization. Podcast datasets usually comprise a mix
of audio and textual data (see, for example, [5]). However, all the
existing approaches to podcast summarization (e.g., [21, 25, 28,
37]) mainly rely on text summarization algorithms applied to the
podcast’s speech transcriptions thus ignoring potentially relevant
acoustic features for podcast summarization. The task of summa-
rizing podcasts has been also investigated in one of the tracks of
the Text REtrieval Conference (TREC) [14]. Specifically, they apply
neural abstractive models, which produce new sentences on top of
the original audio transcription. For example, in [28] the authors
apply transformer-based methods to synthesize a truncated tran-
script version. To overcome the limitations of BERT-based sentence
encoders [6] while coping long text spans, [21] proposes a model
that is specifically designed for dealing with long-span dependen-
cies. Furthermore, it also studies the influences of various sentence
filtering methods that precede the abstractive summarization stage.
The approach presented by [25] incorporates genre information
and named entities into an abstractive, supervised summarization
process. The key idea is to tailor the summary to the actual pod-
cast style in order to effectively manage podcast heterogeneity.
Unlike [15, 25, 28], the approach presented in this paper exclusively
relies on extractive techniques. The idea behind it is to jointly at-
tend latent textual and audio features in the selection of the relevant
textual content and then extract the audio segments correspond-
ing to the shortlisted text spans. Therefore, unlike all abstractive
methods the proposed approach inherently generates multimodal
summaries.

Speech summarization. It entails processing the audio files di-
rectly to produce a summary consisting of a selection of audio snip-
pets. Traditional approaches rely on feature classification (e.g.,[11]),
semi-supervised learning (e.g.,[34]), and graph clustering. More
recently, in [31] the authors leverage sequence-to-sequence mod-
els to attend relevant acoustic features for speech summarization.
Although speech summarizers are potentially applicable to the pod-
cast audio speech, the scope of the present work is rather different,
i.e., we summarize a multimodal source consisting of both podcast
audio and text.

3 PROBLEM STATEMENT
Given a set of 𝑁 podcast episodes P={𝑃 𝑗 }, the present work aims at
generating an extractive summary S𝑃 𝑗

separately for each episode

𝑃 𝑗 for which the (human-generated) description is unknown. Sum-
mary generation is based on a model trained on the episodes for
which the relative description is known. As discussed below, the
summary consists of a shortlist of text-audio pairs in 𝑃 𝑗 .

The summarization method considers multimodal information
consisting of audio and text snippets extracted from the podcast.
Specifically, for each episode 𝑃 𝑗 we consider both the audio se-
quence 𝑎 𝑗 and the speech transcription 𝑡 𝑗 . A more detailed descrip-
tion of the real-world dataset considered in our study is reported
in Section 5.

To enable sentence-level text summarization each speech tran-
scription 𝑡 𝑗 is split into a set of disjoint sentences {𝑠 𝑗𝑖 }. Since acous-
tic and textual sources are synchronized, we can map each sentence
𝑠
𝑗
𝑖
to the corresponding audio snippet 𝑎 𝑗

𝑖
. Hereafter, we denote as

TA𝑗 the set of text-audio pairs ⟨𝑠 𝑗𝑖 , 𝑎
𝑗
𝑖
⟩ used as reference multimodal

content units for 𝑃 𝑗 . Moreover, let TA =
⋃𝑁

𝑗=1 TA𝑗 be the set of
text-audio pairs occurring in the episodes in P.

Let f : TA → 𝑟
𝑗
𝑖
be a function, belonging to a function space

F , that maps each text-audio pair ⟨𝑠 𝑗
𝑖
, 𝑎

𝑗
𝑖
⟩ in TA to a relevance

score 𝑟 𝑗
𝑖
. The relevance of a text-audio pair is estimated as the

textual similarity between 𝑠 𝑗
𝑖
and the (human-generated) podcast

description of the corresponding podcast 𝑑 𝑗 , i.e.,

𝑟
𝑗
𝑖
= 𝑠𝑖𝑚(𝑠 𝑗

𝑖
, 𝑑 𝑗 )

It quantifies the extent to which a given text-audio pair in 𝑃 𝑗
is worth being included in the 𝑃 𝑗 ’s summary. Hereafter, we will
use the podcast description as reference annotation for supervised
learning.

We define TA𝑡𝑟𝑎𝑖𝑛⊂TA as the set of pairs of the podcast episodes
for which the descriptions are known, whereas TA𝑢𝑛𝑙𝑎𝑏𝑒𝑙𝑒𝑑 ⊂ TA
is the set of pairs of the podcast episodes without descriptions. We
aim at estimating the relevance score of an arbitrary pair ⟨𝑠𝑞

𝑖
, 𝑎

𝑞

𝑖
⟩ ∈

TA𝑢𝑛𝑙𝑎𝑏𝑒𝑙𝑒𝑑 for which the corresponding description is unknown
based on a predictive model built on the annotated pairs, i.e., the
text-audio pairs in TA𝑡𝑟𝑎𝑖𝑛 . To this end, we define a regressorR that
explores the function space F to address the following optimization
task.

R = argmin
f ∈F

∑
⟨𝑠 𝑗
𝑖
,𝑎

𝑗

𝑖
⟩∈TA𝑡𝑟𝑎𝑖𝑛

𝐸

(
𝑟
𝑗
𝑖
, 𝑓 (⟨𝑠 𝑗

𝑖
, 𝑎

𝑗
𝑖
⟩)
)

The classical regression task has the goal of finding the function
that minimizes the prediction loss 𝐸(·)1 over the training data.

The regressor outputs are conveniently used to address the pod-
cast summarization task. Specifically, given an episode 𝑃𝑞 , for which
the description is unknown, and the relevance score estimates 𝑟𝑞

𝑖
associated with each text-audio pair in 𝑃𝑞 , the summarizer returns
the top-𝐾 pairs in 𝑃𝑞 in order of decreasing relevance (where 𝐾 is
a user-specified parameter).

As discussed in Section 5, since the description length is approxi-
mately equal to the average sentence length hereafter we will tailor
the summarization task to the retrieval of the top ranked sentence
(i.e., 𝐾=1).

1Whenever not otherwise specified, hereafter we will use the Root Mean Square Error
as reference loss function.
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4 METHOD
We presentMATeR (namely,Multimodal Audio-Text Regressor),
a novel Deep Learning architecture for multimodal podcast sum-
marization.

The key property of MATeR is to consider both acoustic and
textual features in the selection of the most representative text-
audio snippets. MATeR performs end-to-end training of the neural
network-based regressor formalized in Section 3. Specifically, it
combines text and audio encodings in a multimodal fusion network
that first estimates the sentence similarity score and then back-
propagates the prediction error through the whole network layers
to get accurate sentence relevance estimates.

A sketch of the MATeR architecture is depicted in Figure 1. It
is designed to perform a simultaneous analysis of audio and text
modalities in order to create effective and accurate representations
of the input data. To this aim, two single-modal heads are jointly
trained to build the audio and text encoded representations (see
Sections 4.1 and 4.2, respectively). The generated text and audio
encodings are then combined together and processed by a multi-
modal feature fusion network, which consists of a stack of fully
connected layers. The network predicts the relevance of each text-
audio snippet to the output summary (see Section 4.3).

4.1 Text encoding
Transformer architectures [32] are established attention-based mod-
els to generate contextualized sentence embeddings. Among them,
BERT [6] is themost renowned sentence encoder. The performances
of BERT-like architectures are top-level on sentence similarity.

For this reason, MATeR adopts BERT to encode the input text
snippets [24] into 768-dimensional vectors using a mean pooling
token-aggregation strategy.

4.2 Audio encoding
To encode audio samples into a fixed-size vector representation
we rely on a recently proposed speech encoder, namely Wav2Vec
2.0 [1]. It integrates both convolutional and transformer layers to
generate a contextual representation, which is trained using self-
supervision. While the original architecture has been fine-tuned to
perform automatic speech recognition, its encoded representations
has been proven to be effective for a wide range of audio-related
tasks [10]. Specifically, we fine-tune the Wav2Vec2 model for audio
features extraction.

In compliance with text-based encodings [24], the audio en-
coder aggregates the contextual speech representation using mean-
pooling to generate 768-dimensional vectors for variable-length
audio samples. Among the available aggregation methods tailored
to acoustic features, mean-pooling turned out to be among the best
performers for speaker recognition [30].

4.3 Multimodal fusion network
We combine text and audio encodings into a multimodal, unified
latent representation.

The fusion network takes as input the single-model heads’ out-
put, consisting of separate 768-dimensional dense vectors for audio
and text.

The network consists of a stack of fully-connected (FC) layers
with ReLU activation function leveraging concatenated represen-
tation to estimate description-driven relevance of the input pairs.
In our experiments, we set the width of each fully connected layer
and depth of the fusion network to 1536 and 3, respectively. The
prediction loss is estimated using the Mean Square Error and back-
propagated through the deep network.

5 DATASET OVERVIEW
The Spotify podcast dataset [5] consists of approximately 100,000
podcast episodes belonging to about 18,000 different shows. For
each podcast it includes the audio file, the transcript of the speech,
and some related metadata (e.g., the podcast’s creator and human-
generated description). We deem both speech transcripts and audio
files relevant to summarize podcast episodes, as they potentially
convey complementary information. For example, the background
effects, the speaker characteristics (e.g., tone of voice), and the
presence of advertisements can be detected from the audio files,
whereas they are partly missing or hard to detect in the speech
transcription.

The multimodal data contents available at the Spotify dataset [5]
are already partitioned in a set of text-audio snippets. Throughout
the experiments, we have considered the predefined text-audio con-
tent splits, albeit MATeR supports different sentence- or paragraph-
level tokenizations as well.

For evaluation purposes we apply a hold-out validation on a
representative data sample consisting of 10% of the input data as
training set, 1% of data as validation set, and 1% as test set. Data
samples are stratified over the podcast shows to avoid partitioning
the episodes of the same show in the training/validation/test sets.

To allow experiment reproducibility, the code and data samples
are publicly available in the MATeR project repository2.

5.1 Description filtering
Textual descriptions are manually written by the podcast creators

and often include one or more advertising phrases. These phrases
are intended to sponsor the products/tools that supported podcast
realization or to mention the social network profiles/websites of
the podcast author/episode guests.

To avoid introducing a bias in summary content selection and
evaluation, we apply a semi-automatic approach to remove adver-
tisements, commercial and promotion contents from the descrip-
tions prior to training the models.

Specifically, similar to [26], we first split the description content
into shorter text snippets using the sentence tokenization provided
by spaCy library [12]. Next, we train a classifier on a small subset
of manually annotated descriptions to automatically recognize ad-
vertising content. To this end, description phrases are labeled as
advertisement if they include advertisements/promotions, other oth-
erwise. Advertising content is early pruned from the descriptions
before running the summarization process. To automatically label
the non-annotated content we fine-tune the BERT transformer for
binary text classification [6].

2The MATeR project repository, including data, annotations, and empirical results, is
available at https://github.com/MorenoLaQuatra/MATeR

https://github.com/MorenoLaQuatra/MATeR
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BERT

Wav2Vec2

Single-modal 
encoding

Concatenation

Welcome listeners, 
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Multimodal 
network fusion Sentence 

ranking and 
selection

Figure 1: Sketch of the MATeR architecture.

Sentence-BERT

This is a sentence 
of the podcast…

This is the author’s 
annotated descripti…

Cosine Similarity

Figure 2: Sentence scoring step.

To make the experiments fully reproducible, the identifiers of
the (randomly selected) 400 podcast descriptions that have been
annotated and the annotations of their contained sentences (around
2200) are made available in the project repository.

5.2 Statistics on textual content
Table 1 reports some relevant statistics about the textual content
available in the Spotify Podcast dataset [5].

Podcast content is rather heterogeneous. Text distributions across
different episodes are extremely variable. More specifically,

• Speech transcriptions comprise both monologues and con-
versations between multiple speakers.

• The speech content may cover either a small part of the
episode or constitute the main substance.

• The length of both podcast descriptions and speech sentences
are rather variable across different episodes.

• The length of the filtered version of the description (in terms
of number of words) is approximately similar to those a
single sentence.

The latter observation supports the hypothesis that the problem
statement reported in Section 3 can be modelled as an extreme
extractive summarization task, i.e., we set 𝐾 to 1.

5.3 Statistics on audio content
Table 2 summarizes the key audio statistics. They highlight the
significant variability in temporal duration across different podcasts
and the wide range of loudness covered by the single podcasts.
Figure 3 shows a ten-seconds excerpt of a single audio track, which
reveals the presence of a considerable amount of information (b)
and (c) that can be derived directly from the original waveform (a).
This confirms that the audio content conveys potentially relevant
and actionable knowledge.

Episode per Show Sentence per Episode
Avg # Max # Avg # Max #

Train 5.77 ± 16.33 351 84.52 ± 56.97 574
Test 5.38 ± 13.71 122 78.07 ± 49.91 501

Words per Sentence Words per Description
Avg # Max # Avg # Max #

Train 72.85 ± 33.34 175 61.56 ± 60.22 709
Test 75.99 ± 31.77 183 68.81 ± 54.25 461

Table 1: Statistics about the textual content extracted from
the Spotify podcast dataset [5]. Minimum values are not re-
ported here because are always equal to 1.

Episode Duration (min) Episode Loudness (dBFS)
Avg Max Min Avg Max Min

Train 36.0 ± 23.1 304.9 0.5 -23.30 ± 4.70 -7.45 -57.63
Test 34.5 ± 20.0 89.7 1.0 -23.27 ± 5.99 -11.06 -139.00
Table 2: Statistics about the audio tracks extracted from the
Spotify podcast dataset.

The audio extracts considered in the preliminary analyses appear
to include content that is potentially actionable for text summariza-
tion.

6 EXPERIMENTAL RESULTS
We performed an extensive experimental evaluation to assess (i) the
quality of the summaries generated by MATeR compared to those
extracted by state-of-the-art monomodal extractive summarizers,
and (ii) the impact of the twomodalities considered by our approach.
The following sections report the experimental design and discuss
the main results, respectively.

6.1 Experimental design
We compare the automatically generated summarieswith the human-
generated descriptions provided by the podcast authors (hereafter
also referred as golden summaries). The quantitative comparison
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(a) Waveform

(b) Spectrogram

(c) Chroma Vector

Figure 3: Characteristics of a representative example of au-
dio track. The waveform (a) shows the amplitude of each
frame of the audio signal; the spectrogram (b) reveals the
loudness of the signal at different frequencies over time; the
chroma vector (c) expresses the energy of the signal for each
pitch class over time.

is performed according to two complementary, standard quality
indices:

• The Rouge scores [17], which measure the syntactic unit
overlap between the generated and golden summaries.

• The BERT-based content similarity [24], which measures the
semantic overlap between the automatically extracted and
reference text snippets.

As Rouge scores we consider Rouge-1, Rouge-2, and Rouge-L,
which respectively quantify the unit overlap in terms of unigrams,

bigrams, and longest matching sequence [17]. To estimate the se-
mantic similarity we compute the cosine distance between the
respective Sentence-BERT encodings [24] (see Figure 2).

For the syntactical quality indices we report recall, precision,
and F1-score measures achieved on the test set.

We compared MATeR with both supervised and unsupervised
extractive summarization methods. As unsupervised approaches
we consider CoreRank (CR) [29], TextRank (TR) [22], and Tex-
tRankBM25 (TRBM25) [2]. As supervised methods we consider
HiBERT [36] and a variant of the proposed approach MATeR-
textonly , where we perform ablation of the audio modality from
the original architecture. Finally, we also consider the LEAD base-
line method [15], which applies a naive position-based approach
that simply returns the first sentence of the podcast (independently
of the remaining content).

Regarding the comparison with state-of-the-art summarization
methods, it is worth noticing that

• To the best of our knowledge, MATeR is the firstly proposed
supervised multimodal extractive summarization approach
that combines textual and acoustic features.

• The majority of the neural supervised summarization meth-
ods (e.g. [19, 38]) are unable to encode, process, and extract
textual snippets longer than 512 tokens due to the inherent
limitations of Transformer models. In our context, the aver-
age number of words per episode is above 5000 (e.g., in the
training set, 72 words multiplied by 84 sentences) thus the
number of tokens is one order of magnitude larger than the
maximum threshold.
This hinders their use in podcast summarization as the avail-
able podcast descriptions are, on average, longer (see Table 1).
HiBERT [36] is, to the best of our knowledge, the most re-
cently proposed extractive supervised summarization system
that allows the processing of input sequences longer than
512 tokens.

Algorithms’ configuration. We fine-tuned the pre-trained HiB-
ERT model for 5 epochs using the parameters recommended by
the respective authors. We pick the best model according to the
average loss on the evaluation set.

We trained MATeR for a total of 2 epochs to minimize the MSE
loss with AdamW [20] optimizer. We set the learning rate to 𝑙𝑟 =
10−5 with a linear decay schedule.

Hardware settings. Experiments were run on a machine equipped
with AMD® Ryzen 9® 3950X CPU, Nvidia® RTX 3090 GPU, 128 GB
of RAM running Ubuntu 21.10.

6.2 Results
Table 3 reports the Rouge and Sentence-BERT similarity (SBERT)
scores achieved by the summarization algorithms on the test set.
For each considered metric the highest scores are highlighted in
boldface.

The performances of the LEAD baseline are the worst. This indi-
cates that solving the sentence ranking problem is, in general, not
trivial. MATeR performs best regardless of the considered quality
index. Compared to MATeR-textonly, which is the text-only ab-
lation of MATeR, MATeR performs significantly better for all the
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Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

LEAD 0.150* 0.170* 0.142* 0.014* 0.013* 0.011* 0.129* 0.147* 0.122* 0.350*
TR 0.154* 0.177* 0.147* 0.015* 0.016* 0.013* 0.133* 0.154* 0.127* 0.363*
CR 0.176* 0.179* 0.157* 0.030* 0.024* 0.023* 0.152* 0.154* 0.135* 0.418*

TRBM25 0.156* 0.203* 0.159* 0.017* 0.020* 0.015* 0.132* 0.174* 0.135* 0.414*
HiBERT 0.186* 0.219* 0.184 0.036* 0.033* 0.031* 0.162* 0.191* 0.160 0.482

MATeR-textonly 0.162* 0.168* 0.143* 0.016* 0.016* 0.013* 0.140* 0.146* 0.123* 0.348*
MATeR 0.193 0.225 0.188 0.042 0.041 0.036 0.168 0.197 0.164 0.490

Table 3: Rouge-1, Rouge-2, Rouge-L, and SBERT scores achieved by different summarization methods. Statistically significant
performance improvements between MATeR and each of the other methods are starred.

considered metric. This confirms the usefulness of exploiting both
input data modalities. The positive impact of the audio modality is
also confirmed by the comparison against the supervised HiBERT
algorithm.

Statistical significance test. We apply the paired t-test [7] at 95%
significance level to compare MATeR with all the other approaches.
In Table 3, the statistically significant differences between MATeR
and the competitors are starred. The t-test confirms the statisti-
cal significance of the differences between MATeR and the other
algorithms for the majority of the considered metrics.

Summary length. We have also analyzed the average length of
the summaries to understand its impact on the quality indices
achieved by the tested algorithms. The average summary length
is roughly comparable for all the algorithms, e.g., 73 words for
MATeR-textonly, 75 for CR, ∼80 words for MATeR, HiBERT, TR,
and LEAD, and 89 for TRBM25.

6.3 Summary examples
To allow a qualitative comparison between the generated sum-
maries, Figure 4 reports the summaries generated by MATeR, HiB-
ERT, and MATeR-textonly, respectively, from two example podcasts
in which the acoustic modality plays a relevant role. We report the
author’s description, the textual summaries, and the chroma vec-
tors of the selected audio summaries. It is worth noticing that the
generated summaries are rather different both in terms of text and
chroma vector.

The first example (see Figure 4(a)) shows that the summaries
generated by MATeR and MATeR-textonly are completely different.
MATeR-textonly , which tends to assign high relevance values to
the initial sentences of the podcasts, selects the first sentence of the
transcript. In this particular case, it seems not a good choice. Con-
versely, MATeR shortlists a sentence that is more informative and
aligned with the description thanks to the simultaneous analysis of
the acoustic features. HiBERT selects a sentence that is somehow
related to the main content of the podcast as well. However, the
HiBERT summary seems to be less compliant with the authors’
description than those returned by MATeR.

The second summary example, reported in Figure 4(b), confirms
the positive impact of the acoustic features considered by MATeR
on the perceived summary quality.

7 CONCLUSIONS AND DISCUSSION
The paper explored the use of multimodal content to produce sum-
maries of podcast episodes. An end-to-end attention-based deep
learning architecture is proposed to effectively combine text and
audio encodings in a multimodal fusion network. Unlike traditional
text- or speech-only summarizers, MATeR leverages the multimodal
information conveyed by the syncronized text-audio snippets to
face the high heterogeneity of podcast contents. The summariza-
tion performance is superior to that of state-of-the-art extractive
methods (e.g., [36]) on a real-world dataset.

The peculiar characteristics of the human-generated podcast
descriptions has prompted the use of an extreme summarization
framework, where a single sentence is representative of most of
the podcast content.

As future work, we plan to extend the current transformer-based
architecture, implementing a hierarchical structure to attend rel-
evant information from multiple sentences of the same episode
and/or multiple episodes of the same show. Moreover, we envisage
the use of different acoustic feature extractors to leverage audio
spectrogram in addition to the raw waveform.
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Leveraging multimodal content for podcast summarization

You can find out what your rising sign is by 
getting a free natal chart on my website 
embodied astrology.com in the horoscope 
section. If you enjoy your horoscope, please 
make sure to take a listen to embodied 
astrology for Virgo season. That's a special 
episode called Divinity is in the details in this 
episode. I take you on a tour of verbose zodiacal 
energy and explore how it manifests in the world 
and in each of us. Everyone has every sign in 
their chart and Virgo represents amazing and 
important energy for each of

For Peugeot season for the sign Gemini welcome 
Gemini to your horoscope. Please listen to the 
embodied astrology episode the full episode for 
Virgo to learn more about it. This is an important 
sign for you. And in that episode. I'm going to go 
deep into how to censor go and how to work 
with it somatically energetically and behaviorally 
and one of the reasons why I want you to listen 
not just because

Apple podcasts and many other platforms the 
best thing or one of the best things I think about 
it is that you can make money from your 
podcasts with no minimum listener ships. It's 
everything you need to make a podcast in one 
place learn more about it and download the free 
anchor app or go to Anchor dot f m-- to get 
started.

These horoscopes are month-ahead forecasts for each sign for Virgo Season in 2019. Virgo Season extends between August 23 - September 23. In this 
episode I’ll take you on a tour of Virgo’s zodiacal energy and explore how it manifests in the world and in each of us. Everyone has every sign in their 
chart, and Virgo represents amazing and important energy for each of us. This episode is a great preparation for the next 30 days of Virgo season and 
is also a very healing and supportive energy to check in with at any point. Listen here: Get the Virgo Season Month Ahead Extended Forecast by 
becoming a subscriber today!

MATeR HiBERT MATeR-textonly

Author’s annotated description

dBFS = -24.07 - ZCR = 3034.65 dBFS = -25.33 - ZCR = 2448.22 dBFS = -19.31 - ZCR = 3322.88

(a) Example #1

This is Mohammed Jalal and this week. I'm going 
to speak to further. Hey, Jersey and engine 
based academic in Islamic Sciences currently 
pursuing his doctoral studies in the energy 
economies of the Arab world further has 
extensively traveled across India, and he is also a 
regular visitor to Kashmir in the second part 
podcast more than two weeks since for Indian 
government's actions in Kashmir. I want to 
explore the doctrine that underpins mahdi's India.

further hejazi assalamualaikum warahmatullah 
and welcome to the thinking Muslim podcast 
walekum, Salam Allahu this much-needed 
discussion about the smear which today goes 
through a crisis a very unique crisis and 
unforeseen reality, which probably the ummah 
went through only at the time of independence 
of

Says two of whom were his sons also beaten 
and despite one of the assailants admitting to 
the murder to an undercover reporter around 50 
have been lynched in the last three years Alone 
by the so-called Cal Vigilantes and hundreds 
have been injured. This is the state of India home 
to 200 million Muslims some 14% of the 
population.

This week I speak to Fadl Hejazi, an India based academic in Islamic sciences, currently pursuing his doctoral studies in the energy economies of the 
Arab world. Fadl has extensively travelled across India and he is also a regular visitor to Kashmir. In this second part podcast, more than 2-weeks since 
the Indian government’s actions in Kashmir, I want to explore the doctrine that underpins Modi’s India, known as Hindutva and its impact upon the 
countries Muslims. It is oft-forgotten, that after partition in 1947, Pakistan became home to just a portion of India’s Muslims. Those that were left behind 
have been subject to state and structural disadvantage. Nevermore so than under the Hindu nationalism of Modi’s tenure.

MATeR HiBERT

Author’s annotated description

dBFS = -18.49 - ZCR = 2767.58 dBFS = -21.84 - ZCR = 2225.64 dBFS = -20.09 - ZCR = 2738.92

MATeR-textonly

(b) Example #2

Figure 4: Example summaries.
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