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6 ABSTRACT7

8

We here propose a one-dimensional spatially explicit phenotype-structured model to analyze9

selected aspects of avascular tumor progression. In particular, our approach distinguishes viable10

and necrotic cell fractions. The metabolically active part of the disease is, in turn, differentiated11

according to a continuous trait, that identifies cell variants with different degrees of motility and12

proliferation potential. A parabolic partial differential equation (PDE) then governs the spatio-13

temporal evolution of the phenotypic distribution of active cells within the host tissue. In this14

respect, active tumor agents are allowed to duplicate, move upon haptotactic and pressure stimuli,15

and eventually undergo necrosis. The mutual influence between the emerging malignancy and16

its environment (in terms of molecular landscape) is implemented by coupling the evolution17

law of the viable tumor mass with a parabolic PDE for oxygen kinetics and a differential18

equation that accounts for local consumption of extracellular matrix (ECM) elements. The19

resulting numerical realizations reproduce tumor growth and invasion in a number scenarios20

that differ for cell properties (i.e., individual migratory behavior, duplication and mutation21

potential) and environmental conditions (i.e., level of tissue oxygenation and homogeneity in22

the initial matrix profile). In particular, our simulations show that, in all cases, more mobile cell23

variants occupy the front edge of the tumor, whereas more proliferative clones are selected at the24

more internal regions. A necrotic core constantly occupies the bulk of the mass due to nutrient25

deprivation. This work may eventually suggest some biomedical strategies to partially reduce26

tumor aggressiveness, i.e., to enhance necrosis of malignant tissue and to promote the presence27

of more proliferative cell phenotypes over more invasive ones.28

29

Carcinogenesis is a multistage process that arises from a genetic mutation or a epigenetic alteration that occurs in30

a small node of cells (typically somatic stem individuals (Cristini and Lowengrub (2010)) and is able to escape from31

DNA repair mechanisms (Osada and Takahashi (2002)). The damaged cells undergo uncontrolled proliferation and32

acquire over time further malfunctions, that allow them also to ignore growth-inhibiting signals from the neighbors33

or from the environment (Hanahan and Weinberg (2011)). A sphere-like hyper-proliferative colony then forms and34

establishes a foothold in the host normal tissue (Alberts et al. (2002)). Such primary tumor continues to grow in situ:35

however, the increment in cell mass due to aberrant mitosis causes acute and chronic lack of oxygen and nutrients36

as well as increase of metabolites, see the reviews Harris (2002); Lowengrub et al. (2009) and references therein.37

The existing vasculature is often inadequate to deliver the needed substrates: such harsh conditions indeed induce38

malignant cells to release selected growth factors that drive angiogenesis, i.e., formation of new vessels by extension39

from the main circulatory system. Once the malignancy is vascularized, it can further progress and even shed cells into40

the vasculature, or in the lymphatic system (intravasation): such individuals may survive, escape from the circulation41

(extravasation) and then establish satellite clusters in distant parts of the host body (Abramovitch et al. (1995)). The42

new colonies may finally begin to grow to form secondary lesions. Such a phenomenon, called metastatization, is the43

predominant cause of mortality due to cancer (Mehlen and Puisieux (2006); Lowengrub et al. (2009)).44

Malignant angiogenesis is not the only mechanism that promotes metastatic phenomena. In fact, small clusters45

of tumor cells may scatter from the original mass, invade the surrounding tissue, and continue their migration into46

the preexisting circulation (Hanahan and Weinberg (2011)). In these early stages of progression, i.e., before vascular47

transition, tumor growth and expansion within the host rely on collective cell dynamics. As commented in the review48

by Lowengrub and coworkers, motion of more or less dense cell aggregates in fact dominates in a wide range of49
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tumors whereas invasion by individual cancer agents is more rarely observed. Such a collective migration is facilitated50

by the emergence of an intratumoral phenotypic heterogeneity. Cells forming a neoplastic tissue have in fact different51

characteristics and functions and can cooperate to survive and efficiently invade the host. In this respect, several cancer52

cell phenotypes have been identified: in particular, in Hanahan and Weinberg (2011), the authors distinguish cells53

characterized by high motility rates from those identified by unlimited proliferative potential. The former variant has54

been shown to undergo poor mitotic events, to lose epithelial characteristics, such as stable cell-cell adhesion and55

apico-basal polarity, and to acquire mesenchymal features which allow aggressive migration. The latter subpopulation56

undergoes dramatically high duplication events, lose migratory freedom and re-acquire epithelial hallmarks, including57

expression of junctional proteins. Highly mitotic agents further fuel invasion of more motile individuals by exerting58

oncotic pressure and consuming critical substrate. On the opposite, more invasive cells can open migratory paths for59

less motile but more death-resistant clones. Such an inverse correlation between cell migratory and mitotic potential, a60

concept also referred to as the “Go-or-Grow” (GoG) hypothesis, characterizes several types of malignancies, see Giese61

et al. (1996a,b) and references therein, and has been also successfully employed in the theoretical literature (Hatzikirou62

et al. (2012); Gallaher et al. (2019); Swanson et al. (2011); Martínez-González et al. (2012); Zhigun et al. (2018)). As63

demonstrated in Gao et al. (2005), cells may also experience a hybrid status, with intermediate levels of mobility and64

proliferation ability: this type of individuals is often classified as generalist cells (Hausser and Alon (2020)). However,65

a simultaneous maximization of both characteristics, that would give rise to a super phenotype, has not been yet66

observed (Stearns (1989)).67

The internal composition of a tumor relates to its malignancy: for instance, in Giese et al. (1996b,a, 2003), it is68

reported that most aggressive5 cancers are characterized by the relevant presence of cells with enhanced motility. More69

motile cell variants have been also shown to have reduced sensitivity to treatments such as radio- and chemotherapy70

w.r.t. the highly proliferating ones (Risom et al. (2018); Lefranc et al. (2005); Moore et al. (2012)). Intratumoral71

heterogeneity can vary either spontaneously or in response to specific cues, in particular, in response to environmental72

conditions. Tumors can be in fact considered as evolving ecosystems whose component cells can be seen as individuals73

that proliferate, die, undergo phenotypic variations and compete for space and resources under the selective pressure74

of the surrounding tissue, see Maley et al. (2017) and references therein. In this respect, at each stage of progression,75

a malignancy is locally and globally composed of the most adapt cell variants.76

A deep understanding of the regulatory dynamics of each phase of tumor development indeed represents a77

fundamental issue in cancer research. However, the relative importance of the cellular and the molecular processes78

involved, in particular of the impact of the surrounding environment on the evolution and the heterogeneity of the79

malignant mass, has not been completely revealed so far. In the last decades a fundamental help has been provided by a80

wide range of computational approaches, able to realistically reproduce selected features of the biological system and81

to test potential therapeutic strategies, as pointed out by the excellent reviews Adam (1997); Anderson and Chaplain82

(1998); Anderson et al. (2000); Anderson and Quaranta (2008); Trucu et al. (2016); Araujo and McElwain (2004);83

Bellomo et al. (2008); Bellomo and Preziosi (2000); Cristini and Lowengrub (2010); Moreira and Deutsch (2002);84

Friedman (2004, 2007); Eftimie et al. (2011). Following this line of research, we here propose a one-dimensional85

spatially explicit phenotype-structured model to investigate the avascular evolution of a tumor, in terms of both overall86

growth and internal heterogeneity. Our approach allows to distinguish in themalignant mass the viable cell fraction and,87

eventually, a necrotic region. Themetabolically active part of the disease is in turn differentiated according to a trait that88

identifies cell variants with a distinct degree of motility and proliferation potential, according to the above-introduced89

"Go-or-Grow" hypothesis. A parabolic partial differential equation (PDE) is then set to describe the spatio-temporal90

evolution of the phenotypic distribution of viable cells within the host tissue. In particular, we take into account the91

possibility of cell movement due to pressure effects and to the presence of extracellular matrix gradients, that are known92

to represent significant guidance cues for invasive cancer (and non cancer) cells. Local variations in the amount and the93

type ofmalignant cells are set to depend on the local availability of oxygen and free space. Themutual influence between94

the emerging tumor and its environment is implemented by coupling the evolution law of the viable tumor mass with (i)95

a parabolic PDE that governs the local concentration of oxygen including (or not) chemical sources at the edges of the96

considered tissue and (ii) a differential equation that reproduces consumption of extracellular matrix (ECM) elements97

frommalignant individuals. In this respect, for the sake of simplicity, we here account only for fixed and soluble matrix98

5Terminological remark: throughout this work, we will use the adjective aggressive to define the clones of malignant cells that are characterized
by high migratory ability and low proliferation rate, i.e., those that in principle have the highest metastatic potential. Coherently, we will classify as
aggressive the tumors characterized by the predominant presence of such cell phenotypes, even if the malignant mass is formed by a low number of
component individuals.
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components, despite ECMs forming connective tissues are also composed of insoluble collagenous fibers, that however99

play a key role in cell migration, specially in three-dimensional settings. Asmodeling results, we first show the ability of100

our approach to recapitulate some of the main aspects of avascular tumor growth, which are mathematically quantified101

through suitable observables. We then turn to systematically assess the effect on tumor evolution and on its internal102

heterogeneity of variations both in cell biophysical/biochemical characteristics and in environmental conditions. The103

aim is to point out computational settings that result in a malignant mass with a predominant proliferative composition104

and a poor invasive behavior. Such theoretical outcomes may in fact help in foreseeing the design of efficient treatment105

strategies. Along the text, we discuss our simulation results in contrast to proper experimental evidence mainly from106

a qualitative perspective. When possible, quantitative comparisons are proposed as well (for instance, we make sure107

that the growth rate of our malignant mass falls in a realistic range).108

Our approach belongs to the family of models based on the so-called adaptive dynamics. As reviewed in Perthame109

(2006), they are built on the idea that the evolution of an heterogeneous cell population, i.e., structuredw.r.t. one ormore110

traits, is mainly driven by selection and mutation. The former favors the diffusion of cell variants with the most adapt111

phenotype, whereas the latter allows the emergence of offsprings with slightly different determinants with respect to112

their progenitors. Such a mathematical framework has been recently developed by including the role of abiotic factors113

in the evolution of a solid tumor (see Lorenzi et al. (2018)) and the possibility of individual movement. In this respect,114

in Villa et al. (2021); Fiandaca et al. (2021), malignant cells have been assumed to randomly migrate within the host115

via the introduction of a diffusion term. A more accurate description of individual movement has been introduced116

in Lorenzi et al. (2020), where the velocity of a given cell fraction has been set to depend on its trait (assuming the117

already-cited “Go-or-Grow” dichotomy) and on the local pressure.118

We here enrich these approaches by introducing some novel aspects:119

• the differentiation between viable and necrotic tumor cells, with the possibility of irreversible transitions;120

• the dependence of cell movement not only on pressure effects but also on the amount and the distribution of121

matrix elements;122

• the dependence of cell proliferation events on the presence of nutrients and available space, with phenotype-123

specific rates.124

Such modeling developments, according to us, allow a more realistic description of the early evolution of a solid tumor:125

in particular, the phenotypic composition of the mass is no longer established by an a priori fittest trait but emerges as126

a natural consequence of its interaction with the surrounding environment.127

The rest of the paper is organized at it follows: in Section 1, we will present the proposed model with the underlying128

assumptions. Section 2 will then deal with its numerical implementation. In particular, we will first give details on the129

parameters estimate and on the indices that will quantity tumor progression. We will then turn to describe the growth of130

the malignancy in a number of selected settings. The article will end in Section 3 with a summary of the main results,131

which will be reviewed from a therapeutic perspective. We will finally discuss significant limitations of our approach,132

with hints for possible developments.133

1. Mathematical Model134

As sketched in the Introduction, we study avascular growth and evolutionary dynamics of a generic solid tumor135

with a heterogeneous nature, i.e., formed by cells characterized by different phenotypes. In particular, we focus on136

the interactions between the nascent malignant mass and selected microenvironmental components, e.g., the oxygen137

supplied by the pre-existing vasculature and the structural extracellular matrix (ECM). Tumor cells are here allowed to138

proliferate, compete for limited resources, and infiltrate the tissue. They can also vary their biochemical and biophysical139

determinants and fall in a necrotic state. Cell behavior and phenotypic characteristics are assumed to be affected by the140

surrounding molecular landscape, which is in turn influenced by the presence of the disease in a feedback/feedforward141

fashion. The proposed approach is genuinely multiscale: it in fact includes elements evolving at different spatio-142

temporal levels that directly impact one on each other.143

In more details, the above-described pathological system is modeled on a mono-dimensional domain X =144

[x1, x2] ⊂ ℝ (x being the space variable), which reproduces a linear cross-section of a tissue with the nascent lesion145

(left panel in Fig. 1). Tumor growth is then studied for the period T = [0, tF] ⊂ ℝ+0 , t being the time variable.146
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Figure 1: Left panel: the spatial domain X is set to represent a linear section of a tissue with the nascent malignant
mass. The experimental image, showing an in vivo glioblastoma spheroid, is a courtesy of the Candiolo Cancer Institute
(Torino, Italy). Right panel: the active malignant cells are di�erentiated according to the trait y ∈ [0, 1], that describes
their proliferation and migratory ability. In particular, individuals characterized by y = 0 display high duplication potential
and poor mobility. On the opposite, a phenotype y = 1 identi�es cells with substantial migration capacity but negligible
proliferation rate.

The population of malignant cells is differentiated in metabolically active (i.e., viable) and necrotic individuals.147

The former group is in turn structured with respect to the trait y ∈ Y = [0, 1], that describes cell migratory and148

proliferative characteristics in accordance with the “Go-or-Grow” assumption specified in the introductive section. In149

this respect, as shown in the right panel of Fig. 1, the phenotypic state y = 0 defines the cell clone with the highest150

mitotic potential and the lowest level of mobility, whereas y = 1 confers the highest migratory ability but the lowest151

duplication capacity. Between such extreme values, there is a continuum spectrum of possible states, that implicate the152

presence of cell variants with intermediate levels of both mobility and proliferation.153

According to these hypotheses, the function a(t, x, y) ∶ T × X × Y ↦ ℝ+0 hereafter defines the local distribution154

of active tumor cells on the trait space. In other words, a(t, x, y) reflects the phenotypic composition of the tumor mass155

located at time t in the domain point x. The number density of viable individuals can be therefore computed as:156

�(t, x) = ∫Y
a(t, x, y) dy. (1)157

The overall amount of active cells actually present within the entire domainX can be naturally obtained by integrating158

the number density �(t, x) along the space variable x, i.e.,Na(t) = ∫X �(t, x) dx.159

The necrotic subpopulation is instead assumed to be undifferentiated, with number density given by the function160

n(t, x) ∶ T ×X ↦ ℝ+0 . Coherently,Nn(t) = ∫X n(t, x) dx gives the total number of necrotic cells present in the tissue.161

From a biomedical perspective, magnetic resonance imaging (MRI) sequences would locally visualize the overall cell162

density � + n.163

We finally introduce the field variables O(t, x),M(t, x) ∶ T × X ↦ ℝ+0 to model oxygen concentration and164

matrix local amount, respectively. It is useful to recall that we hereafter account only for the soluble component of the165

ECM, i.e., for the mixture of long carbohydrate polymers and of non-proteoglycan polysaccharides that is isotropically166

distributed in the tissue without forming large-scale fibrous structures.167

We now turn to describe the evolution of the tumor system by distinguishing cell- and molecular-level dynamics.168

Cellular scale. Metabolically active cells are here assumed to (i) undergo random phenotypic transitions, (ii) be169

subjected to selected migratory stimuli, and (iii) either proliferate or acquire an irreversible necrotic fate. The evolution170

of their density can be indeed described by means of the following trait-structured partial differential equation (PDE),171

whose boundary and initial conditions will be specified later on:172

)a(t, x, y)
)t

= Da
)2a(t, x, y)

)y2
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
phenotypic variations

+ )
)x

[

(

w1(�, n, y) −w2(M,y)
)

a(t, x, y)
]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
movement

+ r(y, O, �, n)a(t, x, y)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

proliferation/necrosis

. (2)173

The diffusion operator at the r.h.s. of Eq. (2), with constant coefficientDa > 0, models infinitesimally small phenotypic174

variations occurring within the tumor mass: they are typically a consequence of random epimutation events due to the175

non-genetic instability characterizing malignant individuals.176
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Figure 2: Phenotypic-dependent cell speeds, i.e., v1(y) and v2(y), and proliferation rate, i.e., p1(y). In particular, v1(y) refers
to the pressure-driven velocity term whereas v2(y) relates to haptotactic dynamics, see Eqs. (3) and (4), respectively. We
recall that our model is based on the �Go-or-Grow� hypothesis, which states that cell duplication and migratory potentials
are inversely correlated.

The second component at the r.h.s. of Eq. (2) is an advection velocity: in our context, it models the response177

of the different cell clones to selected migratory stimuli. Specifically, this term, that hereafter will be referred to as178

cell migration velocity, is assumed to be due to two contributions: an oncotic (solid) pressure, denoted as w1, and a179

haptotatic signal, denoted as w2. The former results in the cell tendency to spread towards areas with more available180

space, i.e., with reduced cell density, and can be modeled with a Darcy-type law, see Lorenzi et al. (2017); Perthame181

et al. (2014):182

w1(�(t, x), n(t, x), y) = v1(y)
)x(�(t, x) + n(t, x))
|)x(�(t, x) + n(t, x))|

, (3)183

with )x ∶= )∕)x and v1(y) = y (vmax − vmin) + vmin (Fig. 2). In particular, Eq. (3) takes into account the fact that184

also necrotic agents occupy space within the host, therefore increasing the cell mass locally perceived by active cell185

variants.186

The second term w2 models individual movement towards tissue regions with higher concentrations of ECM187

elements, as perceived by the probing activity of cell surface receptors (e.g., integrins):188

w2(M(t, x), y) = v2(y)
)xM(t, x)
|)xM(t, x)|

, (4)189

with v2(y) = y vmax (Fig. 2). It has not been explicitly demonstrated that haptotaxis occurs in all in vivo conditions:190

however, its relevance in tumor invasion has been largely shown, due to the high responsiveness of malignant cells to191

gradients of fixed matrix macromolecules.192

In Eqs. (3) and (4), cell speed and direction of movement are decoupled, given their distinct physical meaning.193

The former, quantified by the scalar functions v1(y), v2(y) ∶ Y ↦ [0, vmax], is in fact determined by intrinsic cell194

determinants (that are implicitly assumed to depend on the phenotype), the latter is instead formally correlated to195

external factors, such as the pattern of available space and resources. In particular, individuals with the highest196

migratory potential (i.e., characterized by y = 1) move with the maximal speed value 2 vmax. On the other hand,197

individuals characterized by the lowest migratory ability (i.e., identified by y = 0) are unable to perceive the matrix198

distribution and to move accordingly (i.e., v2(0) = 0) but are permitted to crawl towards less crowded areas (i.e.,199

v1(0) = vmin). In fact, cells with a high enough proliferation potential typically inhibit internal pathways involving200

molecular motors (Rho, Rac) at the basis of active movement: therefore, they can only passively displace, i.e., pushed201

by hydrostatic stresses exerted by surrounding individuals (Gaggioli et al. (2007)).202
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The reaction term in Eq. (2) expresses local variations in the mass of viable cells due to proliferation or necrosis,203

whose rates are given by the functions p and q, respectively:204

r(y, O(t, x), �(t, x), n(t, x)) = p(y, O(t, x), �(t, x), n(t, x))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

proliferation

− q(O(t, x))
⏟⏞⏞⏟⏞⏞⏟
necrosis

. (5)205

In particular, the net growth is assumed to depend on (i) individual actual phenotype, (ii) molecular environmental206

conditions (i.e., oxygen level), and (iii) physical limitations determined by the available space. In this respect, p can be207

factorized as it follows:208

p(y, O(t, y), �(t, x), n(t, x)) = p1(y) p2(O(t, x)) p3(�(t, x), n(t, x)). (6)209

The duplication law p1 accounts for the fact that the phenotypic state y = 0 corresponds to the cell variant with the210

highest proliferation rate, say 
max, whereas a trait value y = 1 is given to the cell clone which poorly undergoes mitotic211

events, as quantified by the lowest rate 
min. To avoid overcomplications, we assign to p1 a linear trend:212

p1(y) = (
min − 
max)y + 
max. (7)213

We then assume that active cells proliferate proportionally to the quantity of oxygen that exceeds a basal concentration214

Omin, which corresponds to the amount of molecular substance needed to remain viable and to avoid necrotic transition.215

More specifically, the relation between cell duplication rate and available chemical is given by a classical Michaelis-216

Menten law, as done in Ardaševa et al. (2020); Lorenzi et al. (2018); Villa et al. (2021); Ward and King (1997):217

p2(O(t, x)) =
O(t, x) − Omin

�O + (O(t, x) − Omin)
H(O(t, x) − Omin), (8)218

being H(O(t, x) − Omin) =
{

1 , if O(t, x) ≥ Omin; 0 , if O(t, x) < Omin
} the Heaviside function. Eq. (8) therefore219

implies that mitotic events are prohibited in the case of insufficient presence of oxygen.220

The factor p3 in Eq. (6) finally models the fact that the mitotic cycle is typically disrupted in overcompressed cells,221

although abnormal proliferation is a relevant characteristic of malignant masses. This phenomenon can be replicated222

by setting the following logistic law:223

p3(�(t, x), n(t, x)) = 1 −
�(t, x) + n(t, x)

k
, (9)224

where k > 0 is the tissue carrying capacity. In Eq. (9), we consider that the available space is reduced by the presence225

of both viable and necrotic individuals, coherently to the case of the pressure-driven velocity term w1. It is useful to226

remark that intercellular competition for environmental free areas and resources has an effect on the growth rates p2227

and p3.228

Active cells irreversibly acquire a necrotic fate when they experience a drop in the available oxygen concentration229

down to the basal level Omin. In this respect, the sink term q in Eq. (5) reads as230

q(O(t, x)) = �H(Omin − O(t, x)), (10)231

whereH is again the Heaviside function and � represents a unit transition rate. We are indeed assuming an inevitable232

relationship between a low enough amount of resources and a disruption of intracellular metabolic activity, which is233

in common for all viable cell variants.234

The same rate q(O(t, x)) establishes the growth of the necrotic population as a consequence of the metabolic235

inactivation of oxygen-deprived cells, i.e.,236

G. Fiandaca, S. Bernardi, M. Scianna, M. Delitala: Preprint submitted to Elsevier Page 6 of 23



A model of tumor growth and its interactions with the environment

)n(t, x)
)t

= q(O(t, x))�(t, x), (11)237

� being, as seen, the number density of active individuals. Eq. (11) implies that necrotic cells remain freezed in238

space. This choice is consistent: when an individual becomes necrotic its surface ion pumps cease to function causing239

intracellular osmosis of water, swelling, and subsequent bursting. The remaining solid volume fraction is then replaced240

by calcium phosphate and/or calcium oxalate molecules that bind together and form calcite crystals. The process, called241

calcification, finally confers to the necrotic cell full rigidity and incompressibility.242

Molecular scale.We assume that oxygen diffuses within the tissue, naturally decays and it is consumed by viable cells243

(independently from their phenotype). Its kinetics can be therefore described by the following reaction-diffusion (RD)244

equation:245

)O(t, x)
)t

= DO
)2O
)x2

(t, x)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

diffusion

− �OO(t, x)
⏟⏞⏞⏟⏞⏞⏟
natural decay

− �O�(t, x)O(t, x)
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

consumption by
active tumor cells

, (12)246

where DO, �O and �O are constant coefficients. The use of an average homogeneous and isotropic diffusivity247

has been proven to be a good approximation, although the chemical successively passes through intracellular248

fluids, cell membranes and cytoplasmic regions (Tannock (1972); Pogue et al. (2001)). RD equations like Eq.249

(12) are widely employed in the theoretical literature to describe the kinetics both of oxygen and of other chem-250

icals, see Anderson et al. (2000); Anderson and Quaranta (2008); Trucu et al. (2016); Araujo and McElwain (2004);251

Bellomo et al. (2008); Bellomo and Preziosi (2000); Cristini and Lowengrub (2010); Moreira and Deutsch (2002);252

Friedman (2004); Friedman (2007); Eftimie et al. (2011), although they imply an infinite propagation speed. This issue253

could be in principle prevented by the use of hyperbolic (heat-like) laws (Cattaneo (1952)) and/or by considering a254

nonlinear degenerated diffusive behavior for the molecular substances of interest, as typically done in the context255

of porous media (see Vazquez (2012) and references therein). The level of tissue oxygenation at the onset of tumor256

growth, as well as the possibility and the rate of chemical supply from the pre-existing vasculature, will be given by257

the initial and the boundary conditions associated to Eq. (12).258

The soluble component of the ECM is only assumed to be degraded by active tumor cells at a constant rate, i.e.,259

)M(t, x)
)t

= −�M �(t, x)M(t, x)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

consumption by
active tumor cells

. (13)260

For the sake of completeness, we remark that matrix elements are consumed upon contact with cell-secreted261

metalloproteinases (MMPs). This family of enzymes does not significantly diffuse away from cell membranes and262

therefore it is consistent to assume a local degradation. ECM digestion by MMPs increases tumor ability to push263

into the host tissue not only by forming an haptotactic gradient but also by reducing the mechanical rigidity of the264

surrounding environment and by creating extra space for migration and infiltration of single aggressive cells. The265

degraded ECM can eventually release associated growth factors that further fuel tumor growth.266

2. Results267

2.1. Simulation Details268

The spatial domain X represents a linear section of a 0.2 cm-large tissue, i.e., X = [x1 = 0, x2 = 0.2] cm. The269

final observation time, as seen denoted by tF, corresponds to the instant at which at least an infinitesimal fraction of270

cells reaches one of the two point-borders of X. A longer period of observation would in fact imply the description of271

phenomena relative to extra-tissue tumor invasion (e.g., intravasation and metastatization), that are beyond the scope272

of this study.273
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Eqs. (2) and (11), that establish cell dynamics, are equipped by the following initial conditions, that are in common274

for all simulation settings (except where explicitly stated):275

a(0, x, y) = A exp
(

−
(x − x0)2

2�2x
−
(y − y0)2

2�2y

)

, s.t. ∫Y
a(0, x, y)dy < k, for x, y ∈ X × Y ; (14)276

n(0, x) = 0, for x ∈ X, (15)277

with A > 0. We are indeed assuming that, at the beginning of all numerical realizations, a node of malignant viable278

cells is already present within the tissue, with the following characteristics: (i) each cell phenotype has a full Gaussian279

profile along the spatial dimension, centered at the middle point of the domain (i.e., x0 = 0.1 cm and �x = 10−3 cm)280

and (ii) the cell mass has a half-normal distribution in the trait space, with peak at y0 = 0 being �y = 0.2 (Fig. 3 (B)).281

In this respect, at t = 0, the overall density � of active individuals is symmetrically disposed w.r.t. x0 (Fig. 3 (A)) and it282

is mainly composed of proliferative cell variants with only a small fraction of motile agents. At the onset of its growth,283

the malignancy lacks of a necrotic bulk.284

Eq. (2) has zero-flux conditions at the border of the phenotypic domain, i.e., )ya(⋅, ⋅, 0) = )ya(⋅, ⋅, 1) = 0. This is285

consistent with the fact that malignant cells can not be characterized by a trait smaller than 0 or higher than 1. Boundary286

conditions on the domain X are instead not necessary to the well-posedness of the problem: in all forthcoming287

simulation settings, the characteristic lines from the spatial axis will constantly point outside the domain, see Salsa288

(2016) for a more detailed explanation.289

Eqs. (12) and (13), that regulate chemical kinetics, are then completed with conditions:290

O(0, x) = O0(x), (16)291

M(0, x) =M0(x), (17)292

where O0(x) and M0(x) define the initial spatial profiles of the molecular substances included in our model. These293

two functions, as well as the boundary conditions relative to oxygen evolution, will be specified for each simulation294

setting to account for different biological scenarios.295

Parameters estimate. The proposed approach is intrinsically multi-parametric, which would be in principle a limiting296

factor of its usefulness. However, the majority of model coefficients has a clear and direct biological meaning and297

therefore a proper estimate has been done taking advantage of the empirical literature. In this respect, we have referred298

to experimental works dealing with a wide spectrum of diseases which is consistent since we here account for a generic299

tumor.300

The diffusion coefficient of random phenotypic variations, i.e., Da, has been taken equal to 3.6 ⋅ 10−10 h−1, which301

is one or two orders of magnitude larger than the rate of somatic DNA mutations, as reported in Doerfler and Böhm302

(2006); Duesberg et al. (2000) in the context of vascularized tumors. The maximal value of cell speed vmax has been303

fixed to 5.04 ⋅ 10−5 cm/h, whereas the minimal threshold vmin (which characterizes individual response to oncotic304

pressures) to 1.68 ⋅10−5 cm/h. Under these assumptions, the modulus of the overall cell velocity, which is given by the305

sum of the intensities ofw1 andw2, does not exceed the corresponding experimental counterpart evaluated for different306

malignancies, see Diao et al. (2019); Parker et al. (2018); Staneva et al. (2019). The coefficients 
min and 
max quantify307

theminimal andmaximal ability of cells to proliferate according to their phenotypic state y in the case of a given amount308

of oxygen and available space. The chosen values 
min = 2.24 ⋅10−2 h−1 (i.e. 5.37 ⋅10−1 days−1) and 
max = 3.01 ⋅10−2309

h−1 (i.e. 7.23⋅10−1 days−1) fall within the range of duplication ratesmeasured byOraiopoulou and coworkers in the case310

of different glioblastoma cell lines cultured and grown in vitro as spheroids Oraiopoulou et al. (2017). The carrying311

capacity has been set equal to k = 103 cells/cm assuming a 10 �m-mean cell diameter, as computationally measured312

in Shashni et al. (2018). The initial cell configuration is finally set at A = 103 cells/cm, which results in a disease313

composed, at its onset, by Na(0) = 2 active individuals. Upon a proper dimensional rescaling and approximation,314
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Figure 3: Initial con�guration of the tumor microenvironment. (A) The malignant mass initially consists of a bulk of active
cells with a spatial Gaussian pro�le. In the reference case, the host tissue is initially well-oxygenated and characterized
by an abundance of soluble matrix elements. (B) The progenitor tumor is mainly formed by cell clones with signi�cant
proliferative potential, with a poor presence of more motile variants. At t = 0, each cell phenotype has a normal distribution
in space. We remark that the initial cell condition, given by Eqs. (14)-(15), is kept �xed for all simulation settings, whereas
the pro�le of the molecular landscape is varied to reproduce di�erent scenarios.

Parameter Description Value [Units] Reference(s)

cell dynamics: Da phenotypic variation rate 3.6 ⋅ 10−10 [h−1] Doer�er and Böhm (2006); Duesberg et al. (2000)

min minimal cell duplication rate 2.24 ⋅ 10−2 [h−1] Oraiopoulou et al. (2017)

max maximal cell duplication rate 3.01 ⋅ 10−2 [h−1] Oraiopoulou et al. (2017)
vmin minimal cell speed 1.68 ⋅ 10−5 [cm/h] Staneva et al. (2019)
vmax maximal cell speed 5.04 ⋅ 10−5 [cm/h] Staneva et al. (2019)
k tissue carrying capacity 103 [cells/cm] Shashni et al. (2018)
� rate of necrotic transition 3.6 ⋅ 103 [h−1] model estimate
A initial maximal cell density 103 [cells/cm] Benzekry et al. (2014); Spratt et al. (1995)

oxygen kinetics: DO oxygen di�usion coe�cient 3.6 ⋅ 10−2 [cm2/h] Mueller-Klieser and Sutherland (1984)
�O oxygen natural decay rate 3.6 ⋅ 10−4 [h−1] Cumsille et al. (2015)
�O Michealis-Menten oxygen constant 1.62 ⋅ 10−1 [�mol/ cm] Da³u et al. (2003)
�O oxygen consumption rate 1.8 ⋅ 10−1 [cm/(cells ⋅ h)] model estimate
Omin oxygen basal level 1.06 ⋅ 10−1 [�mol/cm] Brown and Wilson (2004)

matrix kinetics: �M ECM consumption rate 1.8 ⋅ 10−5 [cm/(cells ⋅ h)] model estimate

Table 1

Reference parameter setting.

this value is consistent with the quantity of malignant cells that composed the tumor spheroids injected in mice in the315

experimental designs proposed in Spratt et al. (1995); Benzekry et al. (2014).316

The basal concentration of oxygen Omin, that allows cells to remain viable and to duplicate, has been taken equal317

to 1.06 ⋅ 10−1 �mol/cm, in agreement with the critical threshold leading to anoxia used in Brown and Wilson (2004).318

The characteristic constant �O of the Michaelis-Menten proliferation law has been fixed to 1.62 ⋅ 10−1 �mol/cm, as319

reported in Daşu et al. (2003).320

The oxygen diffusion coefficient has been taken equal to DO = 3.6 ⋅ 10−2 cm2/h, as reported in Mueller-Klieser321

and Sutherland (1984). The effective oxygen (rsp., matrix) consumption rate is given by the parameter �O (rsp., �M).322

In particular, we set �O =1.8⋅ 10−1 cm/(cells ⋅ h) and �M =1.8 ⋅ 10−5 cm/(cells ⋅ h), taking into account both of the323

literature, i.e., Freyer and Sutherland (1983, 1986); Murphy and Gavrilovic (1999); Scianna and Preziosi (2012a,b),324

and of preliminary simulations. The oxygen decay rate �O = 3.6 ⋅ 10−4 h−1 has been finally set in accordance with325

Cumsille et al. (2015). The employed parameters setting is listed in Table 1.326
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Quantification of model results. The aim of our work is to investigate how environmental conditions and biophysical327

determinants of cancer cells influence tumor growth. In this respect, we will focus on observables relative both to the328

macroscopic characteristics of the disease and to its microscopic features, i.e., internal heterogeneity.329

More specifically, the macroscopic morphology of the malignancy will be described in terms of spatial extensions330

of the active and of the necrotic cell submasses, say da and dn, respectively, and of the corresponding total number331

of cells, i.e., Na and Nn, respectively. Such two quantifications, taken together, will allow to differentiate large but332

scattered tumors from concentrated but overdense diseases. Furthermore, da and dn will be relevant parameters for the333

evaluation of the invasive potential of themalignant mass. For instance, larger values of the ratio da∕dn will characterize334

more aggressive lesions.335

A description of tumor internal composition will be instead obtained by the normalization of the phenotypic336

distribution of active cells across the whole tissue w.r.t. their total number, i.e., by the quantity337

F (t, y) =
∫X a(t, x, y) dx

Na(t)
. (18)338

Each value of F will in fact give the percentage of individuals with the y-th trait that are globally present within the339

entire mass at a given time t. Such a quantification will allow to identify the predominant phenotypic variant and340

therefore to give an indication of the tumor severity grade.341

Numerical method. The numerical approach used here is basically the same as those employed in the case of similar342

models, see Fiandaca et al. (2021) and Lorenzi et al. (2021), where a formal analysis of the computational method is343

also provided in the Appendix. Specifically, we have solved each equation included in the model with a numerical344

scheme proper for its structure. In all cases, we have employed uniform grids for the spatial domainX, the phenotypic345

space Y , and the time interval T , with sufficiently small discretization steps, i.e., Δx = 1.33 ⋅ 10−4 cm, Δy = 0.01,346

and Δt = 2.4 ⋅ 10−3 hours, respectively. For instance, Eq. (2) has been solved employing a classical time-split method.347

In particular, we have opted for a forward upwind scheme for the transport terms and for an explicit finite-difference348

scheme to approximate the diffusion term in y with a three-point stencil. An implicit-explicit finite-difference scheme349

has been instead employed for the reaction term, as also suggested in LeVeque (2007). Eq. (12) has been solved with a350

Θ−method, beingΘ = 1
2 . In particular, the diffusion term has been computed using an explicit centered finite-difference351

scheme. Finally, we have employed an explicit Euler method for Eqs. (11) and (13). All numerical computations have352

been performed in MATLAB®.353

2.2. Reference Simulation354

In the first simulation setting, hereafter referred to as the reference one, we describe tumor growth in an oxygenated355

tissue. Specifically, we assume the presence of a functional blood vessel at each end point of the domain. Dirichlet356

boundary conditions O(t, 0) = O(t, 10) = O = 4 �mol/cm, for all t ∈ T , are indeed set to implement a constant357

oxygen supply from the supposed vasculature. A basal chemical concentration O0(x) = O is initially present within358

the entire tissue (i.e., for all x ∈ X) to account for preexisting small fonts of oxygen (e.g., capillaries) that will undergo359

degradation as a consequence of the expansion of the malignant mass. This is of course a simplification, since oxygen360

punctual sources distributed along the entire domain may better reproduce micro-vascular patterns. The extracellular361

matrix is set to have a constant initial profile as well, being M0(x) = M = 4 �mol/cm for all x ∈ [0, 0.2] cm. The362

progenitor disease consists of a node of active cells located at the center of the tissue, as defined in Eq. (14). Such an363

initial system configuration is reproduced in Fig. 3.364

The early stages of tumor growth are characterized by a spatial expansion of the malignant mass (cf. Figs. 3 (A) and365

4 (A)), accompanied by a transient reduction in the peak of its density (from 600 to nearly 500 cells/cm). Cell clones366

with higher migratory capacity (identified by higher values of y) start in fact to radially spread away (each variant367

at its characteristic speed) stimulated by pressure effects and by the abundance of available matrix components (cf.368

Figs. 3 (B) and 4 (B)). Such a mass dispersion is not immediately balanced by duplication events occurring to highly369

mitotic cell phenotypes. However, cell proliferation quickly prevails leading to the increment in the overall density of370

malignant individuals with a peak of almost 800 cells/cm (cf. Fig. 3 (C)).371

During the above-described dynamics, the mass maintains a Gaussian-like profile: in particular, its core is a dense372

region populated by least aggressive cells, while its tails are sparse areas populated by cells with more aggressive traits373

(Fig. 4 (D)). Such cell-level dynamics have a feedback/feedforward effect on the molecular scale. In fact, substantial374
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consumption both of oxygen and of matrix components occurs at the tissue areas occupied by the disease, with local375

decrements obviously determined by the local amount of malignant individuals (we remark that the oxygen profile is376

smoother than the ECM one due to its diffusive behavior).377

At t = tn = 14 days, the level of oxygen at the inner part of the mass drops down to the critical valueOmin necessary378

to maintain cell viability. As a consequence, a bulk of tumor cells (characterized by negligible motility) experiences379

hypoxia and therefore undergoes the irreversible necrotic transition (Fig. 4 (C-D)).380

The subsequent phases of tumor development (i.e., for t > tn) are characterized by two simultaneous processes. On381

one hand, further consumption of oxygen results in a gradual enlargement of the necrotic core, which involves cells382

not able to move towards domain areas with more favorable environmental conditions. On the other hand, the external383

regions of the disease go on expanding and invading the host, driven by motile cell clones which are able to escape384

hypoxia (Fig. 4 (E-F)).385

It is useful to underline that (i) the molecular landscape does no longer vary in the portion of the tissue occupied386

by the necrotic bulk of the cancer mass, since the component cells are completely deprived of any activity, and (ii) the387

peak of the density of active cells grows up to nearly 920 cells/cm.388

At the end of the observation time (i.e., at t = tF = 22 days), the tumor has actually infiltrated the entire389

host, which is indeed severely compromised (Fig. 4 (G-H)). In particular, the malignant mass has maintained its390

bi-compartmental characteristic: it is in fact formed by an internal necrotic core and by two symmetric peripheries391

composed by metabolically active individuals, whose density drops in space moving away from the tumor center. In392

particular, in each of these two regions, less motile cell variants are selected at the more internal area whereas more393

motile cell phenotypes occupy the external edge. Such a spatial heterogeneity has been consistent for the entire system394

evolution. In particular, fronts composed of fully motile cells have reached the vessels located at the domain borders.395

As explained in the Introduction, these individuals represent the most dangerous portion of the disease, since they may396

enter the host bloodstream and start the metastatic cascades, i.e., extravasate at a distant site and establish secondary397

colonies with devastating consequences for the wellbeing of the patient. Such subpopulations are barely detected also398

in the case of surgical resection of the main tumor body, therefore increasing the possibility of recurrences.399

The progression of our virtualmalignancy, as well as the specific spatial distribution of the different cell phenotypes,400

recapitulates previous experimental evidence dealing with a large spectrum of solid tumors. It is the case of malignant401

spheroids of ovarian carcinomas grown in spinner cultures (Burleson et al. (2006); Shield et al. (2009)) or breast402

(Gatenby et al. (2007)). Moreover, our model results are consistent with the development of avascular gliomas: they403

in fact show an area of central necrosis surrounded by a rim of viable cells, see Giese et al. (2003) and references404

therein. Further, measurements on the expression of the Ki-67protein have demonstrated that cells within the core of405

this type of tumor possess higher proliferative activity compared to those located at the invasive edges (Stein et al.406

(2007)). Analogous evidence emerges from the analysis of the progress of glioblastomas both embedded in vitro in407

collagen gels (Khaitan et al. (2006)) and implanted in mice (Abramovitch et al. (1995); Castro et al. (2003)). Close408

to our outcomes, mesenchymal cancer stem cells have been found to be abundant near the tumor-stroma boundary409

(i.e., at the external region of the malignant mass) while cancer stem cells exhibiting a hybrid epithelial/mesenchymal410

phenotype tend to localize in the interior of the tumor (Liu et al. (2014)). Similar growth of primary solid tumors, in411

terms both of the overall mass evolution and of the internal composition, has been also predicted by different types of412

theoretical models, see the reviews Araujo and McElwain (2004); Bellomo et al. (2008); Byrne et al. (2006); Chaplain413

(1996); Quaranta et al. (2005), and the comprehensive books Cristini and Lowengrub (2010); Preziosi (2003).414

The evolution of the molecular landscape within the host and across the malignant mass agrees with experimental415

and numerical outcomes as well. For instance, in Grimes et al. (2014), the authors have predicted similar trends for the416

oxygen profile in multicellular tumor spheroids, using an analytical solution of a spherical reaction–diffusion equation.417

In fact, their method analytically shows higher chemical consumption at the inner and dense area of the mass and418

lower chemical consumption at the external and less populated rim. They have also demonstrated how the extension419

of hypoxic and normoxic regions depends on the overall spheroid size. Their theoretical data have been supported by420

empirical measurements relative to stained sections of human colorectal carcinoma spheroids.421

For simplicity, we hereafter distinguish two different temporal phases of the simulated tumor growth, separated by422

tn, i.e., by the time instant at which a necrotic fraction of cells appears within the malignant mass: T1 = [0, tn] and423

T2 = (tn, tF]. Of course, T = T1∪T2. In this respect, the morphological analysis in Fig. 5 (A) shows that the extension of424

the mass of active cells (da) almost linearly increases during the entire period of observation. In particular, it expands425

significantly fast until the onset of the necrotic core to reach a value of da(tn) ≈ 0.12 cm and then it moderates its426

growth rate. It is useful to underline that, for t > tn, da is calculated as the overall tumor diameter minus the extension427
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of the necrotic region (dn). At the end of the observation time, the viable tumor mass has damaged nearly 0.15 cm of428

tissue. On the other hand, the total number of active individuals (Na) is characterized by an exponential growth during429

the period T1, followed by a quasi-linear trend in T2, withNa(tF) ≈ 93 cells. After its appearance (i.e., for t > tn), the430

necrotic bulk linearly enlarges at almost the same rate of the active mass to reach a final extension close to 0.05 cm.431

The amount of its component cells instead increases more rapidly than the corresponding quantity of viable individuals432

in the same time-period.433

To facilitate a quantitative comparison of the different simulation settings, we hereafter estimate the growth rates434

of the number of active cells in each of the two phases T1 and T2. More specifically, rexpT1 (rsp., rlinT2 ) indicates the435

coefficient of the exponential (rsp., linear) function that best fits the evolution of Na in the time interval T1 (rsp., T2).436

In this reference case, we obtain rexpT1 ≈ 0.29 days−1 and rlinT2 ≈ 2.51 cells/days.437

A two-step growth (i.e., from-exponential-to-linear) has been proven to characterize a wide spectrum of tumors438

from the early 70s (Folkman and Hochberg (1973)). For instance, in Benzekry et al. (2014), the authors have shown439

that such a characteristic growth profile is able to reproduce more accurately than others experimental data relative440

to volume extensions of orthotopic human xenograft breast carcinomas, implanted in mice. A quasi-exponential441

expansion in the absence of necrosis has been also observed in the case of spheroids formed by glioblastoma cell442

lines with different proliferation potentials and cultured in vitro: in particular, they reach an ≈ 1 mm2-area in nearly443

two weeks, i.e., a dimension that is consistent to our simulation results Oraiopoulou et al. (2017). Interestingly, the444

same authors have reproduced the same growth dynamics with a hybrid discrete-continuous mathematical approach.445

We remark that our reference case does not give Gompertz-like kinetics, where critical quantities such as volume446

or cell number have instead a sigmoid profile with an asymptotic convergence to a maximal threshold value. This is447

probably due to the fact that Gompertzian laws have been observed in cases of malignant masses that grow in tissues448

where critical nutrients are consumed and not further supplied, or, in cases in which the carrying capacity of the tissue449

is reached. Neither of the two phenomena takes place in our reference setting.450

The time evolution of the global fraction of the active cell variants shown in Fig. 5 (B) reveals that, in the T1 phase,451

low aggressive cells are the predominant clones. In the subsequent phase T2, we can instead observe the progressive452

disappearance of cell variants with substantially high proliferation potentials (i.e., those with trait lower than 0.3):453

given their poor migratory capacity, they are in fact unable to move from the tissue areas deprived of oxygen and454

therefore undergo necrosis. The result is a gradual but constant phenotypic shift of the disease towards more motile455

cell phenotypes: at the end of the observation time, the predominant cell clone has indeed a trait value y close to 1.456

Evolutionary selection of more motile cell clones in the case of harsh tissue conditions (and vice versa) have457

been found out in Hatzikirou et al. (2012) with a lattice gas cellular automaton (LGCA) based on the “Go-or-Grow”458

mechanism and supported by a number of experimental evidence on glioblastomas. In particular, Hatzikirou and459

coworkers have demonstrated that increments in oxygen supply in the tumor microenvironment lead to increments460

in the fraction of proliferative cell clones and to simultaneous decrements of the fraction of more aggressive (i.e.,461

motile) variants.462

2.3. Tumor growth upon variations in cell determinants or environmental conditions463

In the previous section, we have shown the ability of our model to reproduce several aspects of the growth of a464

generic tumor within an oxygenated tissue, also characterized by an (initial) abundance of matrix elements.465

We now turn to a predictive perspective and analyze the progression of the disease in the case of466

• manipulations of specific biophysical characteristics of viable malignant cells, with the aim to find out possible467

relations between individual cell behavior and collective multicellular dynamics;468

• variations in the chemical landscape of the host tissue. Microenvironmental conditions have been in fact widely469

shown to play a significant role in tumor invasive potential, for instance, affecting cell molecular and physical470

state and inducing clonal diversity (Enam and Klaus (1998); Höckel et al. (1996)).471

In other words, we are going to shed light on how the evolution of the malignancy is influenced by modifications of472

either internal or external determinants. The proposed results will be then reviewed from a therapeutic point of view473

in the conclusive section of the work.474

2.3.1. Investigation of the impact of cell determinants variations475

Inhibition of haptotaxis. We first neglect cell migratory response to ECM gradients by settingw2 = 0 in Eq. (2). From476

a biological perspective, this mimics an inhibited activity of integrins that, as seen, are able to sense the presence of477
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matrix elements and to stimulate cell behavior according to their amount and distribution. The movement of all viable478

cell phenotypes is indeed only due to oncotic pressure.479

In the early stages of growth (i.e., before the onset of necrosis), the malignant mass is characterized by a slower480

spatial extension and an higher density of viable cells w.r.t. the reference setting (cf. Figs 4 (A-B) and 6 (A)). For481

instance, the peak of the Gaussian profile of � (after an initial transitory decrement) reaches a value of nearly 850482

cells/cm, which will slightly increase over time. A further quantification of this phenomenology is given by the fact483

that, in this case, we have da(tn = 20 days) = 0.1 cm whereas, in the case of the reference simulation, the lesion already484

extended for nearly 0.12 cm at t = tn = 14 days (cf. Figs. 5 (A) and 6 (C)).485

The underlying rationale is that more aggressive cell variants, having a reduced migratory potential, are no longer486

able to deeply and quickly invade the host. Rather, they remain close to the bulk of the mass therefore increasing487

the local cell amount. Coherently, we observe an enhanced phenotypic heterogeneity across the tumor: each volume488

fraction of the disease is in fact characterized by the coexistence of a wide range of active cell clones (Fig. 6 (D)).489

However, the core of the tumor is still populated by highly mitotic variants whereas more aggressive individuals are490

located at its external regions.491

As already sketched, the necrotic core here emerges at tn ≈ 20 days, i.e., almost one week later than in the reference492

setting. This is due to the fact that the oxygen concentration at the core of the tumor decreases more slowly than in the493

reference case. The chemical is, in fact, efficiently supplied by diffusion from the rest of the domain, where its level494

does not undergo significant consumption as a consequence of the localized growth of the malignant mass.495

The later phases of tumor development amount in a rapid enlargement of the necrotic bulk, accompanied by a496

slow invasion of the host by the two viable lateral masses (Fig. 6 (B)). Coherently to our previous observations, they497

have a higher degree of heterogeneity w.r.t. the reference case, being characterized by the local presence of several498

cell variants. However, more proliferative cells still populate their internal regions whereas more motile individuals499

are predominant at their external edges (Fig. 6 (E)). The most aggressive cell clones finally reach the vasculature at500

tF ≈ 41 days, i.e., almost 3 weeks later than in the reference setting. At the end of the observation period, the necrotic501

area of the tumor occupies a substantially large portion of the disease (Fig. 6 (B)).502

By comparing the plots relative to tumor morphological quantities in Figs. 5 (A) and 6 (C), we can observe that the503

total number of active individuals has again an exponential growth during the first phase T1 (with rexpT1 ≈ 0.19 days−1),504

followed by a poor increment in the second phase T2 to finally reach a value of approximately 102 cells, which is505

however 10% higher than the corresponding threshold in the reference case. The extension da of the mass of viable506

cells instead maintains a quasi-linear increment for the entire period of observation, whose rate however decreases507

after tn. As already observed, the part of the tissue invaded by the active part of the tumor at the end of the simulation508

is smaller than in the previous case, as da(tF) ≈ 0.135 cm. The necrotic bulk, in turn, linearly grows more rapidly than509

the mass of active cells, in term both of spatial extension and of cell number, to reach final values close to 0.065 cm510

and 56 cells, respectively. These quantities are substantially higher than their counterparts obtained in the reference511

case.512

Observing the time evolution of F in Fig. 6 (F), we can notice that a phenotypic shift towards more aggressive513

cell variants again occurs as a consequence of necrosis. In this case, such an irreversible transition involves a wider514

spectrum of cell clones (i.e., those defined by a trait ranging from 0 to approximately 0.5). This is due to the fact515

that all cells have reduced migratory stimuli and therefore a large number of variants is not able to escape hypoxia.516

The globally predominant cell phenotype at the end of the observation time is again the pure motile one (i.e., the one517

characterized by y = 1).518

The proposed results have clearly stated the relevance of haptotaxis as a driving-mechanism for tumor invasion.519

Similar numerical outcomes could be also obtained setting �M = 0, which corresponds to an inhibition of MMP520

activity. Such a model manipulation in fact would imply a constant matrix profile along the entire period of observation.521

This, in turn, would cause the absence of haptotaxis stimuli, which rather rely on ECM spatial inhomogeneities (cf.522

Eq. (4)). In this respect, experimental evidence has shown the correlation between the metastatization ability of most523

malignancies and the secretion of matrix degrading enzymes, see for instance Friedl and Wolf (2003); Kenny et al.524

(2008) and references therein. Disruption of haptotactic mechanisms can be obtained in vitro also by adding saturating525

amounts of matrix components, that extinguish substrate inhomogeneities: cells cultured in ECM with high enough526

collagen densities have been in fact demonstrated to undergo a dramatic down-regulation of their migratory capacity,527

driven by the fact that their integrin receptors are completely engaged (Engler et al. (2004); Gaudet et al. (2003)). This528

aspect may be accounted in our approach by relating the haptotactic speed not only to the cell phenotype but also to529

the local amount of matrix elements, i.e., by setting v2 = v2(y,M(t, x)).530
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We underline that reduction in cell migratory potential may also derive by neglecting the pressure-driven term531

w1 in Eq. (2). From a biological perspective, this model setting would reproduce the case of tumor cells with532

hyper deformability and compressibility, i.e. that are not subjected to pressure stresses from neighbouring individuals533

since they are able to completely adapt their body to the surrounding cell configuration. However, this would be an534

implausible scenario: although cell cytoplasmic region is almost fluid, intracellular organelles such as the nucleus are in535

fact voluminous and sufficiently stiff to represent limiting factors for dramatic cell squeezing and shrinking, as widely536

shown in the experimental literature (Ilina et al. (2011); Irimia and Toner (2009); Wolf et al. (2003)).537

Increment in cell proliferation potential. We now enhance cell mitotic potential by increasing of one order of magnitude538

the value of 
max in Eq. (7) (
min is instead kept fixed). This implies that all cell variants (those with y = 1 excluded)539

are able to undergo a larger number of mitotic events with respect to the reference case within the same period. In other540

words, they have a reduced duration of the mitotic cycle.541

Before necrosis occurs, the tumor is an overdense mass with unaltered invasive ability (cf. Figs. 4 (A-C) and 7542

(A)). In particular, the viable cell fraction maintains a Gaussian-like profile, whose peak reaches almost 1000 cells/cm543

(i.e., the carrying capacity of the tissue), a threshold subsequently maintained over time. The internal segregation of544

phenotypes is again characterized by the presence of more aggressive individuals at the tails and less invasive ones at545

the bulk. However, all cell clones have an increased number of component cells (cf. Figs. 4 (B-D) and 7 (D)). As a546

result, the environmental oxygen is consumed quickly enough to make almost impossible its supply from the rest of547

the host. The necrotic transition indeed starts at tn ≈ 9 days, i.e., almost 5 days earlier than in the reference setting548

(Fig. 7 (A)).549

The late phases of tumor progression amount in a rapid enlargement of the necrotic core and in a simultaneous550

invasion of the normal tissue by the remaining (densely populated) active submasses (Fig. 7 (B)). In particular, the551

two lateral regions of the disease are highly heterogeneous, since each of their volume fractions is characterized by the552

presence of a large spectrum of viable cell phenotypes, among the survived ones (Fig. 7 (E)).553

The most aggressive variants reach the vasculature at tF ≈ 22 days, i.e., in the same time-lapse observed in the554

reference case. This is due to the fact that the spatial evolution of the tumor is driven by both the haptotatic and the555

pressure driven mechanisms that have been kept unaltered. The necrotic bulk finally occupies a substantially large556

portion of the disease (Fig. 7 (B)).557

In such a hyperproliferative regime, the number of active individuals has a two-step growth as in the previous cases,558

but with a different fashion. A huge linear increment of viable cells occurs before the onset of necrosis (i.e., rlinT1 ≈ 7.7559

cells/days) and it is followed by a more moderate grow during T2, that leads to Na(tF) ≈ 106 (Fig. 7 (C)). The same560

graph also shows that the extension da of the mass of viable cells has instead a quasi-linear increment for the entire561

period of observation, whose rate decreases after tn. The final value da(tF) = 0.13 cm is a definitive confirmation562

of the lower survival potential of the active tumor fraction w.r.t. the reference case. Coherently, the necrotic bulk563

linearly grows more rapidly than the viable portion of the malignancy, in terms of both spatial expansion and number564

of component agents, that reach final values of approximately 0.07 cm and 60 individuals, respectively.565

We can finally conclude that the necrotic conversion involves, w.r.t. the reference setting, a larger range of cell566

variants, i.e., those defined by a trait ranging from 0 to approximately 0.4 (Fig. 7 (F)). The underlying reason is that the567

huge increment in cell density, due to the enhanced proliferation, leads to a significant competition for the available568

oxygen, that obviously favors cell clones with an high enough migratory potential. The predominant cell variant at the569

end of the observation time is the one characterized by y = 0.8.570

Increment in mutation events. We end this subsection by dealing with a tumor characterized by an enhanced possibility571

of mutations. In this respect, we increase the parameterDa in Eq. (2) of four orders of magnitude. This implies a larger572

rate of cell phenotypic variations across the malignant mass during the observation period.573

From a macroscopic point of view, the resulting dynamics are close to those observed in the reference simulation574

(cf. Figs. 4 and 8 (A-B)). The overall distribution of viable cells has in fact the same spatio-temporal evolution, in575

terms of profile, peak, and invasive rate. The necrotic bulk again emerges after nearly two weeks, whereas the tissue576

is completely compromised almost one week later, i.e., at tF ≈ 22 days.577

The similarity between this case and the reference setting is clearly confirmed by the graph relative to the578

morphological determinants: the growth rates of both the viable and the necrotic portion of the tumor are in fact579

not affected by the increment in the mutation diffusivity (cf. Figs. 5 (A) and 8 (C)).580

Differences instead occur at the microscopic scale, i.e., in terms of tumor heterogeneity. In fact, during the entire581

system evolution, we observe the local coexistence of a larger range of cell phenotypes w.r.t. the reference case (cf.582
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Figs. 4 and 8 (D-E)). In other words, each cell variant is more diffused across the mass. However, the tendency to583

have motile clones at the more external regions of the disease and proliferant phenotypes at its more internal areas584

is preserved. The trait identifying the predominant cell variant at the end of the observation period is y ≈ 1, as in585

the reference case (Fig. 8 (F)). However, the percentage of its presence within the mass is lower, which is a further586

indication of a highly heterogeneous disease. From the same graph, we can finally observe that necrosis again cause587

the disappearance of cell clones with trait lower than 0.3.588

Summing up, we can conclude that the invasive behavior of themalignantmass remains the same despite differences589

in the spatial distribution of active cell variants: it in fact mainly relies on the presence of at least a fraction of highly590

aggressive cells (i.e., those defined by y = 1) which are able to migrate across the tissue and reach the vasculature to591

initiate the metastatic cascade.592

In ourmodel, we are assuming that epigeneticmutations occurs at a regular rate, quantified byDa. This is an obvious593

simplification since each mechanism resulting in a phenotypic alteration is characterized by a distinct probability to594

occur. Further, we have to admit that our results are in partial disagreement with the cancer literature. In fact, several595

experimental evidence has shown that tumors with extremely high rates of mutation (even of genetic nature) may596

have a better prognosis than those characterized by moderate rates, see Maley et al. (2017) and references therein.597

As commented by Maley and colleagues, high levels of genomic instability may in fact cause the loss of adaptive598

information in the passage between progenitor and daughter cells. High rates of mutations of single nucleotide variants599

increase also the possibility of deleterious phenotypic alterations that may lead to an environmental fitness decline and600

eventually a regression of the overall disease (McFarland et al. (2014, 2013)).601

Tumor masses with phenotypic homogeneity. The cooperative behavior of cells with different traits significantly602

contributes to a successful growth of a malignant mass. Highly motile individuals in fact determine the depth of603

invasion of the tumor, whereas highly proliferating ones are fundamental in establishing its volume dimensions. In604

this respect, we now investigate how a strictly homogeneous disease, i.e., composed of a unique cell clone, evolves.605

In particular, we focus on the cases of a tumor formed for the entire observation time either by cells with the maximal606

migratory capacity (with trait y = 1) or by cells with the maximal proliferation potential (with trait y = 0).607

In mathematical terms, such scenarios are obtained by setting y0 = 1 (rsp., y0 = 0) in Eq. (14), with a negligible608

variance �y ≈ 0. We also neglect the diffusion term on the phenotypic space in Eq. (2) by fixing Da = 0: this is to609

avoid the emergence of further cell subpopulations during the evolution of the system. All the other parameters and610

environmental conditions are kept unchanged w.r.t. the reference case.611

As shown in Fig. 9 (top panels), a tumor entirely composed of highly motile cells is characterized by the same612

temporal dynamics observed in the case of a “normal” heterogeneous mass. In fact, necrosis begins again at tn = 14613

days, while the host tissue is completely invaded one week later. A significant difference w.r.t. the reference scenario614

relies in the fact that the necrotic part of the disease is substantially smaller in terms of both spatial extension and615

number of component cells. (i.e., dn(tF) = 0.04 cm and Nn(tF) = 24). This is due to the fact that all malignant cells616

are here characterized by a relevant migratory capacity and therefore only few of them are not able to escape hypoxia.617

A malignant mass entirely composed of only cells with the maximal mitotic potential undergoes a completely618

different evolution, as expected. In particular, in the early stages, it substantially grows in density (to reach almost the619

carrying capacity of the tissue) but not in diameter. In this respect, oxygen is only consumed around the center of the620

domain: such a local decrement is supplied by the diffusion of the chemical from the side areas, thereby delaying the621

onset of the necrotic transition (i.e., tn = 34 days), see Fig. 9 (D). In the subsequent phases, the tumor goes on invading622

the host significantly slowly, as the cells located at the external regions of the disease move only upon pressure stresses623

(i.e., haptotactic signals do not influence cells with y = 0). The tissue is finally compromised only after 11 weeks (Fig.624

9 (E)). In the contrast with the reference scenario, the final configuration of the tumor here amounts in a larger and625

overdense necrotic region (i.e., dn(tF) = 0.08 cm and Nn(tF) = 67), whereas the remaining viable part is smaller but626

obviously composed of more cells. (i.e., da(tF) = 0.12 cm andNa(tF) = 107), cf., Fig. 9 (F) and Fig. 5 (A).627

Our model results are in a good qualitative agreement with the empirical evidence presented in Carey et al. (2013).628

Therein, the authors show that spheroids composed of breast cells with epithelial characteristics rapidly become629

dense but have a poor spatial extension; on the opposite, spheroids composed of aggressive, highly motile, breast630

adenocarcinoma individuals exhibit scarce compactness but definitively larger surface area.631

2.3.2. Manipulations of environmental conditions632

Absence of functional vasculature. We now analyze how an inadequate environmental vascularization affects the633

evolution of the disease. In this respect, we first disrupt entirely oxygen supply by completing Eq. (12) with zero-flux634
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boundary conditions, i.e., )xO(t, 0) = )xO(t, 0.2) = 0, for all t ∈ T . Such a model setting reflects the situation of a635

host tissue with a basal level of nutrients but characterized by absent or inefficient (due to blood clots or thrombus)636

preexisting vasculature and by impermeable edges. The rest of model assumptions and parameters are kept unaltered637

w.r.t. the reference case.638

In the proposed scenario, the oxygen is quickly consumed by the malignant mass, being no longer supplied by the639

host. As a consequence, the necrotic transition begins dramatically early, i.e., at tn = 30 minutes, and it is completed640

after less than 5 hours (Fig. 10 (A-B)). In this respect, at the end of the observation time, the tumor consists of a641

metabolically death cluster of individuals, which can be in principle removed for the sake of patient’s health. None of642

the different cell clones has obviously survived.643

Given these results, we then wonder on tumor ability to regenerate if the disruption of vascular perfusion644

mechanisms is only temporary (i.e., a situation denoted as acute hypoxia in Bayer and Vaupel (2012)). The fluctuation645

of oxygen supply is obtained by setting the following, time-variable, boundary conditions: )xO(t, 0) = )xO(t, 0.2) =646

0, for t ∈ Thyp, and O(t, 0) = O(t, 0.2) = O, for t ∈ T ⧵ Thyp. The time interval Thyp is set to start at 2 days and to647

last nearly 1 hour and 20 minute. The rest of model assumptions and parameters are instead kept unchanged w.r.t. the648

reference case.649

As shown in Fig. 11, the malignant mass normally grows until the inhibition of vascular activity. Then, a quick650

necrosis involves almost the entire disease. However, when oxygen supply is permitted again, the remaining viable part651

of the tumor takes advantage of the restored normoxic conditions and starts to evolve almost as in the reference case,652

with the “normal” (long-lasting) necrotic process initiating at tn = 16 days.653

More specifically, the tumor invades the entire tissue in almost 3 weeks and its final configuration, in terms of654

dimensions, number of components cells, and internal phenotypic heterogeneity is close to the one obtained in the655

reference simulation (cf. Fig. 11 and Fig. 5). In this respect, we can affirm that, in our model, a temporary inhibition of656

vascular oxygenation has a small effect on tumor dynamics, at least if vascular activity is restored before the complete657

necrosis of the malignant tissue.658

We now assume the presence of a functional blood vessel only at the left side of the tissue. The right edge of the659

host is instead hypothesized to be impermeable to chemical factors. In mathematical terms, this domain configuration660

can be obtained by completing Eq. (12) with a Dirichlet condition at the left boundary, i.e., O(t, 0) = Ō, for all t ∈ T ,661

and a Neumann zero-flux one at the right point edge, i.e., )xO(t, 0.2) = 0, for all t ∈ T . The rest of the simulation662

setup is the same as the reference case.663

The resulting tumor progression is asymmetric. The left portion of the malignant mass in fact grows as in the664

reference scenario whereas its right portion evolves as in the case of disrupted oxygen supply (Fig. 12). In particular,665

necrosis initiates at tn ≈ 9 days, i.e., an intermediate time w.r.t. the two previous numerical settings (Fig. 12 (A-C)).666

This is due to the fact that the oxygen level at the right part of the tissue decreases more slowly than in the case of667

complete absence of vasculature due to the diffusion of the chemical from the left subdomain, which has instead a668

nutrient source. At the end of the observation period, the left region of the host is completely compromised by a viable669

fraction of tumor, whereas the right side is partially occupied by necrotic mass (Fig. 12 (B-D)).670

Inhomogeneity in the initial matrix profile. In most tissues, structural ECMs are far from being spatially homogeneous671

elements. In this respect, we here consider an hypothetical host initially characterized by a (large) region of high matrix672

density and a (small) region almost deprived of ECM. In particular, the initial matrix profile is defined by the following673

step-like function:674

M0(x) = − 4
�
arctan(105(x − 0.15)) + 2, for x ∈ [0, 0.2]. (19)675

A drop in the amount of matrix elements is indeed located around the domain point x = 0.15 cm (Fig. 13 (A)). The676

initial tumor configuration and the level of oxygen (which is again supplied by functional vessels present at both domain677

edges) as well as the values of the model parameters are instead kept unaltered w.r.t. the reference simulation.678

Matrix initial inhomogeneity results in an asymmetric progression of the malignancy. In particular, the left part679

of the mass, located in the portion of the tissue at the left side of the mid point x = 0.1 cm, evolves exactly as in the680

reference case. On the other hand, the right part of the tumor grows as usual until t = 12 days, i.e., until its external681

highly motile edge reaches the point of the host where the ECM density drops: then, it remains almost frozen and no682

longer invades the tissue (Fig. 13 (D)).683
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The underlying reason is that cell variants located at the right invasive border of the disease experience a negative684

matrix gradient that results in a haptotactic velocity that points towards the center of the domain. Such a stimulus is685

counterbalanced by the pressure-driven velocity term (that insteadmaintains its outwards direction). In particular, since686

v1(y = 1) = v2(y = 1), cf. Eqs. (3) and (4), purely motile cells completely stop; the other cell clones instead slightly687

displace rightwards, since v1(y) − v2(y) > 0 for all 0 ≤ y < 1, causing an accumulation of malignant individuals at688

the tumor border close to the critical domain point x = 0.15 cm.689

The necrotic core emerges almost at the same time instant than in the reference simulation, enlarging almost at the690

same rate; however, its profile accounts for the increased cell density at the right part of the mass (Fig. 13 (E-F)). The691

invasive behavior of the malignancy, as well as the final observation time, is obviously dictated by the evolution of its692

left portion (Fig. 13 (F)).693

Such specific dynamics impacts on the evolution both of macroscopic and of microscopic tumor observables. For694

instance, during the first phase T1, the active mass expands more slowly than in the reference case to settle to a value of695

da(tn) = 0.11 cm (Fig. 13 (B)). This is due to the fact that the right edge of the tumor almost stops invasion at 12 days,696

i.e., when its front reaches the valley of ECMdensity. After the onset of necrosis, only the left part of the disease goes on697

extending: however, its progression is balanced by the enlargement of the necrotic region so that the overall extension698

of the viable part of the tumor remains almost stable (Fig. 13 (B)). The number of active cells instead evolves quite699

similarly, in terms of growth rate and final value, to the reference case (cf. Figs. 5 (A) and 13 (B)). This is indicative700

of the fact that the tumor is formed by the same number of individuals, that are however differently distributed.701

In the left part of the tumor, the spatio-temporal evolution of the different viable cell phenotypes remains almost702

unaltered w.r.t. the reference case. In particular, cell clones with trait lower than 0.3 disappear and the predominant703

variant at final observation time tF is given by y ≈ 1 (Fig. 13 (C)). On the opposite, the right region of the disease704

is composed of the full spectrum of cell phenotypes (Fig. 13 (G-H-I)). This is due to the above-observed fact that, at705

the right invasive front, purely motile individuals (that are almost frozen) coexist with cell variants with lower motility706

that have however moved outwards from the center of the mass upon pressure stresses.707

The particular choice of the initial ECM profile is perhaps somewhat exaggerated and unrealistic but it has been708

employed to emphasize the importance of the matrix pattern (and the resulting density gradients) on aiding or hindering709

migration of highly aggressive cell variants, that have the potential to metastatisize. Qualitatively similar numerical710

results would have been produced by other initial distributions of soluble matrix elements.711

3. Conclusions712

The proposed model has aimed to study the growth of an avascular tumor and the evolution of its internal hetero-713

geneity. In particular, we focus on how its aggressiveness is influenced by intrinsic and extrinsic factors, the former714

including biophysical manipulations of the neoplastic cells, the latter including variations of the microenvironment715

surrounding the tumor mass.716

Entering in more details, our virtual tumor has been differentiated in viable and necrotic cell fractions, both717

described by density variables. The active submass has been then structured w.r.t. a continuous trait that has identified718

cell variants with distinct motility and proliferation rate. In this respect, we have built our approach on the “Go-719

or-Grow” hypothesis which, as seen, states an inverse correlation between cell migratory capacity and duplication720

potential. Tumor dynamics have been then set to affect and be affected bymolecular key players, i.e., oxygen andmatrix721

elements. The overall model has indeed amounted in a system of (coupled) nonlinear partial differential equations,722

governing the evolution of the cancer mass and of the chemical substrates.723

To quantify our results, and to facilitate comparison between different scenarios, we have evaluated tumor724

observables relative to macroscopic and microscopic characteristics of the disease: the former including extension725

and number of component cells of the viable and the necrotic portions, the latter including the percentage of each cell726

variant that composes the active tumor fraction.727

Our default simulation has been able to recapitulate the main aspects of primary tumor progression, such as host728

invasion, consumption of critical substrates and spatio-temporal evolution of phenotypic heterogeneity. In this regard,729

our virtual mass has been observed to differentiate in different regions: an internal necrotic core and an external rim730

of viable cells. In particular, more proliferative cell variants have been selected at the more internal areas of the active731

submasses whereas more aggressive clones have been detected at the tumor invasive edges.732
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Simulation setting tn [days] tF[days] da(tF)∕dn(tF) Na(tF)∕Nn(tF) argmax(F )

reference simulation 14 22 2.9 2.8 1
inhibition of haptotaxis 20 41 2 1.8 1
increment in cell proliferative potential 9 22 1.9 1.8 0.8
increment in mutation events 14 22 2.9 2.8 1
tumor composed of only highly proliferating cells (i.e., with trait y = 0) 34 77 1.8 1.6 0
tumor composed of highly motile cells (i.e., with trait y = 1 14 21 3.1 3.9 1
absence of functional vasculature 0.1 no invasion 0 0 full necrosis
acute hypoxia 16 22 3 3 1
inhomogeneity of initial matrix pro�le 14 22 3.5 3.8 1

Table 2

Critical quantities characterizing tumor progression in the di�erent scenarios previously taken into account.

We have then turned to analyze how tumor aggressiveness can be influenced by biophysical variations in the733

neoplastic cells themselves (intrinsic factors) or by manipulations of the microenvironment, that defines the ecology734

of those cells (extrinsic factors). We are going to discuss the resulting model outcomes in the forthcoming paragraphs.735

Clinical and therapeutic implications. Surgical resection of tumors does not often result in a cure. A fraction of invasive736

cells may have already infiltrated the surrounding healthy and functional tissue therefore remaining after the removal737

of the main mass. This significantly contributes to the recurrence of the disease and poor prognosis.738

Further, cancer cells with a predominantmigratory phenotype are significantly unaffected by conventional cytotoxic739

treatments, which are frequently more efficient against proliferating cells. In fact, there is increasing evidence that740

invasive malignant cells with a low propensity to proliferate are significantly resistant to apoptosis (Giese et al. (2003)).741

Any successful therapeutic strategy will indeed have (i) to treat the invasive portion of the tumor rather than the742

core lesion, i.e., it has to spatially contain the disease, and (ii) to limit the presence of highly motile cell variants in743

order to improve the efficacy of local treatments.744

In this respect, we now review our results highlighting their potential in targeting more aggressive cell phenotypes745

as well as in restricting the invasive part of the tumor.746

A decrement in cell motility due to inhibited haptotactic response implies reduced tumor expansion. In such a747

scenario (i) the malignant mass expands significantly slow, maintaining a compact morphology for a long period of748

time (i.e., tumor size after almost three weeks is nearly 30% smaller than its reference counterpart, cf. Figs. 5 (A)749

and 6 (C)) and (ii) necrosis involves a larger part of the disease (see Table 2). For all these considerations, disruption750

of haptotaxis can be therefore proposed as an interesting strategy to improve the success of an early tumor resection,751

despite such a biomedical intervention does not impact on the phenotypic heterogeneity of the mass, which remains752

characterized by the predominancy of highly proliferative cell clones (Table 2).753

Targeting cell proliferation potential has instead contradictory effects. On one hand, enhanced duplication events754

within the mass result in a dramatic necrosis of the malignant tissue, in terms of both onset and extension of the755

metabolically dead portion of the malignancy (Table 2). On the other hand, a hyperproliferative disease is still756

characterized by the predominancy of highly aggressive cell phenotypes, that are able to reach the vasculature and757

therefore to initiate the metastatic cascade almost in the same time-lapse w.r.t. to the reference case (Table 2).758

The proposed variation in cell mutation rate has instead little effect on tumor progression (Table 2). It is in fact759

an untargeted manipulation that does not substantially alter neither tumor size nor tumor composition. However, a760

legitimate clinical strategy may amount in increasing the possibility of mutations only in more motile cell variants.761

This intervention would in principle influence tumor phenotypic heterogeneity by selection of proliferating cell clones,762

whose predominance has significant implications. As demonstrated by our simulations and recapitulated in Table 2 a763

malignant mass mainly composed by highly proliferant individuals in fact poorly invades the tissue, thereby facilitating764

its removal.765

Our model also shows that the progression of the virtual malignant mass is shaped by selective environ-766

mental pressures. In this respect, we predict that the absence of oxygen supply dramatically accelerates and767

enhances necrosis of our tumor which quickly undergoes metabolic death (Table 2). Our results are however in768

contrast with the paradigm developed by numerous clinical studies. For instance, hypoxic environmental con-769

ditions have been in fact shown to correlate with adverse prognosis and to render tumor cells more resistant770

to radiation and chemotherapy (Daruwalla and Christophi (2006); Kizaka-Kondoh et al. (2005); Hall et al. (2006)).771

Nutrient-poor hosts may also induce tumor fragmentation, recurrence and metastasis as well as drug resistance, as772
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computationally shown in Frieboes et al. (2009); Lowengrub et al. (2009); Sinek et al. (2009). In this respect, anti-773

angiogenic therapies may eventually give rise to the growth of aggressive multifocal tumors (De Jaeger et al. (2001);774

Lamszus et al. (2003); Rofstad and Halsør (2002)). This is probably due to the fact that we set a deterministic775

relationship between oxygen deprivation and necrosis. This aspect, as commented below, can of course be substantially776

improved. We also remark that a temporary inhibition of the activity of the physiological vasculature has little effect777

on tumor dynamics (Table 2).778

Matrix spatial distribution around the damaged tissue is also important: in fact, specific ECM patterns may have779

no effect on tumor heterogeneity but may control the invasive behavior of the most aggressive cell variants, thereby780

reducing the invasive potential of the overall disease (Table 2). Selected migratory stimuli from the matrix may in fact781

counterbalance the selective pressure on cells to escape regions of scarce resources.782

Taken together, our results suggest that relevant efficacy may derive from combined biomedical interventions.783

For instance, enhancement in the proliferative potential of a tumor could be efficiently coupled with a simultaneous784

disruption of cell motile behavior. The former can be obtained by increasing its oxygenation or affecting intracellular785

mitosis-related pathways, the latter by inhibition of integrins activity or by manipulation of the host structural matrix.786

The result could be a tumor characterized by a confined growth pattern and by the predominant presence of highly787

proliferative cell clones.788

These considerationsmay be clinically relevant and contribute to therapeutic design but remain to be experimentally789

and clinically studied. However, they are in the same perspective of several results in cancer literature that predict the790

possible success of combined biomedical strategies. For instance, anti-invasive compounds (that increase intercellular791

adhesion and decrease cell mobility) may be successfully used as adjuvant to anti-angiogenic drugs (Bardelli et al.792

(1999); Bello et al. (2004); Date et al. (1998); Jain (2001)).793

Model limitations and possible extensions. We conclude our work with a brief overview of possible model devel-794

opments. First, the necessary relation between oxygen deprivation and necrosis can be substantially improved. In795

principle, normoxic cells change to an hypoxic state with a characteristic time dictated by the accumulation of the796

hypoxia-inducible factor 1alpha (HIF-1alpha), which starts when the intracellular chemical level drops under a certain797

limit. Hypoxic cells can recover their oxic phenotype if their internal amount of oxygen sufficiently increases again.798

Only a persistent lack of oxygen effectively induces necrotic transition. We may also reproduce in our modeling799

framework some phenotypic outcomes resulting from downstream cascades that activate in malignant cells as a800

response to hypoxia: they include secretion of proangiogenic factors, overproduction of matrix degrading enzymes,801

and decrement in intercellular adhesion (Erler et al. (2006); Kaur et al. (2005)). In addition, host tissues deprived of802

oxygen have been demonstrated to affect the metabolism of tumor cells, leading to activation of the glycolytic pathway,803

see for instance Gatenby et al. (2006) and references therein.804

We have here also neglected the possibility for necrotic cells to induce the metabolic death of neighboring805

individuals by contact interactions (Oshiro et al. (2006)).806

Ourmodel has accounted for a phenotypic switch of viable cells only deriving from stochastic epigenetic mutations,807

i.e., implemented by the diffusive term in Eq. (2). However, a cancer cell (as any other tissue cell) can change its state808

also in response to varied internal or external signals. For instance, highly motile gliomas cells have been demonstrated809

to be able to revert to a proliferative program depending on the level of oxygenation (Giese et al. (2003); Keunen810

et al. (2011)). Such a model development would be particularly relevant from a therapeutic point of view. In fact, the811

phenotypic plasticity, i.e., the ability to switch among multiple phenotypes, represents an evolutionary advantage for812

cancer cells, used to evade therapy and metastasize (Brooks et al. (2015); Mooney et al. (2016); Roesch (2015); Varga813

et al. (2014)).814

We have finally not included controlled cell suicide (apoptosis). This choice has been done since apoptosis neither815

correlates with prognosis nor has an impact on tumor volumetric extension and internal heterogeneity (Migheli et al.816

(1994); Schiffer et al. (1995)). Apoptosis is in fact a process that is active for all cell variants. It could be however817

incorporated into our model by simply varying the effective cell proliferation rates in Eq. (2).818

In principle our model can be applied to reproduce the main aspects of the avascular growth of any type of tumor.819

This would of course require a more specific parametrization and the use of domain configurations able to better820

describe the tissue of interest but, at the same time, it would allow to have a detailed quantitative validation of the821

resulting computational outcomes.822
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Figure 4: Reference simulation. The tumor starts to radially expand within the tissue as a consequence of the invasive
capacity of motile cell clones. The oxygen level at the center of the malignant mass then drops to the basal level Omin,
therefore causing localized necrotic transition. In the subsequent phases, we observe the enlargement of the necrotic core
and the simultaneous invasion of the host due to the expansion of the peripheral regions of the tumor, populated by the
highly aggressive cells. At the end of the simulation, fronts of fully motile individuals are able to reach the vasculature
present at both domain edges. The gray-shadowed rectangles within the graphs in the right column show the position of
the necrotic core of the tumor.
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Figure 5: (A) Time evolution of tumor morphological determinants, i.e., extension of the tumor necrotic core, of the viable
region and of the corresponding cell number. (B) Time evolution of the phenotypic heterogeneity characterizing the tumor
mass. As de�ned in Eq. (18), F evaluates in fact the global fraction of each variant of viable cells. In both panels, the
black vertical line indicates tn.

Figure 6: Tumor growth in the case of inhibition of the haptotactic mechanism, i.e., obtained by setting w2 = 0 in Eq. (2).
Before the onset of necrosis, the malignant mass is characterized by decreased invasive potential but enhanced cell density.
Such a lower aggressiveness of the disease is maintained also in the late stages of growth (i.e., after tn). The necrotic
part of the tumor in fact enlarges more rapidly than the rest of the mass the and the tissue is completely compromised
nearly three weeks later than in the reference case. Along the entire observation period, the tumor is characterized by high
heterogeneity, i.e., by the local coexistence of a wide range of cell variants. Finally, a large spectrum of cell phenotypes
undergoes necrotic transition since the reduced migratory capacity decreases the possibility to escape hypoxia. In panels
(C) and (F), the black vertical line indicates tn.
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Figure 7: Tumor growth in the case of increment in cell proliferation potential, i.e., obtained by increasing of one order
of magnitude the value of 
max in Eq. (7). In the early stages of development, the malignancy is an overdense mass that
poorly invades the host tissue. Necrosis quickly occurs, due to the rapid drop of oxygen at the center of the tissue. In
the late phases of progression (i.e., after tn) the necrotic fraction rapidly enlarges and occupies most part of the mass,
whereas the tissue is completely compromised at 22 days, i.e., at the same time as in the reference case. Along the entire
observation period, the tumor is characterized by high heterogeneity, i.e., by the local coexistence of a wide range of cell
variants. Finally, a wide spectrum of cell phenotypes undergoes necrosis due to the dramatic consumption of available
oxygen. In panels (C) and (F), the black vertical line indicates tn.

G. Fiandaca, S. Bernardi, M. Scianna, M. Delitala: Preprint submitted to Elsevier Page 26 of 23



A model of tumor growth and its interactions with the environment

Figure 8: Tumor growth in the case of enhanced mutation rate across the mass, i.e., obtained by increasing the value
of Da in Eq. (2). The macroscopic evolution of the disease does not vary upon such a model manipulation. In fact, the
spatio-temporal evolution of the viable and the necrotic portions of the malignancy is close to the counterpart observed
in the reference case. On the opposite, di�erences arise at the microscopic level. In fact, tumor heterogeneity is higher,
as all cell variants are present in larger volume fractions of the mass. As in the reference simulation, also in this case, the
necrotic transition causes the disappearance of active cells whose trait is lower than 0.3. In panels (C) and (F), the black
vertical line indicates tn.
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Figure 9: Growth of homogeneous masses, i.e., formed either by cells with the maximal migratory capacity (with trait
y = 1, top panels) or by cells with the maximal proliferation potential (with trait y = 0, bottom panels). A tumor composed
of highly motile cells is characterized by a poor necrosis, which is instead signi�cant in the case of a tumor composed of
highly proliferating individuals. In such a second scenario, the invasion of the tissue is very slow, as it is completed nearly
2 months later than in the reference case. In panels (C) and (F), the black vertical line indicates tn.
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Figure 10: Tumor growth in the case of absence of functional vasculature, i.e., obtained by completing Eq. (12) with
zero-�ux boundary conditions. The lack of oxygen supply by the host results in an early necrosis, that quickly involves the
entire mass. In panels (C) and (F), the black vertical line indicates tn.

Figure 11: Tumor growth in the case of acute hypoxia, obtained by equipping Eq. (12) with time-dependent boundary
conditions. In both panels, the thin black vertical lines indicate the extreme of the time-interval Thyp, whereas the thick
black vertical line indicate as usual tn.
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Figure 12: Tumor growth in the case of the presence of a functional vessel only at the left edge of the tissue. Such a
scenario is obtained by completing Eq. (12) with a Dirichlet condition at the left boundary of the tissue and a Neumann
zero-�ux one at the right point edge. By splitting the spatial domain at the mid point x = 0.1 cm, we can almost observe
the reference tumor progression on the left side and the evolution of the malignancy upon disrupted oxygen supply on the
right side of the host.
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Figure 13: Tumor growth in the case of spatial inhomogeneity of initial matrix pro�le, de�ned in Eq. (19). The left portion
of the malignant mass evolves as in the reference case. The right fraction instead normally progresses for 12 days, until
its aggressive edge reaches the valley of ECM density. It then stops invasion since highly motile cell variants experience
two competing stimuli: pressure stresses in fact point outwards whereas the speci�c ECM gradient results in a haptotactic
velocity with an inwards direction (i.e., towards the bulk of the mass). Late stages of tumor progression indeed amount in
the reference evolution at the left part and an accumulation of cells belonging to the entire spectrum of phenotypes at the
right part. In panels (B) and (C), the black vertical line indicates tn.
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