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Abstract—Today, large amounts of data are collected in var-
ious domains, presenting unprecedented economic and societal
opportunities. Yet, at present, the exploitation of these data
sets through data science methods is primarily dominated by
AI-savvy users. From an inclusive perspective, there is a need
for solutions that can democratise data science that can guide
non-specialists intuitively to explore data collections and extract
knowledge out of them. This paper introduces the vision of
a new data science engine, called DS4ALL (Data Science for
ALL), that empowers users who are neither computer nor AI
experts to perform sophisticated data exploration and analysis
tasks. Therefore, DS4ALL is based on a conversational and
intuitive approach that insulates users from the complexity of
AI algorithms. DS4ALL allows a dialogue-based approach that
gives the user greater freedom of expression. It will enable them
to communicate using natural language without requiring a high
level of expertise on data-driven algorithms. User requests are
interpreted and handled internally by the system in an automated
manner, providing the user with the required output by masking
the complexity of the data science workflow. The system can
also collect feedback on the displayed results, leveraging these
comments to address personalized data analysis sessions. The
benefits of the envisioned system are discussed, and a use case is
also presented to describe the innovative aspects.

Index Terms—Data science, Data mining, Machine Learning,
Data exploration, Industry 4.0, friendly data science, inclusive
Data science.

I. INTRODUCTION

The availability of data collections within organisations
and almost any audience has introduced the need to provide
”friendly” and inclusive ways of exploring and analysing them.
The idea is that these tasks must go beyond the expertise
of data scientists towards non-technical users with different
expertise. That is, engineering, humanities, social sciences and
any discipline requiring to experiment on data for answering
research questions. Any non-technical user should exploit data
collections with the right guide of an ”intelligent” assistant.
Friendly exploration and analysis systems must provide intu-
itive and interactive access to data processing operations in an
agile and visual step by step manner. They should help a user

drive conclusions about the data collection content and identify
the potential questions that data can help answer. Through
conversational loops and feedback, a friendly exploration and
analysis system must calibrate the tasks according to the
characteristics of the data and the expertise and expectations
of the user. Through metadata collection and user profiling,
an exploration and analysis conversation loop should propose
actions, insight and results’ display (and visualisations) that
assist the user in completing a given goal.

This vision paper proposes a methodology to support
the domain expert in the data analysis process, making
the exploration simple and user-friendly. It showcases our
vision using an industrial use case related to predictive
maintenance activity. In this scenario, manufacturing
machinery is constantly monitored through sensors to
collect parameters characterizing the production cycle. After
appropriate preprocessing steps and feature engineering, these
parameters can be used to build a predictive model able
to estimate the degradation of the machinery at the end of
each production cycle. In a context like this, the user that
interacts with the system has a technical-industrial profile,
with often no expertise in the data science field. Therefore,
it is crucial that he/she intuitively interacts with the system,
without being involved in the complexity of the analysis
required. The user may be interested in analyzing the data
collected on a specific date before or after preprocessing.
He/she may want to check the predicted degradation value
after a particular production cycle, compare it with the
predicted values for other cycles, or compare it with other
predictions related to the same cycle but obtained with
different predictive models. All these requests can be made
through a conversational approach, giving the user freedom of
expression that leads to greater user-friendliness of the system.

Accordingly, the remainder of the paper is organised as
follows. Section II describes conversational based approaches
that focus on some phase of data processing processes. Section



III enumerates and discusses the main challenges and research
directions for tackling conversational based data exploration
that provides friendly interfaces adapted to users profiles.
Section IV introduces the general lines of a preliminary
conversation-based data exploration process that we propose.
Section V describes the first experiment results through a use
case related to the exploration of manufacture data. Finally,
section VI concludes the paper and discusses future work.

II. RELATED WORK

In recent years, the use of artificial intelligence-based chat-
bots has become increasingly common in many areas. AI
chatbots are programs that simulate human-like conversations
using natural language processing (NLP). They can understand
language outside of a set of pre-programmed commands and
continue learning based on the inputs it receives. Instead of
a traditional chatbot, which offers pre-set structured dialogues
to only answer predefined questions, an AI chatbot provides
greater freedom to the user without imposing form or structure
in formulating the question. So, if the goal is to have a smarter
bot than a traditional bot, handle complex queries or help you
make sense of massive datasets, AI bots are the best choice
here.

Taking advantage of the recent popularity of these ap-
plications, many of the prominent technology leaders have
begun offering their solutions to allow the user to get an
easily customized chatbot. Dialogflow is a natural language
understanding platform developed by Google 1 that makes it
easy to design and integrate a conversational user interface
into a mobile app or web application. Amazon Lex is an AWS
service for building conversational interfaces into applications
using voice and text. It was developed by Amazon2. It pro-
vided the deep functionality and flexibility of natural language
understanding (NLU) and automatic speech recognition (ASR)
to build lifelike and conversational interactions with the user.
The Facebook AI Research (FAIR) team designed ParlAI [1]
to create a community-based platform in which researchers can
collaborate and reuse significant dialogue tasks, encouraging
collaboration in the implementation of NLP systems that
includes integration with bots as well as humans. Language
Understanding (LUIS) is a cloud-based conversational AI
developed by Microsoft3 to identify valuable information in
dialogues. LUIS interprets user goals (intents) and distils
useful information from sentences (entities) for a high-quality
language model. It integrates with the Azure Bot Service,
making it easy to create a sophisticated bot.

Despite the interest and promising role as friendly inter-
faces, existing chat-bot conversational platforms have been
rarely used for guiding users through data collections ex-
ploration and analysis. There are a multitude of data ex-
ploration and business intelligence systems, e.g. Trifacta4,

1https://cloud.google.com/dialogflow/docs
2https://docs.aws.amazon.com/lex/latest/dg/what-is.html
3https://docs.microsoft.com/en-us/azure/cognitive-services/luis/what-is-luis
4https://www.trifacta.com/

Tableau5, Qlik Sense6, NADEEF [2], KATARA [3], Tamer
[4], VADA [5] and Data Civilizer [6]. However, these systems
do not adopt a conversation-led approach. Data exploration
with a human in the loop perspective has emerged [7]–[10]
as an initiative to include the user requirements within the
process. User requirements are modelled and included in
the exploration process as input parameters provided within
interactive settings. However, this intent can be enhanced by
recommendation like techniques in which the system suggests
exploration strategies. Suggestions can be calibrated according
to the profile of the user.

Under this perspective, Intuitive Data Analytics (IDA7), a
personal virtual data assistant using Natural Language Pro-
cessing (NLP), allows to request reports, play with data visu-
alizations and foresee predictions. IDA enables users to play
with data, test out “what-if” scenarios, and visualize disruptive
events and their effects. IDA assists decision-makers to ask for
specific content and analytics tasks. The user does not choose
the strategies to be used for solving his/her questions. Besides,
her expert profile is not considered for calibrating the process.
Our vision and approach aim to guide users with different
expertise profiles to choose the possible techniques and tools
to perform a data exploration task. The suggested methods and
exploration pipeline are driven by the user expertise profile and
the characteristics of the data. The process is conversation-
based, meaning that the user chats with a data exploration
system to acquire hindsight about datasets. The features of
a smart chat provide the user with the illusion of a friendly
and agile way for exploring data (i.e., dividing data science
tasks into short phases that are frequently assessed and adapted
according to partial results.).

Some attempt to make the interaction between user and
system more conversational has already been made, for ex-
ample, in the conversion from natural language to query and
vice versa. In such a context, stand the works done in [11]–
[17] and [18], [19], which try to tackle the SQL-to-NL and
NL-to-SQL problem. However, in this case, the conversational
aspect between user and application is purely query-oriented.
Other approaches like [20] address dialogue-based approaches
to supports rich visualizations of data. Our idea is to go beyond
query and answer settings and offer a complete dialogue to the
user, allowing an interaction that is not exclusively finalised
to the definition of a query.

III. VISION

The idea of our vision to make data science inclusive
for non-data science-savvy people is that conversation and
automated data mining can drive data exploration and analysis
intuitively and step by step. For an automated conversational
mining system, the main goal of the research is to design
an engine that can effectively handle all possible requests
that may come from the user. Providing greater freedom of
expression to the user implies recognising the various requests

5https://www.tableau.com/
6https://www.qlik.com/us/products/qlik-sense
7https://www.intuitivedataanalytics.com
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and managing them correctly. Furthermore, the underlying
complexity of data analysis tasks must be hidden from the
end-user in the knowledge extraction process.

Figure 1 shows the general architecture of our system. The
user provides an input to the system that can be textual or
speech. This natural language input is converted into a task
to be executed by leveraging an AI-based block that can
understand the meaning of the user’s request. Depending on
the request, a different analytic block within the Data Oper-
ations Manager is used. In addition, requests are handled by
leveraging logs collected during past explorations performed
by the system, looking for similarities and affinities between
various analyses to show the most useful and suitable results
for the user’s request. These results can be shown in textual,
tabular, or graphical form. The user can then evaluate the
clearness and utility of the results by leaving feedback that
will be added to the exploration log and will be used to guide
future analysis.

The design and development of the envisioned architecture
open up a wide range of research questions, such as:
1. How to design a friendly user interaction to democratize
data science?
2. What are the different main types of conversations between
the user and DS4ALL and vice-versa allowed by the system?
3. How to translate a user request into a DS4ALL task? What
kind of machine learning algorithms could be exploited? How
to extend existing NLP trained models?
4. How to structure/define data science tasks (e.g., cluster
analysis, predictive task, data exploration)?
5. How should the output be displayed?
6. How to design a personalized data science task? How to
leverage logs containing information about past analysis, to
improve current analysis?
7. What kind of information should be collected to provide
personalized data science workflow? How do we analyze it?

The first question represents an entirely new problem. To
the best of our knowledge, other works that aim to make
data analysis more friendly approach the problem from a
different point of view. IDA8 for example, allows immediate
and straightforward actions to the user, who can interact with
a meta-language. Instead, other works such as [11], and [19]
focus mainly on converting natural language to SQL, or vice
versa, basing interaction exclusively on queries. However,
although all of these works provide methods for facilitat-
ing interaction, none of them incorporates a dialogue-based
approach that promotes a human-like conversation between
system and user.

For questions 2-7, extensive research brought many innova-
tive and efficient algorithms customized for a targeted analytics
task. The proposed approach can integrate existing methodolo-
gies and algorithms. Using speech recognition libraries and
pre-trained NLP models like Google’s Bert [21] or OpenAI’s
GPT [22] is it possible to build a conversational chatbot

8https://www.intuitivedataanalytics.com

that listens and replies like a human. The data science tasks
that DS4ALL can perform are those offered by the leading
business intelligence systems (data profiling, data exploration),
with some more specific analysis related to the industrial
scenario (e.g. predictive maintenance and clustering analysis
to label production cycles). The results of these analyses
can be displayed using the most popular data visualization
libraries such as D39 and Highcharts10. Then, an ML model
can leverage the information contained in the exploration log
and provide more custom results to the user.

IV. CONVERSATIONAL DATA SCIENCE

This paper proposes a system that promotes an inclusive and
friendly conversational data exploration and analysis process.

The originality of the proposed architecture can be summa-
rized in the following points:

1) The user is assisted in the exploration and analysis of
a data source.

• How: by leveraging a registry of existing data ex-
ploration and analysis pipelines.

2) The user benefits from a layer of abstraction that insu-
lates him from the complexity linked to the specifics of
the libraries and tools for data exploration and analysis.

• The user does not need to be an IT expert familiar
with data exploration and analysis tools or how they
are used.

• The user does not need to specify the tool/method
to be used for a given action. The results can, in
some cases, be presented with an explanatory inter-
pretation that facilitates the user’s understanding of
the concepts.

• Example: The user can ask a question like: which
variables are pair-wise correlated? To do this, s/he
will not be asked which method to use (e.g., Spear-
man, Kendal, etc.). Moreover, besides the matrices
produced by these tools, the user will receive a text
that interprets the results for him, e.g., the variables
v1 and vk seem to be strongly correlated. We can
imagine a similar scenario for outlier detection.

3) The interaction is conversational between the user
and the system: The system responds to the user’s
request, but it can also ask for the user’s feedback on
a given point to better meet his/her needs for the data
exploration and analysis task at hand. An example of
conversational interaction (see figure 2) with an initial
dialogue is shown in which the user loads the dataset
to be analyzed, and the system immediately provides
some statistical information about it.

The proposed methodology to support the user in the anal-
ysis process of a data source can be integrated into different
architectures, with scenarios of varying complexity:

9https://d3js.org
10https://www.highcharts.com

https://www.intuitivedataanalytics.com
https://d3js.org
https://www.highcharts.com


Output

Results
Tabular
displayChartText

Solicited User action
Suggested

actions
Solicited 
feedback

Input
Text 

(speech)
User 

feedback
Choose 
action

Text2Action

Orchestrator

Data Operations Manager

Data 
profiler

Outlier 
Detector

Unsupervised 
Learner

Dictionary

Exploration
Pipelines Log

Dataset

conversation

Input/Output Software
component

Legend

Fig. 1. Envisioned Architecture

Fig. 2. Conversational example

• In the simplest scenario, the methodology is integrated
into an instant messaging app such as Telegram, Slack,
or Facebook Messenger. In this scenario, the user can
send textual questions, which the app will answer via

sentences and charts.
• In the most complex scenario, the methodology is in-

tegrated into a custom web app. Here, the user can
formulate questions in oral form, which the app will
appropriately convert into text before providing a written
or graphical response. The user can then provide feedback
on the answer received, indicating his/her level of satis-
faction. Feedback can be given, for example, by selecting
from the various graphics provided the one considered
most relevant as a response or by leaving a textual/oral
comment that the app will save. The feedback collected
is then used to improve the analysis process, adapting the
application based on the users’ needs.

Figure 3 shows the sequence diagram of the meta-
conversation between DS4ALL and the user. The conversa-
tional approach exploits a bidirectional interaction (red lines
for application and blue ones for the user), starting and
ending either from the user or the application. Every question
posed by the user receives an answer from the application.
However, also the application can ask the user to collect
additional information or feedback. In addition to the opening
and closing of the conversation, we initially identify five types
of interactions (depicted with different lines in Figure 3, e.g.
dotted, continuous, etc.). Each interaction is characterized by
specific questions and answers: three of them are started by
the users, and two by the application. As a first step, the user
can begin interacting with the system by uploading a dataset
and gathering different statistics, also displayed through plots,
adequately selected based on user expertise. Then, the other



Fig. 3. Sequence diagram of meta-conversation.

four identified types of interactions are all independent of each
other. There is no time constraint between them: the only time
constraint is between questions/answers within the same type
of interaction. The conversation can also be interrupted at any
time. In this case, the user can save the current conversation
status to continue later without losing the analysis results
conducted up to that moment.
The user can request an analytical task (e.g. data modeling,
predictive maintenance), delegating the complexity of the re-
quired analysis to the system and obtaining only the graphical
results. S/he can also ask for a more specific action, such
as changing the time interval considered in the analysis or
excluding a particular attribute in subsequent analysis.
Regarding the interactions started by the system, they can ask
for additional input parameters, which the user can provide
thanks to his domain knowledge. This interaction is helpful
for the application to capture domain knowledge through data
analysis. Moreover, the application may also provide output
to the user without being specifically requested to do so. This
can be considered the most complex interaction among those
proposed because the user does not require anything specific
from the application. The system must provide the user with
the analysis and the results it considers most suitable and of
interest without receiving any initial input.

V. PRELIMINARY DEVELOPMENT AND RESULTS

This section illustrates through a use case preliminary
results regarding the modelling of conversational pipelines
designed to explore data.

A. Case study

Industry 4.0 settings monitor entire production chains
through sensors that can constantly collect a large amount
of data. This data, processed using scalable data analytics
architectures, can be leveraged to optimise the machinery
maintenance process. For example, a predictive maintenance
strategy for a complex machine can require a sophisticated
and non-trivial analytical stage to provide accurate and trusted
predictions [23]. Some signals in the collected data can rep-
resent fully functioning machine conditions; others have been
collected in the proximity of a failure and therefore represent
critical production issues. In our Industry 4.0 scenario [23],
[24] we consider time-stamped data concerning: (1) the com-
ponents participating in a first phase of the industrial process:
temperatures, pressures and mass flow of the two components;
(2) metrics regarding oil pressure of pistons and mechanical
vibration recorded from machines; (3) alarms recorded by
monitoring systems. A second data source is provided by
the past recording of maintenance activities, such as failures,
time of failure, and recovery actions. This dataset comprises
several sources, including the existing preventive maintenance
dataset and additional manually compiled spreadsheets by
maintenance operators.

It is necessary to have a good and thorough understanding
of the data collections, to determine whether these data help
answer prediction questions. The users require an exploration
approach to acquire a quantitative vision of these data and their
quality. Data exploration can imply performing other data sci-
ence tasks with which the user might not be familiar. Next, we
show how a system can guide the user through data collections
in a friendly and intuitive manner through a conversational
approach. The user can also adjust the exploration process
giving feedback to specify whether partial results are aligned
to his/her expectations.

B. Conversational exploration of manufacture data: key tasks

In the industrial domain, engineers in the field and decision-
makers must exploit datasets produced from observing pro-
cesses. Even if their mathematical knowledge guides them
through quantitative data analysis, performing more ambitious
analytics is not easy to design. We chose a use case in the
industry 4.0 domain to show how DS4ALL can promote
inclusiveness for engineering experts with few data science ex-
pertise. Here we describe the key tasks of conversational data
science with experts in Industry 4.0 that DS4ALL provides.
Within each task, the conversation approach will leverage the
interaction with the user. All the conversational types shown
in Figure 3 and described in Section 1 can be exploited. The
conversation may include more or less numerous interactions
of two-way text/audio messages for each task.

Each task requires input variables (which may be optional
or mandatory) and provides a corresponding output. Table I
shows the inputs/outputs for each considered task. The first
task represents the dataset upload phase by the user: in this
task, the user must provide a tabular dataset to be used for
analysis. Currently, the only formats accepted are CSV or



Task Input request Output provided
Dataset uploading Dataset in csv format Preliminary statistics

Data quality verification Domain knowledge Feedback on quality aspects
Definition of the analytics objective Information of interest Analysis results

Data exploration Optional parameters Numerical results and plots
Pattern Mining Optional parameters Numerical results and plots

Cycle partitioning Optional parameters Numerical results and plots
Predictive maintenance Optional parameters Numerical results and plots

Cycle Labeling Optional parameters Numerical results and plots
TABLE I

INPUT/OUTPUT FOR EACH TASK

XLS, but these limitations will be overcome in the future.
The upload of the dataset can be done through an appropriate
section of a custom web page or by sharing a link to a
data repository using Telegram or other messaging apps. This
task ends with some preliminary statistics (both textual and
graphical) extracted from the loaded data and shown to the
user.

Two other tasks in the table are examples of situations where
the app initially asks the user to provide specific input. This
happens in the data quality verification and in the definition
of the objective. In the first case, the system asks the user to
provide domain information related to the loaded data (e.g.
validity range for each variable, unit of measure, sampling
rate). After receiving these additional inputs, the system pro-
vides the user with a report on the data quality, highlighting
possible anomalies and asking the user for advice on how to
handle them. The second task asks the user questions to collect
preliminary information about the data analytics objectives. If
the user does not answer, the app proposes additional questions
to help the user understand his/her data and choose a specific
data analytics objective.

Two other tasks in the table are examples of situations where
the app initially asks the user to provide specific input. This
happens in the data quality verification and in the definition
of the objective. In the first task, the system asks the user
to provide some domain information related to the loaded
data (e.g., validity range for each variable, unit of measure,
sampling rate). After receiving this additional input, it provides
the user with a report on the quality of the data, highlighting
possible anomalies and asking the user for advice on how to
handle them. The second task asks the user some questions
to collect preliminary information about the data analytics
objectives. If there is no answer, the app asks additional
questions to help the user understand his/her data and choose
a specific data analytics objective.

C. Conversational exploration of manufacture data: an exam-
ple

Here is an example of interaction between user and app.
The purpose is to show how the user can request a particular
task/action and display the analysis results. The task addressed
in this case is the definition of the analytics objective. Here,
the app initiates the interaction, asking the user what type of
analysis s/he is interested in, providing a list of possibilities.
The user can select one of these choices, and the analysis

starts. However, the user may not know which option to
choose, either because he is not clear about the type of analysis
he wants to see or doubts about the semantic definition of
the options. In this case, the ”I don’t know” answer is given,
and the app proposes additional questions to direct the user
to the most suitable analysis. A different task is addressed
depending on whether these questions are answered positively
or negatively. Figure 4 offers an example of a conversation
between the system and the user during the definition of the
analysis objective in which the user does not have a clear
idea of the type of analysis he wants to carry out. Here the
app offers additional questions to help the user perform a
clustering analysis through his answers. It is essential to say
that the same kind of analysis would be performed even if
the interaction started directly from the user, who explicitly
requests this specific analytic task.

Fig. 4. Conversation about the definition of the analytics objective

Figure 5 represents the output provided to the user if the



selected task is the clustering analysis. The screenshot shows
the comparison between two different approaches to perform
clustering: in the first case, the distance between signals is
calculated by exploiting statistical features extracted from the
raw data collected by the sensor; in another case, the distance
between the original raw data is used.

The two approaches are compared graphically using a 3d
scatterplot showing how the various clusters are distributed.
In addition, the performance of each solution is represented
by three quality indices (Average Silhouette Index, Global
Silhouette Index, Dunn Index). Since these indices presuppose
technical knowledge that the user may not possess, each
indicates the range of values that can take, specifying which
values guarantee a better solution. In this way, even if the
user does not know what these indices represent, s/he can
still interpret their values and compare them, evaluating the
solution that could be better.

Fig. 5. Comparison between two clustering techniques

VI. DISCUSSION AND CHALLENGES

This paper introduces our vision and research challenges
related to the design of friendly conversational data explo-
ration calibrated according to the expertise of users. The
objective is to propose strategies that can democratise data
science processes to non-expert users and thereby promote
inclusiveness in the area. Our vision is that interactive, con-
versational approaches can guide users with different expertise
and background through data exploration. The challenges to
achieving this objective include designing agile, intuitive and
friendly conversations. Conversations must be guided by the
characteristics of the data and the users’ profiles. They must
lead to an understandable description of data and the user
familiarised with the possible exploration tools used for an
exploration task. We highlight below several issues that need
to be addressed to make the vision we have outlined in this
paper a reality.

It is by no means an exhaustive enumeration of all possible
open problems, which in itself would be impossible, but rather
a guide to some of the most relevant future research directions.
In particular, the section focuses primarily on the conversa-
tional aspect, as our vision poses most of its innovative open
problems.

• Interpreting user requests. This issue lies at the interface
of multiple disciplines: processing user requests issued
in natural language, mapping and adapting requirements
(user needs) into actions that consider the nature of the
data at hand.

• Providing personalized answers. Feedback/answers pro-
vided by the envisioned engine should become more
adaptive and personalized to guide the users in friendly
data exploration and in easily detecting data value. The
new services should include data storytelling capabil-
ities, i.e., provide interactive conversations combined
with narrative techniques which deliver data stories and
explanations the human user can easily understand that.

• Prediction of the next-step analytics task relies on guess-
ing the next step (action) to undertake. Sometimes the
user is unable to identify the best next step in the data and
exploration task. The underlying challenge is to identify
the characteristics of the dataset and the previous actions
that could be used to foresee the next steps.

• Personalized data visualization. What is the best display
(visualization) for a given dataset or the results of an
action. The expertise of the user must be taken into
account, but also the intrinsic characteristics of the data
and the results.

• Drilling down into data science tasks. Data science tasks
are typically complex and do not follow a well-specified
workflow. This complexity generates the need to identify
the granularities of the subtasks that make up the overall
task, which is not necessarily known a priori. In addition,
it is necessary to investigate new methods to navigate
through (draw dependencies between) sub-tasks.
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