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Summary

Freeze drying processes are crucial to the pharmaceutical industry because
they can produce shelf-stable high-quality heat-sensitive medicines. Freeze-dried
products make up 16% of the top-selling 100 pharmaceuticals and ensuring product
quality is of most importance. In fact, the 2004 FDA Guidance for Industry
states that product quality needs to be achieved by design and not by testing
after production. Hence, optimal cycle design and thorough process monitoring are
pivotal for high-quality drug manufacturing through freeze-drying processes.

Most temperature monitoring tools currently in use are invasive ones, i.e.,
they are in direct contact with the product. With a sensor in direct contact with the
product, the product phase change dynamics is affected. During freezing, the first
step of a freeze-drying process, the presence of the sensor will drive ice nucleation to
happen earlier. If this happens, freezing will occur at a higher temperature for that
particular vial, resulting in larger ice crystals than in other vials. This way, their
monitoring may not represent well the batch. Additionally, Thermocouples (TC)s
are destructive to the monitored sample as they are invasive sensors and sterility
concerns arise. Within this scenario, non-invasive temperature monitoring tools
become essential.

IR-based sensors can measure product temperature in a non-invasive
way without presenting the drawbacks of commonly used tools. Of course, as
a novel technology, they present their own drawbacks such as the field of view,
low penetration and the need to pre-establish the object’s emissivity prior to IR
monitoring. Nonetheless, preliminary studies using IR thermography to monitor
freeze-drying processes have shown encouraging results, and further studies regarding
its application became imperative.

In this present research work, the application of infrared thermography to
monitor freeze-drying batches is investigated. The prototype used in this research
is placed inside the drying chamber on the same shelf as the monitored vials.
This positioning allows monitoring the whole product’s axial temperature profile.
However, this placement inside the chamber makes it necessary first to evaluate if
the sensor’s presence can have an effect on batch dynamics. Hence, the starting
point of the research was to evaluate this by performing tests with and without the
IR camera inside the drying chamber. Thermocouple-based temperature profiles
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from each batch were compared. It was found that the sensor’s case can have a slight
shielding effect when a long freezing duration is used or a slight irradiating effect if
a short freezing duration is used. This effect is strictly related to the temperature
of the camera case after freezing and was ruled as not relevant. Once the sensor’s
effect was deemed minimal, its accuracy had to be verified. Hence, IR-based thermal
profiles were confronted with TC-based ones from the same batch. Different batch
and vial sizes were tested, and the IR temperature measurements were always in
good agreement with those of the thermocouples within their accuracy range ± 1 K.

Following the process steps in order, applying IR monitoring to the freezing
step brought great insights into the freezing phenomena in vials. Since ice nucleation
and crystal growth are exothermic phenomena, special attention was given to
maxima temperature points and any evidence of heat release. IR thermography
allowed the observation of the heat of nucleation affecting neighbouring vials.
Additionally, tracking the axial Tmax after nucleation could be an experimental
inference of the freezing front temperature and position for vials being cooled in
direct contact with the shelf. The correlation between larger temperature gradients
during nucleation and freezing resulting in larger variability on the resulting cake
pore sizes was confirmed in this study. Additionally, the in-line application of the
IR-based freezing front data coupled to different mathematical models to estimate
the resulting pore sizes was successfully validated using vacuum induced surfaced
freezing (VISF). Three different freezing models were used, an empiric, a mechanistic
and a supersaturation one. The first two, were not very well suited to predict the
resulting pore sizes for the cake edges using the experimental data. The last was
the more suited for the in-line application with IR-based experimental data.

Moving on to primary drying, batch representativity of IR-thermography
had to be investigated. A series of tests with up to 157 vials were performed
comparing thermocouple temperature measurements to IR-based ones. A hexagonal
array was used to improve batch representativeness, and an assumption was made
based on the observed results. The front-row vials that are more shielded in this
array were regarded as representative of central vials, while the more exposed
ones were regarded as representative of edge vials. This assumption worked well
to represent the batch better. Additionally, since sublimation is an endothermic
process, tracking the axial Tmin during primary drying allowed the inference of the
sublimation front temperature and position for vials being heated in direct contact
with the shelf. This data yielded a more accurate estimation of the primary drying
end-time and, thus, a new non-gravimetric Kv estimation method. Based on this, a
new and more straightforward design space calculation protocol was developed and
proved successful.

In sum, IR temperature monitoring applied to freeze-drying batches offers
unique advantages for process assessment and design. IR-monitoring is a promising
non-invasive tool to monitor freeze-drying processes.
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Chapter 1

Introduction

This thesis research deals with the use of a non-invasive monitoring tool,
an infrared camera, applied to the monitoring of freeze-drying (FD) processes. In
this chapter, a brief introduction covering freeze-drying processes, its state of the
art tools and techniques and current challenges is presented. This introduction
serves to understand the thesis objectives, structure and discussed subjects in the
following chapters.

1.1 Freeze-drying overview
The pharmaceutical industry has undertaken a profound renovation during

the past years. Bioactive compounds have been gaining importance over chemically
synthesised drugs [1]. Biopharmaceuticals offer several benefits, which can explain
this shift. These benefits include: few side effects, highly effective and potent action,
and the ability to treat previously untreatable diseases [2]. Furthermore, the Covid-
19 pandemic highlighted the critical importance of having reliable ways to stabilize
and store therapeutic products. The manufacturing process of pharmaceuticals
must allow fast and affordable distribution of doses all around the world. Several of
these active compounds are very unstable in solution, thus, stabilization through
dehydration is often used.

Different drying technologies can be applied to pharmaceutical formulations
depending on the characteristics of the active compounds. The objective is to remove
the moisture without impairing the active ingredients, achieving a shelf-stable
product with a reduced requirement for a cold supply chain. If the active compound
is heat-resistant, high temperature drying processes may be used to achieve very
stable products with low residual moisture content (< 1%). Conventional air
drying (using hot air at ∼330 to 380 K), spray drying (using hot air at ∼370 K),
evaporation without atomization (using shelf temperature at ∼300 K) are some
examples of such processes [3]. Withal, many active ingredients lose their drug
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activity when processed under the high temperatures used in conventional drying
processes [2]. Some drying technologies operate close to room temperature (∼290
- 300 K) but yield products with a sightly higher moisture content (> 1% and
< 3%) and diminished reconstitution when administering the product. Foam drying,
microwave vacuum drying and supercritical fluid drying are examples of such drying
processes [4]. Finally, the drying of pharmaceuticals can be achieved using sub-zero
temperatures through freeze-drying processes and yielding final products with very
low residual moisture (< 1%) and great reconstitution properties.

Freeze-drying is a dehydration technique performed at low temperatures,
which makes it suitable for heat-sensitive compounds [5]. It can increase the
product’s shelf life while maintaining its biological activity. It is a sophisticated
drying process capable of producing shelf-stable products while preserving active
compounds, and product characteristics [6]. This low-temperature drying technology
is applied mainly to pharmaceutical products. In the food industry, freeze-drying
applications have increased as nutritional and sensory characteristics become more
valuable to the consumers. The freeze-drying equipment market had a value of 4.9
billion dollars in 2020 with a Compound Annual Growth Rate (CAGR) of 8.2%
until 2025. In 2025, this market is expected to reach a 7.3 billion dollars in value.
Estimates based on equipment uses found that roughly 34% of the FD market
is destined to the food and packaging segment followed by pharmaceutical and
biotechnology with 30%. Multiple key biologics will lose their patent in the following
years, which is expected to provoke yet an increase in the freeze-drying market [1].

When it comes to product sales, pharmaceuticals hold a higher financial
value. By 2024, global prescription drug sales are expected to reach 1.18 trillion
US dollars, with biotech products reaching nearly a 50% share of the top 100
pharmaceutical products being sold [7]. These estimates show the economic relevance
and growth projections for the freeze-drying industry.

The freezing drying process itself - also called lyophilization - is divided
into three well-defined steps:

1. Freezing,

2. Primary drying,

3. Secondary drying.

Freeze-drying is based on the sublimation of the solvent, typically water, which
occurs at temperature and pressure conditions below the triple point of the solvent.
The essence of the process is depicted in Figure 1.1 where the path from liquid
to the solid-state (frozen solvent, in this case, water) takes place to allow solvent
removal through sublimation at low temperatures.

A schematic of a freeze-drying equipment is shown in Figure 1.2. The
heating/cooling shelves are located in the drying chamber. The shelves usually have
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Figure 1.1: Water phase diagram evidencing the phase changes that take place in a
lyophilization process. Adapted from [8]

a wide range of operating temperatures, typically from 210 K to 340 K. They are
able to cool the product to freeze it and to supply heat to the product during primary
drying. The vacuum pump will reduce the chamber pressure which will decrease the
vapor pressure. This will drive sublimation of the frozen solvent. The sublimated
solvent flows towards the condenser because of the pressure drop produced by the
vacuum pump in that direction. The condenser is at a much lower temperature
than the product, usually around 190 - 210 K, to be able to trap the sublimated
solvent even at a very low pressure. If the Isolation valve (ISO valve) is closed, no
vapor can flow from the drying chamber to the condenser. This is used in some
applications, as it will be explained in Subsections 1.2.1 and 1.2.2. In the end of a
freeze-drying cycle, the trapped solvent may be removed from the condenser once it
melts and discarded [9].

In typical a industrial process, the pharmaceutical solution is prepared and
inserted in vials, which are then loaded onto the freeze-dryer shelves [10]. Freezing
is the first step of a freeze-drying process and it can be done in many ways. The
most utilized method is shelf-ramp freezing, where the inner fluid of the shelves is
cooled to remove heat from the product in the vials [11]. Once the product is frozen,
primary drying can take place. The pressure of the chamber is reduced and heat is
supplied to the frozen product, usually through the shelves, to promote sublimation
of the frozen solvent. Afterward, the shelf temperature is further increased to
facilitate the removal of the remaining solvent, linked to the product structure, in a
step called secondary drying [10]. The dried product structure after freeze-drying is
also called cake.

Although freeze-drying is usually done using trays as described above,
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Figure 1.2: Simplified schematic of a freeze-drying equipment main parts (not to
scale).

this process can be done through other methods or have modifications in one or
more steps. Freezing can be done using liquid nitrogen in spray freeze-drying
applications [12]. Also, using liquid nitrogen, a spin-freezing technique has been
recently proposed as a way to increase product surface area and improve drying
times [13]. Alternatively, freezing can be done using shelf ramp but introducing
control methods such as annealing [14], Vacuum Induced Surface Freezing (VISF)
[11], ice-fog technique [15] or ultrasonic vibrations [16] as it will be described in
detail later in this work. Additionally, primary drying may be assisted by other
methods such as ultrasonic waves [17] to increase the sublimation rate, although
this is usually only applied to food products and not pharmaceutical solutions.

Freeze-drying also has its limitations. The physical state of a formulation,
i.e., whether it has a crystalline or amorphous structure, is critical to determine its
stability as a solid. Freeze-drying may not be feasible if the amorphous fraction of
the cake structure is not able to stabilize the active compounds. On the other hand,
crystalline solutes often are used to ensure a good cake structure. This structure is
useful to ensure good reconstitution properties when administering the product. If
the product lacks cake forming agents, the cake will collapse, potentially exposing
the active compounds to degradation an impairing its drug reconstitution features.

Additionally, freeze-drying is an expensive and low-efficiency process in
terms of capital cost and operating expenses. Consequently, it is crucial to de-
velop processing conditions that maximize efficiency [18]. Lean manufacturing and
continuous freeze-drying methods, such as spray freeze-drying or continuous vial
freeze-drying [19], are expected to have a larger market share in the upcoming years
because they may present a higher production efficiency. This is the case when
a continuous process is capable of increasing the production rate per time, thus
diluting the capital and operational costs in larger production outputs. Additionally,
adequate process design according to the product’s characteristics, optimization,

6



1.1 – Freeze-drying overview

and control are required. Figure 1.3 shows an example of a typical freeze-dried
solution in a vial from this research work.

Figure 1.3: Freeze-dried product from this research.

Ensuring product quality is as crucial for lyophilized products as it is
for pharmaceuticals in general. In the past, product quality was ensured through
sampling and testing of the finished product, based on statistical quality control
methods [20]. In 2004 the US Food and Drug Administration (FDA) issued the
“Guidance for Industry Pocess Analytical Technology (PAT)” [21]. These guidelines
prescribed that pharmaceutical processes must be designed to ensure product quality
by design, and the products no longer need testing at the end of manufacturing.
Thus, quality must be achieved by design, which must be built-in. To achieve
Quality by Design (QbD), suitable PAT tools must be used [22]. Hence, systems for
designing, monitoring, and controlling a process must be implemented to guarantee
product quality.

Representative process monitoring of a batch is a difficult task because the
vials in a batch do not necessarily present homogeneous characteristics [23]. As it
will be discussed in more detail in Subsection 1.2, the freezing process will define
how the ice crystals will be formed, which in turn defines product cake. The cake
structure will determine the drying duration and product temperature. Meanwhile,
freezing is a highly stochastic phenomenon which increases the heterogeneity in a
batch. Additionally, the vials are not subjected to the same heat exchange conditions
during drying. Edge vials exchange heat through radiation with the drying chamber
walls, while central vials are shielded from the sides by the neighboring vials [24].
All these factors increase batch heterogeneity and present significant challenges to
both process monitoring and control.

Besides implementing the best current Good Manufacturing Practices
(cGMP), some process parameters are essential to ensure product quality [25].
During freezing, temperature monitoring is important to determine the nucleation
temperature in case controlled nucleation is used [14]. Additionally, it is important
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to ensure the freezing of the solution. According to the formulation’s characteristics,
a temperature threshold value must not be surpassed during primary drying until
all "free" solvent is removed. The frozen product structure may collapse if these
threshold temperatures are reached [26]. Meanwhile, operating at the highest
possible temperatures is desired because this will promote sublimation and make
the process much faster. On top of that, process design must take into account
the equipment’s characteristics and limitations. If sublimation is extremely fast,
choking may happen, jeopardizing pressure control during the process [27] leading
to longer drying times. Hence, accurate product monitoring is vital for efficient and
effective manufacturing.

1.2 Current trends in freeze-drying processes
Historically, much effort was put into researching and optimizing the

primary drying step. The sublimation process is typically the longest one of the
three stages and thus represents the more significant portion of operational costs
in terms of energy, equipment use and personnel. An economic evaluation of the
freeze-drying process found that the most expensive aspect of implementing freeze-
drying in a facility is the initial capital cost of the equipment [28]. This perspective
pushes forward initiatives to reduce the freeze-drying cycle duration. This reduction
in duration intends to fit as many cycles as possible into a working year and extract
as much value as possible to mitigate the substantial initial investment of new
equipment. In the end, the ultimate goal of freeze-drying processes is to deliver
high-quality products at affordable prices to the end consumer. This way, all efforts
are always towards optimizing the freeze-drying cycles in terms of product quality
and overall process costs. Some trending topics gained attention as they play a
significant role in freeze-drying processes, whether for product quality or process
costs. These trending topics are:

• the impacts of freezing on batch heterogeneity, the overall product quality,
cake morphology, and on the sublimation rate during the primary drying step,

• robust monitoring systems for in process product quality assurance,

• fast and reliable process design methods and tools, i.e., determining the best
operating conditions for a certain product to be produced and commercialized
as fast as possible.

Regarding the impacts of freezing, many research articles explore freezing
effects on lyophilized products [29–33]. The size and homogeneity of the resulting
ice crystals will vary according to the heat exchange characteristics during freezing,
the freezing rate, and nucleation temperature. Based on the ice crystal sizes formed,
the porous structure of the product will be defined and hence influence the kinetics
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of primary and secondary drying kinetics [14, 15] and even drug activity may be
altered [34]. In summary, the freezing conditions directly affect the morphology and
quality attributes of the final product. Thus, the freezing step needs to be studied
further.

New technologies for the continuous production of lyophilized products
[2, 19], new personalized drugs [35] and new dosage forms [36], plus the new strict
requirements on product quality and standardization [37] drive the need for process
design and monitoring. Modern pharmaceutical manufacturing is moving in the
direction of assuring a robust QbD, PAT, Performance, Quality and Safety (PQS),
and Real Time Release Testing (RTRT) to guarantee the quality of final products.
In this perspective, monitoring tools are more important than ever. Most monitoring
systems are capable of giving only localized product information or a mean parameter.
Each monitoring system offers its advantages and disadvantages. The first type offers
detailed information, but that is the only representative of a single vial or batch
position. In contrast, the second offers average information regarding the whole batch
but cannot offer in-depth information considering the batch heterogeneity. Thus,
for monitoring robustness, the use of combined motoring systems is recommended.

Besides ensuring quality through adequate product monitoring, the process
design should guarantee the targeted product quality standards. For this to be done,
the Design Space (design space (DS)) has to be delimited. The DS is simply the
set of freeze-drying operating conditions that will result in a product following the
required quality parameters. There are different methods in place to determine the
DS. However, many are still quite laborious, and new, faster methodologies should
be developed. These observed trends that are pertinent to the development of the
present research thesis are further discussed in Subsection 1.2.2.

1.2.1 Freezing impacts on process and product quality
In recent years, the freezing step has been studied in detail. This new

research focus is due to the major influence of the freezing process on the product
structure [14, 32, 38] and on the drug residual activity [34, 39].

The freezing process first involves the cooling of the solution to promote
the formation of the first ice nuclei, called nucleation and subsequently the ice
crystal growth. Although freezing may be thermodynamically favoured when the
solution reaches its freezing point, the ice nucleation process is stochastic and
does not take place immediately. Instead, the solution is cooled below its freezing
equilibrium temperature and enters a meta-stable supercooled state. The greater
the supercooling degree, i.e., temperature degrees below the actual equilibrium
freezing temperature, the greater the probability of nucleation taking place. During
the formation of the first nuclei, part of the solution freezes instantly, releasing
energy and increasing the system’s temperature to its equilibrium temperature [40].

This first nucleation event is called primary nucleation and is the highly

9



Introduction

stochastic one. Practically, this nucleation is heterogeneous because the formulation
has different ingredients and the solution is in contact with the glass wall of the
vial, thus, the first nuclei generally initiate close to the surface of the system. After
this first nucleation event, secondary nucleation may happen, producing more casts
for ice crystals to grow. Secondary nucleation is the birth of new crystals in the
presence of parent crystals of the same substance. However, the inference of this
phenomenon’s kinetics is complicated to be described [41]. Its kinetics is complex
because it is affected by the creation of new frozen surfaces over time. Additionally,
it usually has a modest impact on the final ice crystals formed since it strongly
depends on the primary nucleation event, thus it is often ignored in the literature
[16, 42–44]. The size increase of the ice crystals being formed is called crystal
growth. Figure 1.4 shows a schematic of the freezing process observed in vials with
pharmaceutical solutions. While nucleation at lower temperatures results in more
ice nuclei than at higher temperatures, the molecular diffusion is also affected by
the temperature of the solution. Lower temperatures are associated with lower rate
of movement. This molecular movement is required for the ice crystal growth.

The ice crystals formed during freezing are the casts of the porous structure
of freeze-dried products. The number and size of the ice crystals depend strongly
on the temperature at which nucleation takes place. When nucleation occurs at
low temperatures, a vast number of small nuclei form. On the other hand, when
using higher temperatures, fewer nuclei are obtained [14]. From the nuclei cast, the
ice crystals begin to grow at a specific rate and cause freeze concentration of the
solution, producing crystalline or amorphous solids, or mixtures of them. There is
limited space in terms of "freezable" water in the solution for the ice crystals to be
formed. This way, when low nucleation temperatures are used, resulting in many ice
crystals, the final crystals formed are many but smaller in size. On the other hand,
fewer nuclei are formed when higher nucleation temperatures are used, growing and
creating larger ice crystals.

The way the ice crystals are cast deeply influences product quality, batch
homogeneity, and drying kinetics during primary drying. Below, a more detailed
description of the impacts of freezing in freeze-drying processes is provided, from
increasing scale order:

Drug activity From a drug activity perspective, forming an ice−water interface
is a critical destabilization factor for proteins. The ice surface formed affects
protein folding in an intricate process that the use of cryo−protectants may
offset. As a general rule, protein stability is improved when interactions
with different surfaces, such as the ice crystal ones, are avoided. Using low
cooling rates and a high nucleation temperatures is associated with larger
ice crystals and, therefore, smaller ice-freeze concentrate surface area. This
smaller interface area, in turn, should minimize the ice-induced denaturation
of proteins. In line with these considerations, a correlation has often been
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Figure 1.4: Schematic graph showing the events of ice nucleation (B-C) and crystal
growth (C-D) until the liquid solution (A) is frozen (E).

observed between cooling rate and protein stability, with higher recovery at
lower cooling rates [45, 46].

Product morphology The ice crystals morphology provide an initial template for
the porosity of the dried cake. This happens because, once the ice is removed,
the ice crystals leave behind the product’s porous structure. Smaller crystals
will create a fine porous structure with a large surface area for solubilization.
Larger ice crystals, in turn, will leave large pores and consequently a smaller
surface area of dried product − air. Additionally, in some circumstances, such
as high filling height or other conditions that cause a high temperate gradient
in the product during nucleation, intra−vial variability will be enhanced.

Sublimation rate during primary drying As the ice crystals formed sublimate
during primary drying, they leave behind the porous structure of the dried
cake. Hence, the ice formed has a profound influence on the primary drying
stage from an operational perspective. When the freeze-drying process is
carried out using vials on a heating shelf, sublimation occurs from the top of
the product cake towards the bottom. Thus, the resistance to the vapor mass
transport imposed by the dried cake (Rp) correlates with the distribution of
the pores’ size, sculpted by the ice crystals. In turn, the Rp affects the primary
drying phase in terms of duration and maximum temperature reached by the
product [47, 48]. Small pores will pose more resistance to the vapor flow while
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larger ones will pose less resistance. Suppose the resulting porous matrix
offers too much resistance to the vapor flow. In that case, the vapor pressure
at the ice interface increases in order to allow sublimation to continue. As a
consequence of this increased vapor pressure, there is an associated increase in
the product temperature. This temperature increase could jeopardize product
quality and drug activity. Thus, larger pores and a smaller dried cake surface
area are better suited to the primary drying sublimation process.

Water-removal during secondary drying The desorption rate is correlated to
the thickness of the wall of the interstitial matrix and its surface area. Hence,
conversely to primary drying, a larger surface area improves secondary drying
performance since the main mechanism of water removal in the secondary
drying phase is the desorption from the solid matrix. [49].

Batch homogeneity Most batch heterogeneity is connected to the stochastic
nature of nucleation. In cGMP conditions, supercooling may range up to 30
K or more [48, 50]. Freezing affects the vial-to-vial variability in the product
structure, which affects the sublimation rate, the final residual moisture, and
the drug activity.

Nucleation is a highly stochastic phenomenon, thus, the solution in each
vial nucleates at different times during the freezing stage. Because freezing is many
times performed by cooling the shelves using a constant cooling rate, each vial
nucleates at a different temperature. This way, much of product variability in a
batch comes from having the product nucleate at different temperatures. While the
cooling rate can easily be controlled and adjusted, the nucleation temperature is an
uncertain variable. Several strategies have been developed to address this problem
by implementing controlled freezing techniques. These techniques have gained
popularity in the freeze-drying field recently aiming to improve batch homogeneity
and overall product quality [51]. Thus, the freezing phenomena and its impacts
product morphology must be further studied.

Commonly employed freezing methods

Shelf-ramp based methods
The most common freezing method employed industrially is the shelf-

ramped freezing method. When using this method alone, nucleation is spontaneous,
thus stochastic, leading to batch heterogeneity. For this method, the filled vials are
placed onto the freeze-dryer shelves, and then the shelf temperature is decreased
linearly with time. Cooling rates typically range from 0.1 K/min up to 5 K/min,
depending on the capacity of the freeze-dryer. The time for complete solidification
generally depends on the filling volume but usually ranges from 2 to 5 hours [52].
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A modification of this method is the two-step freezing which achieves a
more homogeneous supercooling across the total filling volume of the vial. In this
technique, the vials are cooled until a supercooling plateau temperature (between
263 and 268 K) and held for a period from 30 minutes to several hours. After
this holding period, the shelf temperature is decreased for further freezing, and a
relatively homogeneous ice formation is observed. The ice crystal growth occurs
speedily when shelf-ramp freezing is used. Thus, when this technique is used, the
ice nucleation cannot directly be controlled and is therefore quite random [53].

Annealing
Besides the above-listed modifications, the introduction of an annealing

step was also studied by different authors [54, 55]. The objective of this technique
is to improve the cake morphology and batch homogeneity. A hold step above the
glass transition temperature is added during the freezing stage to perform annealing.
This enhances molecular mobility and larger ice crystals are formed at the expense
of smaller ones, a phenomenon referred to as Ostwald ripening [15]. Thus, annealing
minimizes the differences in pore size and drying rate caused by different degrees
of super-cooling. This extra step reduces inter-vial heterogeneity and increases
drying rates. A proposed method increases product temperature 10 – 20 K above
glass transition temperature after the final freezing shelf temperature is reached for
products containing crystalline and amorphous excipients. This holding temperature
should still be well below eutectic melting temperature and held for several hours [50].

Pre-cooled shelves
Another shelf-based method is based on the use of pre-cooled shelves. In

this case, the vials are placed on a shelf that has already been cooled to the desired
value for shelf temperature - typically around 233 K. This achieves higher nucleation
temperatures (263 K) compared to the conventional shelf-ramped freezing (259 K)
[14, 38] although they present widely distributed nucleation temperatures [14].

Gap freezing
In gap freezing, vials are placed and cooled in a stainless tray, with a

particular gap from the shelf. This gap significantly eliminates conductive heat
transfer from the shelf to the vial bottom. This modification makes the freezing
process slower but may improve intra-vial homogeneity. This freezing approach
reduces the lyophilization cycle time by promoting a nearly isothermal freezing [56].
In this present thesis, a modification of this technique is used and investigated in
the form of suspended vial configuration, called OFF-shelf configuration in Chapters
5 and 6.
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Quench freezing
For quench freezing, samples are first cooled and equilibrated at a tempera-

ture below the equilibrium freezing temperature, e.g. at 268 K, and kept for several
minutes. Then, the temperature of cryogenic liquid nitrogen is rapidly decreased to
195 K in a couple of minutes. This results in a fast temperature drop in the vials to
263 K followed by uniform ice nucleation [52]. Quench freezing is characterized by a
fast cooling and fast freezing. The former tends to stabilize metastable states by
retaining greater quantities of unfrozen water. The later tends to promote a finer
subdivision of the ice. It has also been reported that quench freezing results in a
directional freezing [57] although there are no literature reports on temperature
quench freezing used in lyophilization [52].

Spin freezing
Spin-freezing consists of rotating the vials with the solution around their

longitudinal axis while, at the same time, immersing them in a cryogenic fluid or a
dry ice bath. The product is spread around the vial wall, forming a 1-5 mm thick
cylindrical shell [13]. The main advantage of this method is the sublimation rate
increase during primary drying due to the higher surface area formed compared
to traditionally frozen products. However, there is little flexibility in the freezing
protocol and poor control of the freezing process.

Methods to induce ice nucleation

Several requirements should be ideally fulfilled when inducing ice nucle-
ation for freeze-drying processes. The first is the success of nucleation, which refers
to the ability to induce ice nucleation in supercooled solutions. Robustness and con-
trollability are essential too. Ice nucleation should ideally be done in a reproducible
and controllable way, and nucleation should take place in all vials at the same time.
Additionally, ice nucleation should occur instantaneously to ensure homogeneity
in product temperature during nucleation. The method must be scalable to allow
its use in the research and development level and industrial production set-ups.
An ideal method should ensure a target product temperature before ice nucleation
to manipulate the Tn and not just a specific time after cooling begins. Finally,
product quality must not negatively affected by the method of choice. Last but not
least, sterility and aseptic conditions must be maintained throughout the nucleation
process [52].

Pressure change based methods
Some freezing methods induce nucleation at the desired temperature by

subjecting the solution to a pressure change. A relative pressure lowering can induce
nucleation while holding the vials with the solution at a desired Tn. In the VISF
technique, vials are cooled and held at a desired Tn, and then chamber pressure
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is reduced. This pressure reduction causes the water on the solution surface to
evaporate, causing a dramatic cooling of the product surface. This dramatic cooling
induces nucleation of the solution’s top surface, which then induces nucleation in
the rest of the vial at the set Tn and consequent freezing [11, 53]. This method is
further explored and investigated in Chapters 5 and 6.

A similar technique is called high-pressure shift or depressurization freezing.
It induces nucleation instantaneously through pressure reduction. This pressure
drop is applied to vials already cooled to the desired nucleation temperature held at
an initially elevated pressure. The concept is the same as in VISF, but subjecting
the solution to a less dramatic pressure drop [48, 57]. Their advantage is that they
do not require any modification of the freeze-drying equipment to be implemented,
as long as the equipment has an ISO valve, i.e., a valve between the condenser and
the drying chamber (as shown in Figure 1.2. The disadvantage is that if done for
too long, it can cause the cake to float by suction in the vial, and the vacuum can
cause a inelegant cake appearance due to boiling, especially for high fill volumes.
This was previously reported [53, 58] and it is the case for a few reasons. First,
high fill volumes will result in a large temperature gradient. This gradient results in
less viscous solutions (smaller frozen fraction) after nucleation than when lower fill
volumes are used because not all the solution nucleated satisfactorily. Meanwhile,
nucleation is not induced in all vials at the same time. The vials that already
nucleated are subjected to a very low pressure while the partially frozen cake is not
well formed. This causes bubbling of the unfrozen, less viscous, part of the solution,
resulting in very inelegant frozen cakes.

Ice cast introduction based methods
The easiest and most intuitive procedure to induce ice nucleation of su-

percooled solutions is by introducing ice crystals as seeds. This introduction can
be done after holding the product at the desired Tn. Nitrogen gas, at marginally
raised pressure, is carried through copper coils submersed in liquid nitrogen, chilling
the gas stream to temperatures lower than 233 K. Subsequently, the gas enters the
chamber, cooling the present water vapor and turning it into ice crystals. This
gas enters the chamber at a slightly higher pressure, allowing the ice crystals to
pass into the pre-cooled vials, inducing ice nucleation. The primary issue with
this technique is the possibility of introducing external particles into the solutions
through the ice fog formed, thus cGMP may be compromised [15]. To avoid this
and improve nucleation homogeneity throughout the batch, modifications of this
technique using sterile water vapor and liquid nitrogen have been proposed, but
require more elaborated equipment and controls [52, 59].

In a more direct method, ice crystals are created from a condensed frost
created on the internal surface of a condenser compartment. This compartment
is separate from the product chamber and connected by a vapor port and may be
used to induce nucleation. In this technique, ice crystals are injected into cold vials
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as nucleating seeds. Still, it can be expensive and less effective at an industrial scale
and it still needs more research to be conducted [60].

Reverberation-based methods
Finally, some methods induce nucleation by forcing the supercooled solution

to nucleate by an external disturbance. Ultrasound-powered freezing is a promising
technique that induces instant nucleation by applying ultrasound power after vials
are cooled to the desired nucleation temperature. Thus, the Tn can be chosen to be
the most suitable for the product. However, the intense vibration creates particulate
matter and thus inserts a sterility concern. Additionally, it is not easy to scale up
and optimize the process using this technique [57, 61].

In the electrofreezing technique, nucleation is induced by applying electric
pulses after cooling the vials to the desired nucleation temperature. This technique
was developed after observing that applying electric pulses to solutions increased
their nucleation temperature [62].

In summary, there are many different freezing methods and modifications to
attempt to control the freezing process of pharmaceutical solutions, each presenting
its advantages and disadvantages. The best approach will depend on the product
requirements, available equipment, and budgetary matters.

Ice crystal prediction models for pharmaceutical solutions

Modeling the freezing process may be used to better understand it from
a mathematical perspective. Many research articles deal with the definition of
mathematical models to estimate the size of the crystals formed at the end of a
solidification process. A fundamental model is the one presented by Bald [44] in
which the crystal size is considered to be proportional to the rate of temperature
change in the system. Other proposed models assume the velocity of the solidification
front and the temperature gradient in the frozen fraction of the product as driving
factors to determine the size of the crystals formed. This concept was successfully
applied to model the solidification of metal samples at low rates [63], the solidification
of metal alloys at high rates [64] the freezing of apples [65], the freezing of starch
gels [66] and of gelatin [67].

In an attempt to describe the freezing of pharmaceutical solutions according
to the freezing conditions, Nakagawa et al. [31] presented an empirical model based
on the solidification front rate and the temperature gradient as determining factors.
It was successfully applied to predict the resulting pore sizes of frozen pharmaceutical
solutions. Later, Arsiccio et al. proposed a new model, more physically grounded but
also reliant on the solidification front rate and the temperature gradient parameters
for ice crystal size estimation [43].

Phase-field models to describe the growth of ice crystals and the dynamics
of freeze concentration were also proposed in the literature. These models take into
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account the field approximation of solute concentration and the underlying heat,
mass, and momentum transport phenomena [68, 69]

Colucci et al. [29] presented a mechanistic model using supersaturation as
the driving force for ice nucleation and crystal growth. Vuist et al. also proposed
a model for ice growth, taking into account the inclusion behavior of sucrose and
proteins. Vuist’s approach was aimed at freeze concentration applications but may
also be applied to freezing in freeze-drying processes [70]. Freezing models can
predict temperature profiles during freezing and the resulting ice crystal sizes. Then
mathematical descriptions of the drying phase of freeze-drying can be combined
with the results of freezing models. With this information, a broad characterization
of the lyophilization process may be outlined for process design [71]. Nonetheless,
all these models are based on heat and mass transfer assumptions, not from direct
experimental observation. Further investigation is needed regarding the in-line
application of these models based on real-time data to determine the best operating
conditions to achieve QbD.

1.2.2 Monitoring tools for freeze-drying processes
The main goal of freeze-drying processes is to achieve the desired residual

moisture in the final product. Additionally, the solvent removal rate should be
optimized to maximize plant productivity in order to reduce the cost of the product.
It is thus necessary to identify the primary drying stage’s end point and the freeze-
drying process’s end point to ensure the desired final moisture content. It is required
to understand when the ice sublimation is completed because product temperature
is further increased in the secondary drying stage. If this temperature increase is
premature, cake collapse from ice melting may occur. Thus, monitoring tools and
methodologies are needed. Different types of sensors to monitor the freeze-drying
process are available and have been described in the literature [72, 73].

In most industrial applications, the pharmaceutical solutions are placed
inside vials loaded onto the freeze-drying shelves. After the freezing step, they receive
heat for sublimation from the shelf. Under these conditions, the sublimation process
is mainly unidirectional, i.e., a sublimation interface is formed during drying, moving
from the top of the product cake to the bottom. Water removal in freeze-drying is
different from conventional drying techniques, in which the product matrix is much
less rigid since no freezing is done. Figure 1.5 schematically shows the differences
between the water removal step during freeze-drying primary and secondary drying
steps and conventional drying. During sublimation, the heat supplied to the product
is mainly used for phase-change; thus, the product temperature remains constant.
When the frozen water is removed, the heat supplied is used as sensible heat,
increasing the product temperature.
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Figure 1.5: Schematic of the water-removal process in (a) the primary drying step (b)
and the secondary drying step of a freeze-drying process and (c) during conventional
drying.

Direct product temperature measurement

Product temperature can be readily monitored through a temperature-
sensing device. Probes such as thermocouples or Resistance Thermal Detectors
(RTD)s inserted into the vial, in contact with the product, are the most widely used.
However, other types of instruments have been recently proposed. Thermocouples
are the most common temperature assessment tool used in lab-scale applications.
RTDs are extensively used in industrial-scale freeze-dryers because they can be
sterilized and are durable [74]. Other methods such as Temperature Remote
Interrogation Systems (TEMPRIS), Optical Fiber Sensor (OFS), and Thin-film
thermocouples (TFTC) have been studied and proposed. The TEMPRIS systems
do not require wire connections to be used; they are passive transponders that
receive energy from an electromagnetic field [75]. However, the probe itself is huge
relative to the vial size. Vials typically have diameters from 1.6 cm to 3 cm while
thermocouples have diameters ranging from 0.02 to 0.6 cm. Thus, its insertion
inside the vial for temperature measurement may alter the fill volume. Altering the
fill volume increases proportion of the surface area subjected to radiation relative
to the solution volume. Hence, heat-exchange in these vials will be different than
in non-monitored vials, negatively affecting batch representativeness. The OFS
were found to present higher sensitivity and faster response compared to TCs [76].
The TFTCs could be placed along the vial wall in an array. The array of thin-film
thermocouples could measure the product’s temperature profile and could also
measure the position of the interface of sublimation within the array’s resolution
[77].

For invasive sensors such as thermocouples, TEMPRIS and RTDs, ad-
equate representation of the product can be compromised. Invasive sensors are
destructive because they damage the product cake and the sensor insertion may
bring contamination issues to the monitored vial. Thus, monitored vials are typ-
ically discarded. Besides being destructive, the sensor’s presence inside the vial
affects product dynamics [78]. Moreover, it is often impossible to ensure product
monitoring until primary drying is over as, many times, the thermocouple-based
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profiles rise before the endpoint is reached [79]. There is an important point to take
into consideration regarding the size of the sensing tip. Smaller sensors are usually
easily placed inside the vial, thus having fewer issues of malpositioning. However,
they offer only a local measurement of the temperature that may not represent the
process. Larger sensors, on the other hand, better represent the thermal profile of
the vial, but present challenges regarding their proper placement inside the vial [72].

The temperature measurement can also be used to determine the end of
primary drying. During sublimation, the heat being supplied to promote sublimation
is being used as latent heat for the phase change from solid to vapor. When the
frozen solvent is removed, the heat being supplied is used as sensible heat, and the
product temperature rises. This way, in theory, the product temperature profile
should present a rise when sublimation is over, indication the end of primary drying.
However, in practice this is not so straightforward. For invasive sensors, cake
breakage and sensor bad positioning (not in the point with the last fraction of
ice ) result in temperature profiles rising before all ice is removed. Thus, typical
invasive temperature monitoring profiles exhibit a rise in their profiles slightly before
sublimation is actually over [79].

Meanwhile, the proposed non-invasive sensors have their own set of lim-
itations. The TFTC, for instance, are as laborious to be placed in the vials as
thermocouples. Additionally, this type of sensor is in direct contact with the vial,
shielding a large surface area of the vial. This surface covering, of course, affects
heat radiation effects on that vial and thus compromise batch representativeness.

Heat flux methods

Besides direct product temperature measurement tools, the heat flux can
be used to monitor the lyophilization process and to determine the end of the
primary drying [72]. Heat flux sensors can measure thermal events during freezing
and product temperature during primary drying if the vial thermal conductivity
is known [80]. Heat flux sensors are simple devices that can measure heat flux in
discrete locations. They are composed of a thin-film differential thermopile that
yields an electrical signal proportional to the total heat applied to the sensor’s
surface. When heat passes through the sensor, the sensor generates a voltage
signal. This voltage signal is proportional to the heat passing through the sensor. A
thermopile is an set of fifty to sixty thermocouples affixed in series inside a thin foil
placed and connected directly to the freeze-dryer shelves. The vials are loaded over
the thermopile, which thickness is only a few tenths of a millimeter. The signal is
proportional to the heat flow per unit area, to the temperature difference and to
the number of junctions in the thermopiles.

The measurement accuracy of heat flux sensors is optimized by proper
installation and adequate coupling of the sensor to the materials surrounding
it, paying attention to any prevailing thermal conditions on the system such as
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convection currents [76]. Heat flux sensors could be used to monitor a lyophilization
cycle by defining the drying time and were able to identify the nucleation event and
end of crystal growth [80, 81]

An example of PAT based on this technology is the AccufluxT M (Millrock
Technology Inc., Kingston, NY, USA). This PAT measures the temperature difference
between the two sides of the plate, i.e., the the top surface of the shelf and the side
in contact with the vial. It is present in the MicroFD equipment, which is better
discussed in Chapter 8, although the heat flux sensor was not used in this thesis
research.

Methods based on the chamber gas composition

In freeze-drying processes, the sublimation flux and the chamber pressure
control tool influence the gas composition in the chamber. During primary drying,
the gas is mainly made of of water (or other solvents); however, when sublimation
slows down, other gases predominate. Thus, direct monitoring of the gas composition
in the chamber allows the detection of the endpoint of primary drying.

The ratio between the thermal conductivity and capacitance gauges signals
( P i

Ba
) can be used to determine a representative value for primary drying duration.

The Pirani (Pi) gauge determines the pressure based on the thermal conductivity
through the gas of the system being monitored. Higher pressure systems will have
greater frequency of collisions between the molecules, with a higher thermal conduc-
tivity, while at lower pressures, thermal energy will not be conducted efficiently. As a
consequence, the gas composition and pressure will affect this measurement and this
effect is used to help determine the end of sublimation. In the case of freeze-drying,
the solvent vapor in the chamber’s atmosphere causes an overestimation of the
measured pressure by the thermal conductivity gauge. This happens because water
vapor has a higher conductivity than dry air and nitrogen gas. The measurement
by this sensor only becomes correct when the water vapor is removed from the
chamber by the end primary drying. This way, the Pi signal profile exhibits a
decreasing trend as the drying process is near to being completed (see Figure 1.6).
The onset and the offset of this declining profile interval can be used to define the
variability range of the drying time [26]. The capacitance gauge (Baratron, Ba)
reads a true pressure value. It measures the pressure based on the state of its sensor
membrane that is affected by the pressure of the measured system, but not by
the gas composition. The Pi or P i

Ba
method is broadly used to determine the end

of primary drying, although it presents wide variability ranges between the onset
and offset times. Nevertheless, this variation is technically correct since drying
conditions, and thus the required time for drying to be completed across the batch,
are non-uniform [23]. The batch presents heterogeneous drying conditions. A big
contribution factor is the difference in heat exchange between edge and central vials.
Edge vials are more exposed and thus subjected to increased radiation effects and
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receive more heat during primary drying than central vials, which are shielded by
the edge ones.

Figure 1.6: Illustrative example of the Pi and Ba signals during primary drying of
a freeze-drying batch.

A dew point sensor is able measure the relative humidity, i.e., measures the
water vapor content of air and, thus, the gas composition in the chamber. One type
of dew point sensor exploits the capacity variation of a thin film of aluminum oxide
caused by changes in the humidity. Another type is the chilled mirror hygrometers.
They detect the dew point by cooling a reflective condensation surface until water
begins to condense. The condensed fine water droplets are detected optically. Its
sensitivity could detect less than 1% of vials in the batch having residual ice. The
end time of primary drying measured by this sensor is typically significantly longer
than the one found based on temperature measurement tools. These differences are
related to the batch size, and being greatly affected by it [72].

Tuneable Diode Laser (TDLAS) is a widespread tool to determine primary
drying endpoint [26]. Using the TDLAS is one of the proposed methods to measure
the vapor flow rate generated through sublimation during primary drying. Installing
the TDLAS sensor directly in the duct connecting the drying chamber and condenser
was proposed in the literature [82]. The TDLAS emits a beam of diode laser radiation
which, at a specified wavelength, is partially absorbed by water molecules. The
amount of absorbed light then determines the number of water molecules per
unit volume at the wavelength-specific water absorption. This way, this type of
sensor can accurately estimate the mass flow rate of vapor through the duct. This
information over time can then be used to estimate the mass of water removed
through sublimation. With this information, the residual water content can be
determined [83].

The cold plasma ionization device has a high sensitivity and it is also widely
used [26]. It is based on inductively coupled plasma/optical emission spectroscopy.
It creates cold plasma in a quartz tube under vacuum by radio frequency and the
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light emitted by the plasma is specifically related to the gas present in the plasma.
This way, a measure of the humidity can be obtained in real-time by assessing the
optical spectrum. Some limitations of this method include the uncertainty on the
final point determination, calibration issues, and dependence of the response on the
probe location [84].

Pressure rise test methods

The Pressure Rise Test (PRT)s are a category of methods that have been
proposed for the monitoring of primary and secondary drying dynamics. In the
PRT, a step-change in the input is realized by creating a sudden change in the
position (open/closed) of the ISO valve placed on the duct connecting the drying
and condenser chambers. This ISO valve shift corresponds to a step-change in
outflow, i.e., the vapor flow rate evacuated from the drying chamber. The drying
chamber is isolated from the condenser, thus, no solvent vapor flows out of the
drying chamber, increasing its pressure. The increase in pressure after the closure of
the ISO valve is correlated to the vapor flow rate and, more specifically, to the speed
of sublimation or desorption depending if the PRT is performed during primary or
secondary drying.

The PRT approach estimates different process parameters by finding the
best fit between the experimental pressure rise measured during the test and the
predicted pressure increase based on mathematical models. It has been used with
different algorithms which vary in complexity to make it more accurate, reliable,
or straightforward to implement. To list some of them are the Pressure Rise
Analysis (PRA) [85], the Manometric Temperature Measurement (MTM) [86],
Dynamic Parameters Estimation Method (DPE) [5] and its more practical version
DPE+ [87]. The PRT method requires some previous knowledge about the product
and can be laborious to be practically implemented. Besides, they are indirect
methods, and unforeseen process changes such as issues with chocked flow may
affect the readings.

Near Infrared spectroscopy

Near Infrared Spectroscopy (NIR) monitoring is a non-invasive monitoring
tool that has a deep penetration into the product (around 5 mm for 6% sucrose
cakes) [88]. NIR wavelength absorptions are related to the chemical composition of
the liquids being measured [89]. Correlating the correct wavelength peaks to the
corresponding compound of interest, the concentration of the targeted compound
can be determined employing NIR spectroscopy. NIR can be used to determine
the end of primary drying and secondary drying by targeting water molecules.
NIR spectroscopy has been proposed as a PAT tool for non-invasive in-line process
monitoring of a freeze-drying process [90]. It may have some limitations during
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the beginning of the drying process, being only capable of determining the residual
moisture in the samples after a large portion of ice has already sublimated. Thus, it
is better suited for monitoring the end of primary drying and the secondary drying
step. Additionally, to effectively monitor the product the sensor probe needs to
have sight of the monitored vial, only being suited for edge vials.

Infrared thermography

IR thermography was proposed as a monitoring tool [91] and even validated
in proof of concept tests applied to freeze-drying processes [92, 93]. However, further
investigation on practical applications for larger batches and additional studies are
still needed to be able to implement this monitoring tool in industrial applications.
This monitoring tool is described in detail and discussed in Part II because it is at
the core the research presented in this thesis.

1.2.3 Design space determination methods
The Design Space is a critical element of QbD. The Design Space is the

set of freeze-dryer operating conditions used for a particular product and batch
configuration that will result in a final product with the expected quality standards,
defined by design. The DS for primary drying needs to take into account the
product temperature constraints for elegance and process costs. Additionally, it must
establish the space beyond which the critical quality attributes are not maintained.
Independent of the chosen approach, the objective is to gain an understanding of
the process parameters on drug product quality from which to develop appropriate
control strategy [94].

The optimization of the primary drying step is the industry focus, targeting
product quality and reduction of process costs. On the one hand, progressing into
secondary drying before all ice is removed would result in product melt back. This
early progression would damage product quality. On the other hand, holding the
product for too long in the primary drying stage after all ice has been already
removed will result in unnecessary processing costs. The optimum point that
ensures complete drying avoiding unnecessary processing time is the ultimate goal
when calculating the DS for a product.

Because the process design space delimits a safe zone for the operating
conditions, it helps discern if process deviations (like unexpected shelf temperature
rise, change in the pressure) pose a real risk to product integrity. The product quality
will not be affected if operating parameters are maintained within the specified
design space. Thus, the DS significantly minimizes the number of process deviations
that need to be handled due to variations in shelf temperature and chamber pressure
from the set point during the process.

To obtain the Kv parameter, typically, gravimetric tests are performed.
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These tests are performed based on weighting the vials before and after a truncated
primary drying session to measure the mass of sublimated water. The energy to
sublimate this mass of sublimated water is then computed based on the temperature
profile of the product and the heating shelf [95]. With this information, the Kv can
be obtained based on different heat and mass exchange models, as better explained
in Section 7.2.1.

The mechanistic approach depends on the Kv and Rp parameter deter-
mination and to ensure a efficient process, the sublimation flux (Jw) should be
optimized. Using the Kv and the product thermal profile, Jw and the resistance to
the vapor flux (Rp) are determined. Because of the need for these parameters, the
design space determination for a formulation may be a laborious task, even when
using a mechanistic approach. Alternatively, Kv determination methods based on
the heat flux or PRT may be used instead of gravimetric tests. However, they offer
values that represent a batch, which typically has a non-negligible heterogeneity [81,
87]. This way, the design space based on these methods may fail to ensure product
quality of edge vials, for instance, or may result in recommendations for excessively
long drying times. Tools and new methodologies are welcomed to be investigated to
reduce process development and optimization times.
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Chapter 2

Scope of this thesis

In this work, the use of an infrared camera as a minimally invasive monitor-
ing tool applied freeze-drying processes is further explored, verified, and validated.
Several experiments testing the use of different batch sizes, batch configurations,
and vial dimensions are investigated. Focus is given to the freezing, and primary
drying stages deemed the most critical ones in terms of impact on product quality,
process duration, and costs.

2.1 Research roadmap
To achieve the research aims, a detailed investigation roadmap was estab-

lished (Figure 2.1), performed, and adjusted along the way, according to the results
and observations found.

The following research objectives were set for this work:

I Sensor validation:

• Verify that the IR thermal profiles are accurate enough to be used to
monitor freeze-drying batches.

• Determine if the presence of the IR camera inside the drying chamber
affects batch dynamics.

II Monitoring the freezing stage:

• Further explore the freezing stage using IR monitoring since it is a non-
invasive tool and could bring new insights from monitoring without inter-
fering with the process kinetics.

• Test the applicability of the IR camera to monitor the whole axial tem-
perature profile of vials subjected to VISF during freezing
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Figure 2.1: Flow of the topics covered in this thesis following a logical order for
presenting and discussing them.

• Test the applicability of the IR camera to monitor and track the maximum
axial temperature position of vials subjected to VISF during freezing.

• Determine if the IR camera was capable of discerning differences in the
temperature gradients during freezing between suspended vials and vials
placed directly on the chamber shelf.

• Test if the temperature profiles measured provide enough data to estimate
the resulting cake structures using different freezing models.

III Monitoring the primary drying stage:

• Determine if infrared monitoring can be applied to batch freeze-drying
processes with adequate batch representativeness despite its field o view
limitation;

• Test the applicability of the IR camera to determine primary drying
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duration through monitoring and tracking the minimum axial temperature
position of vials during primary drying.

• Demonstrate the use of the IR sensor as an innovative tool for design
space determination.

2.2 Relevance of research
Infrared monitoring is a powerful tool that has been under-explored for

freezing-drying applications. An IR sensor such as the one used in this thorough
investigation can provide a large amount of thermal data about the batch in real-
time. This data, in turn, can help better understand heat transfer dynamics in
detail. This better understanding is essential for freeze-drying performed on shelves
because there is much inter-vial heterogeneity in heat and mass transfer. At the
same time, quality must be assured for all vials, while the operating parameters must
be set to ensure maximum efficiency. On the other hand, with the rise of continuous
processes, temperature assessment will become a challenge since most temperature
monitoring tools require direct contact with the product. This aspect will be a
challenge for spray freeze-drying applications, for instance. Also, for continuous
vial processes, IR monitoring may be the most practical temperature assessment
tool available. Therefore, IR thermal monitoring must be further explored and pave
the way for its application in industrial processes and even in future continuous
applications.

During this academic work, the following original papers were published
in peer-reviewed international journals directly related to this thesis research:

1. Harguindeguy M, Fissore D. Micro Freeze-Dryer and Infrared-Based PAT:
Novel Tools for Primary Drying Design Space Determination of Freeze-Drying
Processes. Pharm Research. 2021;38: 707-719. doi:10.1007/s11095-021-03021-
x.

2. Harguindeguy M, Fissore D. Temperature/end point monitoring and modelling
of a batch freeze-drying process using an infrared camera. Eur J Pharm
Biopharm. 2021;158(January): 113-122. doi:10.1016/j.ejpb.2020.10.023.

3. Fissore D, Harguindeguy M, Ramirez DV, Thompson TN. Development of
freeze-drying cycles for pharmaceutical products using a micro freeze-dryer. J
Pharm Sci. 2020;109(1): 797-806. doi:10.1016/j.xphs.2019.10.053.

4. Harguindeguy M, Stratta L, Fissore D, Pisano R. Investigation of the Freezing
Phenomenon in Vials Using an Infrared Camera. Pharmaceutics. 2021;13(1664):
1–22. doi: 10.3390/pharmaceutics13101664.
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Additionally, other research articles were published in international peer-
reviewed journals regarding initial experimental and theoretical work, getting
acquainted, and exploring freeze-drying techniques monitored through infrared
thermography.

1. Bobba S, Harguindeguy M, Colucci D, Fissore D. Diffuse interface model
of the freeze-drying process of individually frozen products. Dry Technol.
2020;38(5-6): 758-774. doi:10.1080/07373937.2019.1710711.

2. Harguindeguy M, Fissore D. On the effects of freeze-drying processes on the
nutritional properties of foodstuff: a review. Dry Technol. 2020;38(July):
846-868. doi:10.1080/07373937.2019.1599905.

3. Harguindeguy M, Bobba S, Colucci D, Fissore D. Effect of vacuum freeze-
drying on the antioxidant properties of eggplants (Solanum melongena L.).
Dry Technol. 2020;39(January): 3-18. doi:10.1080/07373937.2019.1699834.

2.3 General methodology
As explained above, the main objectives of this thesis are related to the

verification, validation, and testing of a novel monitoring tool. Thus, in general, the
experimental methodology is usually centered on comparing the results obtained
using the IR sensor to other well-established tools or methods. The validation is
usually done based on a direct comparison of experimental results or through the
results obtained using in silico models.

In Chapter 4 the IR sensor accuracy and possible effects in batch dynamics
are evaluated using average thermocouple measurements as a reference method. From
this point on, the IR-based profiles are regarded as adequate for the proposed studies.
In Chapter 5, these IR-based profiles are used to investigate the freezing phenomenon.
Subsequently, in Chapter 6 these profiles are coupled with mathematical models
to predict the ice crystal sizes. In Chapter 7 thermocouple measurements are seen
again in comparison to IR-based ones. However, at this time, this is done to evaluate
the batch representativeness of acIR measurements. the thermal profiles of edge
vials and central vials in a batch are evaluated separately. Finally, in Chapter 8 all
relevant thermal profiles are again IR-based, used to propose a novel methodology
for design space determination. The final chapter contains the conclusions reached
in this thesis work.

The experiments described in detail in the following chapters share many
of the equipment, materials and general methods. Thus, a detailed description of
them is given in Appendixes A, B and C and will be only briefly referenced in the
main manuscript.
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Towards the use of infrared
thermography to monitor

freeze-drying processes
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Chapter 3

IR thermography

3.1 Historical grounding
Thermal imaging technology evolved in giant steps with intervals of hun-

dreds of years. The first one was the discovery of infrared radiation in the early
1800s by Sir William Hershel while studying the sun’s radiation [96, 97]. Then,
in the 1900’s Max Planck quantitatively described the laws of thermal radiation.
The first infrared-detecting cameras were developed only after 50 years from this
[97]. At first, these cameras were extremely bulky apparatus used by the military.
Around the 1970s, smaller, more portable systems started to be available. These
systems consisted of single photons detection systems cooled by liquid nitrogen [97].
They used a single detector and were also called infrared scanning radiometers. The
two-dimensionality of the image was achieved by rotating or oscillating mirrors and
refractive elements, such as prisms (see Figure 3.1). These elements optomechani-
cally scanned the whole field of view, whether vertical or horizontal directions [96].
At this point, commercial applications of such systems were already possible despite
the bulkiness.

Towards the end of the twentieth century, micro-system technologies had
tremendous progress. This success allowed the development of the first uncooled
microbolometer cameras in the 1990s. This new generation of infrared cameras
granted reliable measuring systems. With that, only in the 2000s was the last
giant step taken. Currently, infrared imaging is affordable to a vast public and is
primarily utilized for industry, health, military, and space applications [98]. Also,
infrared thermography has been applied for condition monitoring, i.e., monitoring
a condition parameter in machinery to identify a significant change, usually for
predictive maintenance. This was implemented in diverse fields, such as civil
engineering, nuclear, aerospace, electronic engineering, food processing, to cite a
few [99]. As for today, mass production of infrared detectors leads to reduced-price
cameras, which may even become high-end consumer products for anyone interested
[97].
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Figure 3.1: Old and new infrared cameras. (a) TNO thermal imager from 1960
and (b) current Lepton WIR Micro Thermal Camera module. image sources: Museum
Waalsdorp and www.flir.it, in order.

Nowadays, two types of thermal imaging cameras are used. The high-
performance cooled photon-counting cameras are the first type. The lower-cost
uncooled cameras, based on microbolometers, are the second type. Most cooled
cameras currently on the market use a sensor made from indium antimonide (InSb).
These cameras work by counting energy photons in a specific frequency band,
typically the mid-wave infrared band of about 3-5 µm. The photons hitting the
pixels are converted into electrons which are accumulated in an integrating capacitor.
Opening or closing the capacitor operates as a pixel shutter [100].

Uncooled thermal imaging cameras are cheaper, smaller, lighter. Addition-
ally, they require less power than cooled infrared cameras. Uncooled thermal sensors
have their pixels constituted of a material whose resistance changes markedly with
temperature. The most frequently used materials for this application are Vanadium
oxide (VOx) or Amorphous silicon (a-Si). The thermal energy is focused on the
pixel while the pixel physically heats or cools. Because the pixel resistance varies
with temperature, its value can be measured and redefined based on the subject’s
temperature through a calibration process. Furthermore, pixels have a finite mass,
thus, they have a thermal time constant. The time constants found for modern
microbolometer-based thermal imaging cameras are usually between 8-12 ms. How-
ever, they typically need five time constants to reach steady-state and generate a
reliable thermal image [100]. The IR sensor used in this present thesis is an uncooled
VOx microbolometer as it will be described in more detail in Subsection 3.3.1.
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3.2 Practical applications of IR thermography
Conventional temperature assessment techniques usually use standard

transducers (e.g., thermocouples, resistance temperature detectors (RTDs), amongst
others). Each transducer is capable of yielding either the temperature at a single
point or a space-averaged one. Hence, in spatial resolution terms, these types of
sensors have to be regarded as zero-dimensional [96]. This constraint may make
measurements meaningless if the temperature or the heat flux fields exhibit high
spatial variations. On the other hand, infrared cameras constitute a two-dimensional
temperature transducer since they allow accurate temperature measurements even
with spatial gradients.

IR cameras are beneficial for specific applications. For instance, if the
target object presents a hazard to direct contact with thermocouples like carrying
electricity. If the object is too small to make contact with a physical sensor or too
fragile, the sensor cannot be placed on it. Additionally, if the target is moving
[101]. Regarding the errors and uncertainties of IR thermal imaging, temperature
measurement errors depend mainly on components associated with the object’s
emissivity, εobj. The second significant contributor was found to be the ambient
temperature surrounding the object, Tamb. On the other hand, factors such as relative
humidity ω, the camera-to-object distance d and the atmospheric temperature Tatm

do not contribute significantly to the total error [102]
Since the IR camera provides a two-dimensional thermal map, it allows a

more straightforward error evaluation due to radiation and tangential conduction.
Furthermore, the camera is non-invasive; hence it does not disturb the process.
Another advantage is that it allows one to get rid of thermocouple or RTD wires
and the associated conduction errors that may occur with them [96]. As such, IR
thermography can be effectively applied to a more extensive array of processes and
offer many advantages over conventional thermal assessment tools. Alternatively,
the coupled use of sensors can also provide a robust solution for process monitoring.

3.2.1 Previous industrial applications of IR
IR thermal imaging has been applied for multiple purposes in different

areas. An important use is for condition monitoring [99] and it is extensively used
for evaluating machines [103] and electronic components [104]. It also has many
applications in medicine practices [105]. It has been studied for early-stage diagnosis
of diabetic foot [106] and to detect and prevent muscle injuries [107]. IR has also
been applied in thermo-fluid dynamics studies [96] and to droplet transport during
spray applications using atomizing spray nozzles [108].

In agricultural applications, it has been used to determine best irrigation
practices [109] and to assess seed vigor [110]. Additionally, it has been used to
measure the exotherm temperatures during freezing jojoba branches [111]. In another
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study, it was used to visualize the freezing process of wheat plants [112]. A perhaps
surprising recent application of IR was to evaluate dog’s responses to certain smells
and determine which ones were pleasant and which ones were unpleasant for the
canines [113].

In the Food industry

In the food industry, IR has been used to monitor and control the process
in diverse ways. Many of these applications regard food safety aspects since IR
thermography can offer an additional tool to detect foreign bodies [114]. For instance,
IR can be used to detect adulterant substances in food, such as in fruit, chocolate,
and nut production lines [115]. It was proposed as well in biscuit manufacturing,
where it was able to spot even tiny physical contaminants [116]. It was also proposed
to detect seal contamination in heat-sealed food products [117].

Regarding food quality, IR offers many advantages as well [118]. Infrared
monitoring was successfully applied to evaluate the quality of meat products [119]. It
has also been used in extra-virgin olive oil quality evaluations to detect adulteration
in this product [120]. IR thermography was applied to monitor the product’s surface
temperature during pulsed ultraviolet light microbial inactivation. The monitoring
was done in a tandem application together with a thermocouple to assess the inner
product temperature [121]. IR allowed a better understanding of heat transfer
mechanisms during freezing of fruit juices [122]. Finally, a noteworthy application
was the infrared monitoring use for the determination of moisture content in foods
[123].

During processing, it was applied to monitor the freezing process of raw
potatoes [124]. Later, it was also applied during thawing to evaluate and compare
different thawing methods applied to starch-based sauces, such as water immersion
batch and microwave-assisted [125]. Furthermore, it was used to assess temperature
differences between beef patties being cooked with and without thawing [126]. For
drying applications, it was used to control citrus surface drying to avoid overheating,
which causes loss of sensory characteristics [127]. And finally, for freeze-drying
applications, it was used to monitor poultry breasts [128], raspberries [129], bananas
[130], lettuce stem slices [131], eggplants [132] and gelatin model solutions [133].

In the Pharmaceutical industry

Infrared thermal imaging was studied in the pharmaceutical industry for
different applications. It was proposed as a new approach to measuring in-line ribbon
relative density since this is a crucial quality attribute during roll compaction. Roll
compaction is an agglomeration technique for specific unstable Active Pharmaceuti-
cal Ingredients (APIs), and it determines final granule porosity and product’s size
distribution [134]. Another study investigated the coating process using a nozzle with
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ultrasonic fluid atomization through IR thermography. They were able to describe
better the drying kinetics [135] using IR thermography. Infrared thermography was
applied for thermal characterization of pharmacological compounds, specifically to
determine the melting temperature of model compounds. They found IR to be
promising for high-capacity thermal analysis in the pharmaceutical development
process [136]. Finally, Infrared was applied to the drying of pharmaceuticals by
microwave vacuum drying to experimentally map and quantitatively evaluate the
heat distribution, which allowed the detection of the warmest regions to be used as
critical control points to avoid overheating [137].

Freeze-drying of Pharmaceuticals

The first published application of infrared monitoring to freeze-drying
processes of pharmaceuticals was made by Emteborg et al. in 2014 [91]. In that
research, the infrared camera was placed outside the drying chamber, having a field
of view of the whole batch from above. This approach has some advantages. First,
the camera can monitor many vials, whether they are in the edge or the middle
of the batch. Second, the product itself is being directly observed, and not the
external wall. Finally, having the sensor outside the drying chamber, Cleaning in
Place (CIP) and Sterilization in Place (SIP) routines can be executed. On the other
hand, it also presents severe limitations.

The IR sensor monitoring the product from above can only see the tem-
perature changes of the top layer of the product. This positioning significantly
compromises product monitoring, especially for vials being cooled and heated up
through the chamber shelves. For vial FD using this classical configuration, there
are strong vertical temperature gradients [138]. During freezing, heat is removed
from the bottom, and the freezing front moves from bottom to top [16]. Thus,
monitoring just the top of the vial may be a big miss-representation of what is
happening in terms of heat exchange and mass transfer. During primary drying,
these gradients vary in magnitude according to the vial position within the batch
[138]. Again, monitoring just the top layer may represent significant differences
concerning the product temperature.

Van Bockstal et al. [139] proposed the use of an infrared camera for
temperature monitoring of vials during freeze-drying using the spin freezing process.
In that application, the camera was placed outside the chamber and monitored
the vial axially through a germanium glass with a 90°angle. After the corrections
regarding the germanium transmittance and the heat transfer between the external
vial glass wall and the product inside, IR was undoubtedly a valuable tool for
that application. However, the one-dimensional approximations for heat and mass
exchange in this process are arguable. It is in fact a vial in contact with the shelf,
exposed to an IR heater, exhibiting a thin product cake. This particular setup
conferrers a large relative surface area exposed to radiation effects on the external
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vial side. Additionally, it renders a large surface area in the inner vial side, free to
sublimate. This processing technique may be great to have a faster drying process.
However, in that case, the sublimation interface is not one-dimensional, and the
horizontal (or azimuthal) temperature gradients are probably not homogeneous.
The camera in such an application measures the vial’s glass temperature in contact
with the product. The whole temperature measurement, in this case, depends on
the product being in thermal equilibrium with the glass. In the end, the IR thermal
measurement was probably representative of the product temperature since the
product layer was thin.

Since vertical temperate gradients are much more expressive than azimuthal
ones for vials exchanging heat directly with the shelf [138], infrared temperature
monitoring perpendicular to the vial wall is preferred. Thus, the placement of the
camera in both previously described cases [91, 139] leaves room for improvement.
To this end, Lietta et al. [92] proposed a new IR thermography sensor that can be
placed inside the freeze-drying chamber. That study was done on a small batch of
vials. It was in an initial proof of concept stage to verify if the sensor could provide
temperature measurement with acceptable accuracy for processing monitoring.

The same sensor was then used in freeze-drying studies applied to food
products. In this case, to eggplants. One initial study used the IR-based data
to monitor the product temperature throughout freezing, primary drying, and
secondary drying [121]. This thermal data was used to develop a diffuse interface
model for individually frozen products [132].

Colucci et al. then proposed the use of this sensor coupled with multivariate
statistical techniques for statistical process control to exploit the large amount
of thermal data provided by IR thermography. Two algorithms, one based on
Principal Component Analysis and the other on Partial Least Square Regression,
were developed and compared. They could account for the heterogeneity of the
batch and aim to reduce the off-specification products [140].

Following up, a new PAT was developed and tested for on-line process
monitoring of a vacuum freeze-drying process based on image analysis. The IR
sensor obtains thermal images of the process in progress and performs Multivariate
Image Analysis (MIA) to extract the relevant data. The MIA-based PAT system can
detect on-line undesired events occurring during the freeze-drying process [93, 141].
Subsequently, the image analysis algorithm was improved using an object detector
network based on a Faster Region Convolutional Neural Network (FRCNN) and a
Kernelized Correlation Filter (KCF) tracker. They were combined with monitoring
the freeze-drying process of products in glass vials and identifying the product inside
the vials through the images automatically. In their study, the localization of the
vials was accurate enough to measure the average temperature with an acceptable
error [42].

Then, that same infrared sensor was applied to the freezing stage coupled
with mathematical modeling to estimate the ice crystal size distribution at the
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end of the freezing stage. That study focused on vial freeze-drying processes using
spontaneous nucleation and shelf-ramp freezing. The system was found effective for
monitoring the freezing stage [142]. Following up on freezing applications, a new
mathematical model for the freezing process in vials was proposed in an entirely
simulated environment. The heat and mass exchange simulations were then validated
based on the collected IR thermal data [29].

3.3 Infrared monitoring in this study
In this present study, the same sensor used by Lietta et al. [92] and

Colucci et al. in 2019 [143] is used. The IR camera is also placed inside the
drying chamber, allowing a direct temperature measurement of the targeted object,
positioned perpendicularly to the vial wall. This configuration enables monitoring
the complete axial profile of the vial, offering better product monitoring throughout
freeze-drying processes. In those previous studies, although the applicability of
the sensor was explored, priority was given to the sensor’s survival and operation
under the harsh operating conditions inside the chamber. Further investigation was
necessary regarding the sensor’s accuracy, batch representativeness, and whether the
placement of the sensor inside the chamber could affect batch dynamics. Additionally,
changes in the software used to extract the thermal data were done, and additional
corrections were made. All these contents will be explained in detail in the sections
ahead.

3.3.1 IR System’s design
A few points needed to be taken into consideration since the IR sensor

used in this study is placed inside the drying chamber. The drying chamber is
characterized by harsh temperature, gas composition (moisture), and pressure
conditions. Any electronics piece placed inside a freeze-drying chamber should
be carefully designed. The sensor should never be cooled below its threshold
temperature by design. Any contact with moisture should be avoided, and the
case protecting the sensor must resist pressure changes and gradients. Furthermore,
temperature measurement accuracy should be comparable with thermocouples, i.e.,
± 1 K. Ideally, data must be accessible in real-time and safely stored. Meanwhile,
low temperatures near 213-223 K are typically reached during the freezing stage.
Additionally, the gas composition of the chamber during freezing is ∼100% water.
During primary drying, chamber pressures around 5 Pa (or even less) are commonly
used.

The final infrared system design was established by [143]. The total
dimensions of the resulting sensor are 200 x 172 x 178 mm (L x D x H), weighing
approximately 2 kg. All components of the IR system are mounted into a polyacetal
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copolymer (Ertacetal®C natural) case, a thermally insulating, food-grade, plastic
material (see Figure 3.2).

Into this case the following elements were assembled, as shown in Figure
3.3:

1. an infrared camera (FLIR Systems model A35);

2. an RGB camera HDTV 720p

3. a cold LED that provides the 0.5 lux required for the RGB camera to work
properly

4. a microprocessor for the administration of the hardware and software of the
sensor;

5. a WiFi communication antenna

6. a status LED, that signals when the sensor is running and

7. two valves designed to flush the inside of the case with an inert gas before
being operated and resist to high-pressure gradients.

Figure 3.2: Final prototype of the IR system used from different angles, (a) front
and (b) back.

More details about the system’s characteristics can be found in Appendix
C. The RBG camera was added to the design as a complementary device to the
IR thermography because the glass vials are opaque to the IR radiation while
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transparent to the visible radiation. The RGB sensor was used in this study only as
a support tool to ensure data extraction from the right points, corresponding to the
product in the vials.

Figure 3.3: Details of the sensor’s design evidencing system parts.

The only requirement is to have a power cable inside the freeze-drying
chamber. To this end, a circular twin-pin connector (FGG.0T.302.CLAC50Z, Farnell
Italia S.r.l.) was chosen to guarantee IP68 protection under harsh freeze-drying
conditions. The actual energy consumption of the camera is lower than 3 A, while
a 12 V and 10 A electrical supply is required. The precision is nearly ± 2 K, and it
becomes less reliable for temperatures below 233 K. Other system characteristics
can be seen in Table C.1 in detail.

Initially, it was advised to flush the polyacetal enclosure with nitrogen to
remove any moisture from the inside of the IR’s system before a freeze-drying cycle.
However, this procedure was proven only necessary in some specific cases, such as
after a gravimetric test or if the lab conditions favor a remarkably high relative
humidity. Gravimetric tests are critical for this because the freeze-drying cycle is
typically stopped and exposed to the outside environment while the sensor’s case is
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still icy. This way, much condensation may form in the sensor. Many times after a
gravimetric test, the sensor would be left inside the chamber and brought to room
temperature to attenuate condensation events.

3.3.2 Built-in software
The system was designed with a built-in software management tool easily

accessible through any computer with a WiFi antenna. The software can be reached
using any internet browser with an intuitive interface for easy navigation through
the system’s IP. As it can be observed in Figure 3.2, the IR camera is behind a
germanium glass window. Germanium is primarily transparent to infrared radiation,
having a very high transmittance from 0.825 to 0.85 based on the vial temperate
being between from 235 K to 249 K [139]. For practicality, a constant value of 0.88
was considered and implemented in the built-in software

As with any electronic device, the infrared camera detects the signal of
interest with its sensing part, that varies according to the type of camera. The
parameter measured from this sensor is converted first into an electric signal, and
then into the desired measured parameter, in this case, temperature. What the
IR sensors capture is the thermal energy being emitted by its target object (Qobj).
However, the energy being emitted by the target has other contributions besides
its own. As shown in Equation 3.4, these contributions are the energy emitted by
the atmosphere (Qatm) and the parasitic radiation emitted from the environment
(Qref ), which combined give the total energy received by the sensor (Qtot).

Qtot = Qobj +Qatm +Qref (3.1)
More details can be found elsewhere [143]. What is important to point

out is that this parasitic radiation can be regarded as equivalent to the radiation
emitted by a fictitious body having temperature Tref . The Tref is called reflected
apparent temperature, and its correct estimation has a substantial impact on the
temperature readings of the targeted object.

The total radiation emitted from an object (Wobj) having emissivity εobj

and temperature Tobj can be written following the Stefan–Boltzmann equation:

Wobj = εobj.σB.T
4
obj (3.2)

where εobj is the emissivity of the object and σB is the Stefan–Boltzmann constant.
Because only the fraction of energy that is not absorbed by the atmosphere

effectively reaches the sensor, the first contribution to Qtot can be written as:

Qobj = τa.εobj.σB.T
4
obj (3.3)

where τa is the atmosphere’s transmittance.
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The object’s temperature (Tobj) is defined in Equation 3.4, accounting for
the atmospheric and the reflected energy contributions [144]. For this, the emissivity
of the object (εobj), the atmosphere’s transmittance (τa), the temperature of the
atmosphere (Tatm) and the reflected apparent temperature (Tref ) must be known.

Tobj = 4

⌜⃓⃓⎷Qtot − τa(1 − εobj).σBT 4
ref

τaεobjσB

(3.4)

Under the typical conditions of a freeze-drying cycle, the τa was found to
be close to 1, making the Qatm contribution negligible. The temperature deviations
caused by this factor were in the order of 0.01 K. The IR sensor’s built-in software
allows setting a spot to acquire the Tref from a pure reflector to account for the
parasitic radiation emitted to correct the temperature measurements in-line.

According to ISO 18434-1 guideline, Part 1, Annex A.1, a perfect reflector
consists of a wrinkled sheet of aluminum foil [103]. The surface of aluminum has a
low emissivity value ranging from 0.04 to 0.09 [101] and has the ability to reflect
95% of the infrared rays which strike it. Since aluminum foil has such a low mass
to air ratio, very little conduction can take place, particularly when only 5% of the
rays are absorbed. Additionally, it.

This sheet was placed on the freeze-dryer door inner side to have its
"apparent temperature" measured throughout the process. Details of the pure
reflector placement as view through the IR camera can be seen in Fig. 3.4.

Figure 3.4: Pure reflector as seen by the IR camera on a random batch.
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After placing the IR camera inside the chamber (Figure 3.5), a recording
session must be started to register the infrared thermal data. The fastest data
acquisition rate is one frame every 10 seconds (0.1 fps). This most rapid frame rate
was used only for in-depth studies regarding the freezing step. Still, one frame per
minute is typically enough to monitor a freeze-drying process.

Figure 3.5: Example of camera placement inside the LyoBeta freeze-dryer.

The system’s interface as is allows in-line monitoring of product temper-
ature. However, the current software version only allows one constant emissivity
value, defined at the beginning of each session. This issue is that the emissivity
of materials may change with significant temperature changes. Luckily, if this is
relevant, it can be corrected in the data post-processing step as it will be better
described ahead.

Once the process is over, all collected data can be saved for post-processing.
The thermal data are stored as a numeric matrix. Each cell represents the tempera-
ture measurement of a given pixel based on the setup emissivity of that session and
the corrected reflected temperature.
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3.3.3 Post-processing
All data post-processing was done using MATLAB R2019b. Based on

the image analysis code initially developed by Colucci [143], a self-made code was
developed. Substantial changes were made to the script, which will be explained
ahead. One general change mentioned beforehand was removing all Savitzky–Golay
filters (through a built-in MATLAB function) initially used in the source code.

Data acquisition

The data extraction during post-processing was based on vertical acquisi-
tion lines as illustrated in Figure 3.6. This approach is founded on the assumption
that the main temperature gradients present in vials subjected to a conventional
freeze-drying process are vertical, as they exchange heat mainly with the shelf
through the vial bottom [138].

Figure 3.6: Representation of six acquisition lines used to obtain the vial’s average
parameters listed in Figure 3.7 and Figure 3.8. The batch average values were
obtained from the vial’s average values, always using six acquisition lines per vial.

Infrared thermography is very sensitive and may present data noise. Having
multiple data points representing the target object and averaging their temperature
reading reduces the data noise considerably. The number of acquisition lines used
is among the changes made in the code. In previous applications, three vertical
acquisition lines were used per vial. In this present study, six acquisition lines were
used per vial. The choice for an even number was intentional to avoid extra noise
caused by additional reflections on the center-line (vertically) of the vial.

The IR sensor was placed inside the drying chamber for all tests, 25 cm
away from the monitored vials and on the same shelf. The sensor was aligned
with the shelf center-line against the back wall. This way, each pixel of thermal
data acquired corresponded to roughly 1.25 mm x 1.25 mm of product cake inside
the vial. The distance of the camera away from the vial may be relevant for the
temperature measurement during freezing because the atmosphere’s transmittance

43



IR thermography

(τa) may affect the readings. During primary drying, because of the extremely low
pressure used, τa’s contribution is less substantial.

Depending on the fill volume used in each test, the cake height naturally
varied. Thus, the number of pixels in each acquisition line changed depending on
the test aiming to cover the whole cake height. The number of pixels used varied
between 8 and 12 pixels for cake heights of 10 and 15 mm, respectively, resulting
in roughly 1 pixel per 1.25 mm of cake. This is better described in Figure 3.7 and
Figure 3.8.

Figure 3.7: Representation of the acquisition lines, pixels, and relevant variables
extracted from the thermal data during an arbitrary moment during the freezing
stage.

The data acquisition approach was slightly different for freezing and pri-
mary drying because they have different variables of interest. Since freezing is
an exothermic process, the data acquisition focuses on the maximum temperature
profiles during freezing. If the thermal gradients are great enough with respect to
the cameras sensitivity (0.05 K) during freezing, the freezing front may be detected
by tracking the maximum temperature (Tmax) position (Hmax). Meanwhile, because
sublimation is an endothermic process, the data acquisition for this stage focuses
on the minimum temperate profiles during primary drying. Again, if the thermal
gradients are great enough during sublimation, the sublimation interface may be
detected by tracking the maximum temperature (Tmin) position (Hmin).The ther-
mal gradients are minimal during secondary drying, and no crucial data could be
acquired, only the average product temperature.

Another change made to the code was the order of the data acquisition
and post-processing steps. In its previous version, the algorithm was the following:

1. Each vial had three vertical extraction lines, having as many pixels as necessary
to cover the cake height;
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Figure 3.8: Representation of the acquisition lines, pixels, and relevant variables
extracted from the thermal data during an arbitrary moment during the primary
drying stage.

2. each line was then filtered with a Savitzky–Golay filter;

3. these three lines were then averaged to obtain the vial’s average axial temper-
ature profile (Tprof );

4. the approximate derivative of the vial’s Tprof was obtained using the diff
built-in MATLAB function;

5. a Savitzky–Golay filter was applied to the resulting approximate derivative of
the vial’s Tprof ;

6. the Hmin was detected as the point where this filtered approximate derivative
of the profile crossed zero (analogously performed for the Hmax);

7. the temperature of the vial’s Tprof at the Hmin detected pixel was defined as
the Tmin (analogously performed for the Tmax).

In the current post-processing code, the data acquisition order is as follows:

1. Each vial had six vertical extraction lines, having as many pixels as necessary
to cover the cake height;

2. each line had the position of the pixel with the minimum temperature (Hmin)
detected using the minimum MATLAB function (analogously performed for
the Hmax with the maximum MATLAB function);

3. the temperature at the Hmin was defined as the line’s Tmin (analogously
performed for Tmax);
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4. the vial’s Hmin position and temperature was obtained by averaging the Hmin

and Tmin of the six acquisition lines of a vial (analogously performed for the
Hmax and Tmax);

5. The vial’s average axial profile (Tprof ) was obtained by averaging the six lines
of each vial.

These changes permitted a cleaner data extraction algorithm, more faithful
to the sensor’s observations.

Data Processing

An IR camera is an image-based sensor and, as such, it measures the
temperature based on what it sees. Furthermore, differently from the NIR sensor
which has a 5 mm penetration, the IR camera does not have a deep penetration and
it monitors just the surface of the targeted object. In this study’s case, the outer
surface of the vials glass is what is being effectively monitored by the camera. The
vial walls typically has a 1 ± 0.04 mm thickness. Van Bockstal et al. [139] proposed
a 1D model to account for the temperature gradient between the product inside the
vial and the external glass wall. This model was developed to measure the product
temperature behind the vial glass in a more accurate way. However, the vial wall is
thin and an equilibrium between the product and the wall is reached in a relatively
short time. Thus, the adjusted values tend to be very close to the surface temperature.
In fact, a maximum difference of 0.2 K was found under similar conditions used
in this study [143]. Because this is smaller than the accuracy of the IR sensor,
this correction was not applied and the IR-based temperature measurements were
regarded as representative of the samples inside the vials. Additionally, as it will
be discussed further in Section 5.2, the radial gradients in the vials used can be
assumed to be negligible compared to the vertical gradients using the tested vial
configurations.

In simplified terms, the IR sensor is a non-contact device that detects
radiated infrared energy and converts it into an electronic signal. This signal
is then processed to produce a thermal image. Virtually all ordinary (baryonic)
matter above zero Kelvin emits thermal radiation and absorbs some electromagnetic
radiation. An idealized non-reflective, opaque body, which would absorb all incident
electromagnetic radiation, is called a blackbody. Such a body, at thermal equilibrium,
emits thermal radiation with a characteristic wavelength frequency distribution that
depends on its temperature. A blackbody, by definition, has an emissivity of 1, and
it emits as much or more thermal radiative energy as any other object at the same
temperature. Ordinary objects do not express this idealized behavior. Typically,
their characteristic emissivity is described as a ratio of the energy radiated from
their surface, compared to a blackbody. Thus, ranging from 0 to 1 [97].
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The object’s emissivity depends on many parameters, such as the type
of material, the structure of the object’s surface, the viewing angle between the
camera and the object, and object’s temperature. Under the investigated conditions,
the former three parameters were always the same as they correspond to the vial,
made of glass, using similar batch configurations. However, the object’s temperature
may have a relevant effect on the emissivity change of the material being studied.
In many applications, a constant emissivity value can be used for the regarded
temperature range (233 K - 303 K). However, special care should be taken when the
monitored process includes phase changes. More specifically, when wide temperature
ranges are studied and phase change is present, the emissivity can significantly
change, which in turn could lead to errors in the measured values [97, 102]. In
our case, the glass on the vial is being monitored, which does not change phases.
However, the monitored process presents a wide range of temperatures. Since the
built-in software of the sensor used in this study requires a single emissivity value
for a given data acquisition session, this emissivity value had to be corrected in the
post-processing. Thus, a fixed emissivity value of 0.91 was used when monitoring the
batches. However, this emissivity value was later adjusted using different emissivity
values, according to the estimated vial temperature range.

To adjust the measured values using the constant emissivity, a correction
was made using the emissivity values according to the temperature range of the
glass vial as listed in Table 3.1.

Table 3.1: Emissivity values for glass vials according to the temperature range [142].

A graph showing a measured profile and its adjusted profile using the
emissivities listed in Table 3.1 can be seen in Figure 3.9.
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IR thermography

Figure 3.9: Tbottom acquired (red) and corrected (blue) IR thermal profile.

The test presented in Figure 3.9 as an example is from a random freeze-
drying batch of 5% mannitol. To do these corrections, first, the total radiation (Qtot)
received by the sensor was calculated using Equation 3.4. The Qtot was estimated
based on the previously discussed assumptions regarding Qref and Qatm. Then,
the Tobj was corrected using the emissivity values according to the estimated vial’s
temperature range.
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Chapter 4

IR application in a freeze-drying
batch: proof of concept

4.1 Experimental investigation: How accurate is
the IR sensor? Does it affect batch dynam-
ics?
Any temperature measurement, reasoning, and conclusions using the

present sensor and code would be void without preliminary studies. Since this
sensor is placed inside the drying chamber, understanding if the sensor’s presence
affects the process is in hand. Additionally, the accuracy of the acquired data should
be verified1.

This way, the study objectives that will be discussed in this chapter are:

i. Assess if the presence of the infrared camera inside the drying chamber affects
batch dynamics of larger batch sizes in any substantial way;

ii. Ascertain the accuracy of the temperature measurements acquired by the
infrared camera using thermocouples as a reference tool.

4.1.1 Materials and methods
More specific details regarding the equipment and instruments model in

given in Appendix A.
All experiments in this section were conducted using a REVO freeze-dryer.

Three vial sizes were used, 20R, 6R and 4R, each being filled respectively with 10%
w/w sucrose, 5% w/w sucrose and 5% w/w mannitol solutions. The 4R vials have the

1Part of the results presented in this Chapter have been previously published in [145].
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largest surface area relative to the vial volume. This larger proportional surface area
means that heat radiation effects from the chamber walls to the vial during primary
drying become more pronounced for this vial size. Hence, temperature control may
be more challenging for 4R vials, particularly for edge vials because the may heat
up more than other vials. Sucrose is an amorphous solute and, as such, presents
cake collapse if the product temperature surpasses its glass transition temperature
before the ice fraction is removed [146]. This way, a crystalline solute, mannitol, was
chosen to be used for the 4R vial size to avoid collapse issues. Mannitol formulations
usually have a more stable cake structure, resulting in elegant final products with
no observable shrinkage. Still, mannitol systems may present different polymorphs
together with an amorphous phase [147]. A 10% crystalline mannitol formulation
presenting α-mannitol and β-mannitol polymorphs, with the former as the most
abundant one [148].

The fill volumes and vials used were as listed in Table 4.1.

Table 4.1: Solutions, fill volume, cake height and batch size used for each vial size.

The batches were directly loaded onto a cooling/heating shelf of the freeze-
dryer and arranged in a hexagonal array without any tray sides.

Heat-exchange modeling

All calculations to determine the global heat transfer coefficient (Kv) and
the cake resistance to vapor flow (Rp) were based on a uni-dimensional heat and
mass exchange approach [149].

Assuming the heat flux (Jq) to be proportional to the temperature gradient
between the shelf (Tshelf) and the vial bottom (Tbottom), it leads to Equation 4.1.
Kv is the overall heat transfer coefficient associated with the vials used, chamber
pressure, and overall batch configuration.

Jq = Kv(Tshelf − Tbottom) (4.1)

Assuming that the water vapor mass flow (Jw) is proportional to the
difference between the ice partial pressure in the sublimation interface (pw,i) and
the water partial pressure in the drying chamber (pw,c), Jw can be calculated using
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Equation 4.2. The proportionality parameter Rp is resistance to vapor flow imposed
by the solid fraction of the product cake.

Jw = 1
Rp

(pw,i − pw,c) (4.2)

Equation 4.3, adapted from the Augustus Equation [145], can be used to
calculate pw,i:

pw,i = e
28.935−6150

Ti (4.3)

Ti is the temperature at the ice sublimation interface. Sometimes it is
approximated to Tbottom if the cake is not very thick and the temperature gradient is
small. While pw,c can be approximated to the chamber pressure, as the composition
of the chamber is close to 100% water vapor. Finally, the energy balance at
the sublimation interface is given by Equation 4.4 in which ∆Hs is the heat of
sublimation [5]:

Jq = ∆HsJw (4.4)

A typical method for Kv estimation is performing a gravimetric test, as
described in Fissore et al. [150]. To perform such a test, vials being studied are filled
with water (or with the desired solution) and subsequently weighted and loaded
into the freeze-dryer. First, freezing is carried out and and then primary drying is
initiated by reducing the chamber pressure and increasing the shelf temperature
according to the desired settings. However, after a few hours, primary drying is
interrupted before sublimation is complete by restoring the chamber pressure to
the atmospheric value. Then, the weight of each vial is measured again to compute
the mass change (∆m) after this truncated session. The total heat received (Q) by
the product during this session is assumed to be used for phase change from ice to
vapor. This way, the mass-energy balance can be described as in Equations 4.5 and
4.6:

Q = ∆m∆Hs (4.5)

Q = KvAv

∫︂ td

0
(Tshelf − Tbottom) dt (4.6)
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where Av is the vial bottom area, and td is the duration of the sublimation step.
The global heat exchange coefficient, Kv, may also be obtained at the end

of a full primary drying cycle, if the end-time can be accurately determined. If
sublimation can be assumed to be complete, ∆m will correspond to the initial water
content of each vial (m0). This way, by setting td to the duration of the primary
drying stage, Equation 4.6 may be used to obtain Kv.

Combining Equations 4.1, 4.2 and 4.3 we have:

Rp =

[︃
∆Hs

(︃
e

28.935−6150
Ti − pw,c

)︃]︃
Kv(Tshelf − Tbottom) (4.7)

This way, the Rp profile can be calculated using the product temperature
profile during primary drying, if the Kv is known.

Rp has a dependence on the dried cake thickness (Ldried), which can be
estimated through numerical integration of the water mass flux using Equation
4.2. Since in the very beginning of drying Ldried is zero, so should be the resistance
to vapor flow at that point. As Ldried increases, a thicker cake layer will pose an
increasing resistance to vapor flow. Cake micro collapses often happen, affecting the
dried cake porous structure and resulting in regions with larger pores. These micro
collapses create larger channels for the vapor to flow, preventing a further dramatic
increase in the resistance to the vapor flow. This way, micro collapses render an
asymptotic behavior to the Rp profile after the first ascending interval trend.

To properly account for this dependence between Rp and Ldried, the equa-
tion below (Equation 4.8) can be used [151].

Rp = R(p,0) + ArpLdried

1 +BrpLdried

(4.8)

In this model, R(p,0), Arp and Brp are fitted to the experimental data based
on the Rp and Ldried values calculated using Equations 4.2 and 4.3. Arp is the linear
term of this fit, representing the increase in the resistance as drying progresses
while Brp represent the decrease in the resistance, cause by the micro collapses. In
practice, R(p,0) should be 0 at time zero, because there is no cake to pose resistance
to vapor flow. Hence, Equation 4.8 can be simplified by removing the R(p,0) term.

Experimental conditions

The same operating conditions were used for all tests, i.e., the same
cooling ramp and duration during freezing and the same chamber pressure and
shelf temperature during primary drying. This was done to reduce the number of
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independent variables across the tests and enable direct comparisons between them.
Thus, only the vial size, batch size, and solution varied between the tests. The
presence or absence of the IR sensor inside the chamber in each batch depended on
the experimental design. Nonetheless, all batches had at least two thermocouples
placed in edge vials and 2 in central vials for reference temperature monitoring.

Freezing was done for a total of two hours, with a one hour freezing ramp
from 293 K to 233 K (1 K/min) and then one hour hold at 233 K. Primary drying
was done using 253 K shelf temperature setting and 8 Pa chamber pressure. The
P i
Ba

offset time was used to determine and compare the primary drying duration
between tests. More details about the P i

Ba
method can be found in Appendix B. For

the gravimetric tests, which were used to compare the mass change and the Kv

values, different durations were used according to the vial size tested. Nonetheless,
care was taken to ensure the same primary drying duration for each given vial size
to ensure the validity of direct comparisons between tests. This was important
mostly because of the mass change comparison, which would change if the drying
sessions had different durations. Additionally, the dynamics of sublimation may
not be constant during drying and this could result in differences in the resulting
Kv values. This way, the gravimetric durations used were: 180 minutes for the
20R vials, 260 minutes for the 6R and, 250 minutes for the 4R vial sizes. One
extra freezing test was done with a one hour freezing ramp from 293 K to 233 K (1
K/min) and then five-hour-hold at 233 K, resulting in six hours, as explained in the
following Subsection.

i. Camera’s effect

Because the infrared camera is placed inside the drying chamber, an
evaluation regarding its potential effects on batch dynamics was conducted. Having
the camera placed inside the chamber could affect batch dynamics, because it
could affect in the heat radiation from the walls to the vials or present other
unforeseen interferences such as affecting the pressure signals or releasing heat from
the electronic panel of the camera.

To this end, gravimetric and complete freeze-drying tests were carried
out. Each test was done with and without the IR camera inside the chamber to
be compared. All temperature comparisons to evaluate the camera’s effect in the
drying chamber were based solely on TC’s as the reference method. Central and
edge vial temperature profiles are confronted. Edge vials are the vials in the border
of the hexagonal array of a batch, having five or less neighboring vials. Central vials
are vials with at least six neighboring vials.

This way, the gravimetric tests with and without the camera for a given
vial size were compared in terms of: mass change in the vials, temperature profiles
and global heat transfer coefficient (Kv). The complete tests with and without
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the camera were compared in terms of their temperature profiles and the batch
duration.

The exposure of vials to heat radiation from the walls and shelves during
primary drying will vary according to the vial position in a batch [152]. Additionally,
the temperature difference between the radiating surfaces and the vial will influence
the radiation contribution. If the walls are relatively cooler, they will contribute
less to the heat radiated to the vials.

As mentioned, the thermal camera was placed against the chamber’s back
wall. With this placement, the vials were being shielded from part of the back-wall
radiation while they were exposed radiating effects from the camera case itself. The
relative temperature profile of the camera and the wall during a batch will determine
if the camera has a radiating or shielding effect over the vials. Because of this relation,
an extra gravimetric experiment was done for six hours. This approach aimed to
briefly explore if the freezing duration impacts the infrared sensor’s influence during
a batch. Longer freezing durations can result in significantly lower temperatures for
the chamber walls and sensor outer case. This additional testing of two different
freezing durations helps understand whether observed shielding of radiating effects
were, in fact, a result of the sensor presence inside the chamber or simply due to
typical wall radiating effects (or an interaction of both). With this in mind, TCs
were placed on the back wall surface and on the outer case of the IR camera to
evaluate their temperature.

The primary drying duration of batches with and without the infrared
camera inside the chamber were compared. To this end, the P i

Ba
method was used

to determine the primary drying duration, as described in Appendix B.

ii. Sensor’s Accuracy

To verify the sensor’s accuracy, the IR extracted temperatures were com-
pared with the TC-based temperatures. More specifically, the average bottom
temperatures obtained with each type of sensor were compared. The average tem-
perature gradient from edge to center measured using thermocouples in a 20x30cm
6R batch was roughly 0.08 K per centimeter. Additionally, IR-based and TC-based
Kv and Rp values were evaluated, after being calculated as described in Subsection
4.1.1. These comparisons were helpful because the calculation of these parameters
incorporates the mass change and temperature measurements, which can propagate
accuracy issues becoming evident in the resulting variables. The proper and accurate
estimation of these parameters by the infrared camera is critical to validate its
application for temperature monitoring and process design and optimization.
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Statistical analysis

Comparisons were always made confronting the values from two groups at
a time. For example, for tests evaluating the camera’s effect, the mass change for
all vials in a test with the IR camera present was confronted to the mass change
obtained in a test without the IR camera. For this type of comparison, a t-test
would be recommended if the distribution of values within each group follows a
normal distribution. Thus, the analyzed values (mass change and Kv values) were
first tested using a Q-Q plot to verify if they followed a normal distribution. Because
they seemed to follow a normal distribution, they were then confronted using a
Student’s t-test [153]. The t-tests done were two-tailed, two-sample t-tests assuming
an unknown variance and considering a 95% confidence interval.

4.1.2 Results and discussion
i. Camera’s effect

Some shielding effects on the vials placed immediately in front of the
camera were reported by Lietta et al. [92]. However, that study was carried out
using a small batch with 30 glass vials (ISO 8362-10R) in a rectangular array of 10
x 3 vials. In this present work, larger batches (with up to 157 vials) in a hexagonal
array, 25 cm away from the IR camera were used. This larger vial number attempts
to approach a real-scale process. Additionally, the impact of the camera may change
with its size.

The first evaluations were gravimetric tests carried out with and without
the sensor. Mass change, temperature profiles, and global heat exchange coefficient,
Kv, were compared between these tests. Additionally, the mass change of the
first-row vials, the ones facing the IR sensor, was closely inspected. The mass
change values for the tests are shown in Figure 4.1.

(a) 20R, 10% sucrose (b) 6R, 5% sucrose (c) 4R, 5% mannitol

Figure 4.1: Mass change for tests without and with the IR camera inside the drying
chamber using the 2-hour freezing protocol.
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From the results in Figure 4.1, it can be observed that they were almost
unaffected by presence of the sensor. No significant difference (p>0.05) was found
between the mean mass change of the batch and the mass change for the first row
for all vials tested, 20R, 6R, and 4R.

An extra experiment using the 6R vials was performed to evaluate the
camera’s effect under different freezing conditions. This test compared the results
from gravimetric tests using a 6-hour freezing duration with the results from a
2-hour duration. In this long-freezing experiment some shielding effect was observed
from the resulting mass changes (Figure 4.2), a different result than the one obtained
for the 2-hour freezing tests. Comparing the average or central mass change values,
no substantial difference can be observed. However, using the 2-hour freezing, the
mass change for edge vials was 2.5% greater than the mass change observed in the
control test, i.e. without the camera. For the 6-hour freezing test, a 7.1% decrease
was observed instead, compared to the control test. For the first-row vials, this
difference was a ∼5% increase in the mass change using the 2-hour freezing (0.9627
g) while using a 6-hour freezing represented a ∼5% decrease in the resulting mass
change (0.8592 g).

Figure 4.2: Mass change for test without and with the IR camera inside the drying
chamber using the 6-hour freezing protocol for 6R vials with 5% sucrose solution.

To further investigate this behavior change, the back wall and the camera’s
outer case temperatures were monitored during the short and the prolonged freezing
tests. At the end of prolonged freezing, the case’s front temperature was 237.6 K
while the back wall temperature was 261.1 K. At the end of the gravimetric test
undertaken after the freezing step, their temperatures were 264.6 K and 275.6 K,
respectively. This way, there was roughly a 10 K difference between the sensor case
and the back wall throughout the whole test. On the other hand, at the end of the
short freezing stage, the temperatures for the sensor and back-wall were 268.6 K
and 272.8 K, whereas, at the end of the gravimetric test, they were 269.9 K and
267.9 K. Thus, a much smaller difference was observed between the camera and the
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back wall temperature using the 2-hour freezing protocol.
It was unsurprising that the sensor reached a lower temperature than the

back wall for the prolonged freezing tests as the sensor is in direct contact with
the shelf, exchanging heat through conduction. The walls are not temperature-
controlled in this freeze-dryer unit. When this difference between the sensor and
wall temperature was modest (for short freezing), shielding effects seemed minimal.
However, when this difference was pronounced enough, the cooler sensor seemed to
have a shielding effect. Thus, the sensor’s temperature was relatively lower when
prolonged freezing was used compared to when short freezing was used. Under these
conditions, the sensor can play a shielding role during the first hours of primary
drying. However, this shielding effect is insignificant when short freezing durations
are used.

(a) 20R, 10% sucrose (b) 6R, 5% sucrose

(c) 4R, 5% mannitol

Figure 4.3: TC-based temperature profiles for tests with and without the IR camera
placed inside the chamber.

57



IR application in a freeze-drying batch: proof of concept

The temperature measurements during the gravimetric tests with and
without the camera are shown in Figure 4.3. The 20R vials presented virtually
the same temperature profiles for tests with and without the camera. The same is
observed for the the 6R vials. However, for the 4R test results, while the temperature
profiles seem very similar, the edge temperature profile in the test without the sensor
seems slightly higher. This higher temperature was seen on the first row, edge, and
overall mass change for this test, which was slightly higher than the values for the
test with the camera. These profiles indicate that there was a small shielding effect
from the camera for these tests.

Once mass change and temperature profile were evaluated, the resulting
variable calculated from these observations, Kv, was also confronted. The mean Kv

results are displayed in Figure 4.4.

(a) 20R, 10% sucrose (b) 6R, 5% sucrose (c) 4R, 5% mannitol

Figure 4.4: Mean TC-based Kv values for tests without and with the IR camera
inside the chamber.

As expected, since only small differences were observed in mass change and
temperature profile, the Kv values calculated were very similar in both cases, with
and without the camera inside the chamber. Average, central and edge Kv values
showed no statistical difference (p>0.05) for 6R and 20R (Figure 4.4). However,
the average and central Kv values for 4R presented a significant difference (p<0.05),
with no significant difference for edge vials (p = 0.48). The precision of all used
instruments was the same for all tests while the 4R vials had a smaller fill volume and
a larger batch size. Hence, it makes sense that small errors derived from precision
limitations would have a relatively bigger impact on the 4R measurements, resulting
in more variations within and between tests. All Kv values presented in this chapter
are thermocouple-based. The Kv values for the test without the thermal camera
were more heterogeneous than the values in the test with it. However, checking
in detail, the Kv standard deviation was derived from the mass change standard
deviation, which was approximately the same for both tests.

It was necessary to investigate the distribution of Kv across the vials taking
into account the typical non-uniform Kv distribution in a batch. A map with each
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vial Kv is shown in Figure 4.5.

(a) 20R, 10% sucrose (b) 6R, 5% sucrose

(c) 4R, 5% mannitol

Figure 4.5: TC-based Kv map for tests with (b) and without (a) the IR camera
placed inside the drying chamber.

It is interesting to observe in all graphs of Figure 4.5 the more exposed edge
vials using the hexagonal array (having 3 neighboring vials) present considerably
higher Kv values than the less exposed edge vials (having 5 neighboring vials). This
makes sense because the later are slightly more shielded by the larger number of
neighboring vials. Additionally, evaluating the mass change for 4R batch after the
gravimetric test with the sensor, the less exposed vials did not present a statistically
significant difference from the central vials. The mass average change for central
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vials was 0.37 ±0.13g and the one for the less exposed ones was 0.45 ±0.16g. The
p-value doing a Two-sample unequal variance T-test was 0.056. For edge vials, the
mass change was 0.54 ±0.18g.

For the 4R tests, the initial standard deviations for the initial mass were
0.0784 and 0.0973 g before the gravimetric test. After the gravimetric test, the
standard deviations of the final mass were equal to 0.1180 and 0.1206 g for the tests
with and without the sensor, respectively. Since they were similar in all cases, this
was considered to not affect the comparisons in any relevant way. Thus, under the
tested conditions, the camera’s presence does not significantly affect mass changes
or temperature profiles in all tests, which is reflected in the Kv maps for 6R and
20R vials (Figure 4.5).

(a) 20R, 10% sucrose (b) 6R, 5% sucrose

(c) 4R, 5% mannitol

Figure 4.6: TC temperature profiles for tests without and with the IR camera inside
the chamber.
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Finally, the last aspect to be analyzed was if the sensor’s presence affects
a complete freeze-drying cycle and its duration. Figure 4.6 shows several signals
measured during primary drying, with and without the sensor in the drying chamber.
As identified through the pressure ratio and temperature profiles, the camera does
not seem to affect the batch duration. This lack of effect was also observed for the
6R vial batch. However, for the 20R batch, possible radiating effect were observed.
The batch duration with the camera inside the chamber was approximately three
hours shorter than for the test without the camera. Additionally, the temperature
profiles were slightly higher, in the order of 1-2 K. This was not consistent with the
previous results based on the gravimetric tests. Thus, these tests with the 20R vials
were repeated because they presented a different result from what was previously
observed for the 4R and 6R vials. Yet, the repeated tests yielded the same results.
A possible explanation is that using shorter freezing the sensor had a slight heat
radiating effect that was more pronounced after a couple hours of primary drying,
whereas the gravimetric test was truncated before that. This later radiating effect
was more noticeable in the 20R batch since this was a small batch with 73% edge
vials, thus, more subjected to this radiation effects.

ii. Sensor’s Accuracy

The accuracy of the sensor for monitoring the product temperature profile
was evaluated using thermocouples as a reference tool. Figure 4.8 displays the
IR-based average bottom temperature measured per vial for the 20R and 6R vial
sizes. The profiles presented in Figure 4.8 evidence the temperature of more exposed
edge vials (having 3 or less neighboring vials) and less exposed ones (having 5
neighboring vials) as shown in Figure 4.7.

Figure 4.7: More shielded edge vials with five neighbouring vials and more exposed
ones, with three neighbouring vials.

The IR-based temperature profiles for the 4R vials are can be seen in
Figure 7.4 because they are also pertinent to the discussion presented in Chapter 7.
Nonetheless, they present the same behavior observed here in Figure 4.8.

It is noteworthy the temperature accuracy is influenced by the angle
between the object of interest and the IR camera. This angle effect means that vials
away camera direct field of view, i.e., towards side edges, may present lower accuracy
in the temperature measurements. Because the camera was centered relative to
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(a) 20R, 10% sucrose (b) 6R, 5% sucrose

Figure 4.8: IR temperature profiles per vial for an arbitrary interval during the
middle of primary drying. The first vial is the leftmost one and the last vial, the
rightmost one from the camera’s perspective. These profiles are discussed again in
Chapter 7 where the 4R profiles are listed in Figure 7.4.

the shelf and the vials, angle effect should equally affect the vials towards the left
and right. In Figure 4.8, the 1st vial (leftmost vial) seems to present the highest
temperature profiles for all batches. Apart from the inaccuracy issues that affect
the less centered vials, there is another possible explanation for this behavior. From
the Kv map in Figure 4.5 it can be inferred that the left side tends to be marginally
warmer than the right side of the chamber. A possible explanation for that is that
the electric panels of the freeze-dryer used were on the left, relatively to the camera’s
field of view. In any case, these results show another great advantage of infrared
thermography: it easily allows exploring the heat distribution inside the equipment,
enabling improved process control and design.

IR imaging provides a complete and detailed portrait of the temperature
per vial in the first row. The first point to be noted is the wide range of thermal
profiles according to the vial measured. Secondly, the consistently lower temperature
measured for the less exposed vials (with five neighboring vials) than, the more
exposed ones (with four neighboring vials) is quite interesting. This aspect is present
because of the hexagonal array used and, it is further investigated in Chapter 7.

For the 6R vials, a difference up to 6 K is observed for the more exposed
vial’s profiles and a difference up to 5 K is observed for the less exposed ones using
an hexagonal array. Although the profiles presented in Figure 4.8 present a wide
distribution, the average values are practical for comparison with thermocouple
measurements. Figure 4.9 presents the average thermocouple-based Tbottom compared
to the IR-based profiles from the same batch.

The IR sensor used in this study has a reliable accuracy until around 233
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(a) 20R, 10% sucrose (b) 6R, 5% sucrose

(c) 4R, 5% mannitol

Figure 4.9: TC-based average temperature profiles confronted to the average IR-
based ones.

K. In the lowest point of freezing, it can be observed that part of its accuracy is lost.
The IR sensor recorded marginally lower temperatures in the lower temperature
section stretch with up to a 9 K difference compared to the thermocouple values
observed in all tests. Nevertheless, the average thermal profiles were very close to the
thermocouple ones during primary drying. The sections presenting less agreement
show discrepancies of up to 3 K during the first hour of primary drying. Still, after
that, it was within the thermocouple uncertainty range (± 1 K) for 4R vials. For
6R and 20R, the temperature profiles were within the ± 1 K uncertainty range most
of the time.

The temperature profile accuracy will be evidenced on the Kv accuracy. For
all tested vial sizes, the IR-based Kv values were very similar to the thermocouple-
based ones (Figure 4.10). The differences observed were all below 2.2%.
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Figure 4.10: Average Kv values calculated based on the IR thermal profiles and on
the TC ones.

Finally, the Rp profiles calculated using the IR-based temperature mea-
surements were compared to the TC-based Rp. The Rp calculation used was based
on the ice vapor pressure, which involves an exponential of the temperature mea-
surements (Equation 4.3). This exponential which may magnify even the most
negligible temperature measurement differences. The Rp profiles were calculated
using the temperature data from the complete tests (Figure 4.6). The time interval
for the Rp plot is the primary drying duration defined by the onset point of the P i

Ba

signal.

(a) Rp 20R, 10% sucrose (b) Rp 6R, 5% sucrose (c) Rp 4R, 5% mannitol

Figure 4.11: TC-based Rp profiles confronted to the average IR-based ones. The
bolder lines are the fitted curves using Equation 4.8, the lighter lines are the Rp

calculated with the raw data using Equation 4.7.

Each resulting Rp curve was calculated based on the average tempera-
ture profile using the thermocouples or the infrared camera measurements. This
calculation was based on a simplified model (Equation 4.7), hence, it was a good
approximation at the beginning of drying but not as much after a couple hours.
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Thus, the Rp profile was approximated by curve fitting using Equation 4.8 to address
the whole cake profile. Both resulting Rp profiles (Figures 4.11a and 4.11b) present
similar values. Additionally, these observed results are within the expected range,
based on values found in the literature for 5% sucrose [154]. Thus, verifying the
applicability of the IR thermal imaging for estimating the Rp profiles during a
freeze-drying process. For 4R vials (Figure 4.11c), again, the Rp trend based on
either temperature sensor resulted in comparable Rp profiles that can be successfully
used for cycle design. These Rp values for 5% mannitol were also within the range
found in the literature for this solution [149].

4.2 Conclusions
This chapter evaluated potential effects of the infrared camera on batch

dynamics due to the placement of the sensor inside the drying chamber. Additionally,
the accuracy of this infrared camera to monitor larger scale freeze-drying batches
was assessed. The camera’s effect on larger batches, containing from 30 to 157
vials, was minimal and can be neglected under the tested conditions. Regarding the
camera’s accuracy, the temperature measurements were often within a ±2 K range
relative to the thermocouple measurements during primary drying. Furthermore, the
infrared camera is a non-invasive monitoring tool and as such, it does not interfere
with product and it is not destructive to the monitored samples. The use of an
infrared sensor removes the need for placing the thermocouples in the monitored
vials of a freeze-drying batch. Additionally, the heat and mass exchange parameters
needed for primary drying design space calculation, Kv and Rp, were estimated with
reasonable accuracy using the IR-based temperature profiles
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Part III

Infrared thermography applied to
the freezing stage
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Chapter 5

The freezing phenomenon

5.1 Introduction
When water is frozen into ice, a complex interplay of events takes place.

Most substances become denser as they are cooled, and they are denser in the frozen
state than in the liquid state. However, when water is cooled below 277.15 K, it
begins to expand. Because of this expansion, water becomes less dense than liquid
water when it freezes. This density change is why ice floats [40].

Ice crystals may have several different structures (Figure 5.1). No other
known substance presents such a variety of conformations [155]. The equilibrium
line between liquid water and ice Ih has a negative slope. This slope shape is due
to lower density of the solid phase compared to the liquid one. This behavior is
different from most substances and different from the higher pressure ice phases.
Although there are eleven crystalline forms of ice, only the hexagonal form (Ih)
is found naturally on earth, manifested, for example, in six cornered snowflakes.
At lower temperatures and pressures above 2 kbar, many other less common ice
structures may exist [40].

Figure 5.2 shows the time-temperature relationship for freezing of pure
water (ABCDE) and aqueous solutions (AB′C ′D′E ′). This figure serves as a brief
review of the physicochemical events that occur during a freezing process. The
first thermal event is called supercooling (also called undercooling), i.e., cooling the
solution below its equilibrium freezing point Tf (B or B′) [40]. Water cooled below
its equilibrium temperature can remain in the liquid state for hours before the phase
transition into ice. This undercooling (or supercooling) represents a metastable
water state. When solutions are below the freezing equilibrium temperature, the
formation of ice is thermodynamically favored.

Nucleation, is a process of random generation of small formations of the
new, thermodynamically stable phase (nucleus) that have the ability for irreversible
overgrowth to macroscopic sizes. However, to allow the firsts ice nuclei to form, an
energy barrier has to be surpassed by the system. This energy barrier depends on
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Figure 5.1: Ice-water phase diagram. The phase diagram of ice shows the conditions
of stability for the ice phases. The arrow points out the Ih form [155].

the supercooling degree, i.e., the system’s temperature below the freezing point [156].
The probability of such occurrence depends on the driving force for nucleation, which
is the chemical potential differential between the thermodynamically stable phase
(nuclei) and the metastable parent phase (supercooled solution) [157]. Moreover, the
supercooling degree defines the critical nuclei dimension according to the system’s
conditions [156]. Forming an ice-water interface having ice nuclei below this critical
value would require more energy than the one available in the solution.

After the formation of the first nuclei (B or B′), an event called nucleation,
part of the solution freezes releasing energy. The energy released is enough to
increase the solution’s temperature to its equilibrium freezing temperature, Tf (C
or C ′), and this may be observed when using slow freezing rates [40]. The rate of
nucleation is proportional to the surface area for heterogeneous nucleation. Hence,
the added solute accelerates the nucleation process [158]. That is why B′ is not
as low as B. C ′ is lower than C because solutes cause a freezing point depression
according to Raoult’s law, which relates the solution’s vapor pressure to the pure
solvent’s one based on solute concentration. Hence, the solute causes a decrease in
the supercooling degree by promoting faster nucleation and lowered freezing point.
In the pure water curve, C to D is the ice crystal growth interval. [40].

The freezing time (tf ) is defined as the time from nucleation onset (C) to
the complete removal of latent heat (D). The temperature then drops from D to
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Figure 5.2: Freezing curves for water (-) and a hypothetical solution (- -).
Adapted from [40]

E as sensible heat is removed after crystallization is completed. During freezing
of aqueous solutions, water freezes out of solution in the form of pure ice crystals
(D′), leading to a freeze-concentration process. Still, some water remains in the
liquid state even at temperatures considerably below the freezing point. An increase
in the viscosity of this remaining liquid phase takes place, decreasing the system’s
diffusion properties and obstructing further crystallization. At D′, one of the solutes
may become supersaturated and release its latent heat of crystallization, causing
a slight jump in temperature. These points are known as eutectic (Teu) point
for crystalline solutes and glass transition temperature for amorphous ones (Tg)
[148]. After E ′, continued crystallization of the solvent and possibly of the solute
may take place until the system is completely crystallized or solidified at very low
temperatures. It is difficult to assign a precise freezing time to the freezing process
of solutions based on the temperature. Nonetheless, it is usually assumed to be the
time required to reach some predetermined temperature below the initial freezing
point [40]. Although, the solidification end-point could be observed reflected in the
inflection of the real-part capacitance measured at high frequency using through-vial
impedance spectroscopy (TVIS) [159].
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5.1.1 Freezing in vials
When freezing solutions in vials, the product is first in its liquid form

and then cooled. The solution typically cools down below its freezing equilibrium
temperature, staying in a supercooled state. Then, nucleation stochastically happens,
which is visible since the solution immediately turns opaque. Subsequently, the
shelf temperature is further lowered, and ice crystal growth takes place. Solutions
being frozen are usually cooled until a point below their eutectic point or the glass
transition temperature, according to the nature of the solute. Figure 5.3 portrays
this process with pictures from experiments to evidence the freezing process in vials.

Figure 5.3: Typical freezing process of solutions in vials with pictures.

The freezing step for solutions in vials has been closely studied as it was
proven to have a substantial influence on the drug residual activity [34, 39] and
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on the product structure [32, 38]. In fact, the Tn is the main parameter affecting
product morphology [57]. As described above, the supercooling degree determines
the critical nuclei dimensions. Larger supercooling degrees require smaller critical
diameters. In turn, the probability of the appearance of a stable nucleus in the
solution increases ([160–163]. Therefore, the dimension and number of the ice
crystals depend strongly on the nucleation temperature (Tn).

Moreover, slow freezing rates provide more time for the ice nuclei to form
around the surfaces present (particles) at higher temperatures. Meanwhile, the
diffusion of water molecules to the ice front is enhanced at higher temperatures
facilitating crystal growth. This results in larger crystals. On the other hand, fast
freezing promotes nucleation at lower temperatures. The mobility of water molecules
under lower temperatures is lessened and so is the ice growth rate. This results is
smaller ice crystals [159].

The ice crystals formed create the initial template for the porous structure
of the freeze-dried cake of the resulting product. When low nucleation temperatures
are used, a considerable number of small nuclei are generated. On the other hand,
when higher nucleation temperature are used, fewer crystals but of greater size are
generated [14]. Moreover, the porous structure is correlated with the vapor mass
transport (Jw) (or the resistance thereof, Rp) during sublimation. In this stage, the
water vapor being released moves from the frozen interface through the already dried
fraction of the product and then to the chamber. The Rp influences the required
time for ice removal and the product temperature during the primary drying stage
[47].

Nucleation is often regarded as a series of phenomena, including a pri-
mary and secondary nucleation phenomenon. The difference between primary and
secondary nucleation is that the first occurs in the absence of crystalline surfaces.
Secondary nucleation occurs with pre-existing breeding crystals, surfaces, or interac-
tions with walls, or impellers, amongst others. The primary one is highly stochastic.
Hence, the induction times tind, i.e., the time interval between the point in which the
solution reached its saturation and the moment when the first ice nuclei are formed,
may largely vary. The product is cooled using the same rate for all vials in a batch
to promote nucleation and crystal growth. Because of this, the random behavior of
the induction times yields a stochastic distribution of the nucleation temperature
across a batch. This non-uniform nucleation temperature distribution is one of the
primary causes of batch heterogeneity. This condition leads to significant variability
in the resistances to mass transport and thus, large range of the in-batch drying
time [51]. One could interpret the stochastic behavior of nucleation as a probability
distribution, in which the probability of homogeneous nucleation at 273.15 K would
be close to zero while it would be 1 at 233.15 K. This would be an ideal scenario of
pure water, not a practical one.

Nucleation can be manipulated to control the nucleation temperature
directly and, therefore, reduce in-batch variability. After the nucleation process
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starts, ice is formed rapidly, and the whole vial can change its optical properties,
due to the appearance and growth of the nuclei, in a couple of seconds [19].

5.1.2 Controlled freezing methods
Because freezing is stochastic, using conventional freezing methods for

freeze-drying applications results in vials nucleating at different temperatures. Be-
cause the nucleation temperature drives the size of the ice crystals formed, freezing
is responsible for a lot of the heterogeneity present in a batch. Hence, controlled
freezing techniques have recently gained popularity in the freeze-drying field to
increase batch homogeneity, and better control product quality [51]. This way, a
better understanding of the freezing phenomena and its implications for product
morphology is of critical importance.

In an attempt to make the pore distributions more uniform or reduce
batch heterogeneity, different controlled freezing techniques have been proposed.
These techniques include annealing [164], pre-cooled shelves [38], ice-fog [59], electric
field-induced nucleation [165] and VISF [11, 166] to list some. The cooling rate, the
type of vials, and the filling height also play a role in affecting freezing since they
influence the heat exchange during freezing and may affect the supercooling degree
[38].

Annealing is a technique that only requires shelf temperature control. It
does not control the nucleation temperature per se, but it is used to obtain a more
homogeneous product structure across a batch. It consists of performing a ramp
freezing without necessarily reaching a very low temperature. Then, after nucleation
and partial freezing of the solution, the shelf temperature is increased and kept above
the product’s glass transition (and/or) temperature to induce a slender thawing of
the frozen fraction [55]. This annealing temperature should be below the ice melting
temperature and above the glass transition temperature of the freeze-concentrate
(T ′

g). The product may be kept at this temperature for a few hours [54]. This step
takes place in a more homogeneous fashion for all vials in a batch, decreasing the
intra-vial variability and rendering larger pores. More uniform drying cycles were
reported after an annealing step was performed [54, 167].

Loading the vials onto the pre-cooled shelves (between 230-240 K) induces
nucleation at higher Tn values. A possible explanation for this lays in the nucleation
probability according to the solution’s temperature. The probability of nucleation
taking place is larger the lower the temperature. When vials are placed onto pre-
cooled shelves, there is a large temperature gradient between the shelves and the
vial. This promotes heat exchange between the two, which causes a fast cooling of
the bottom surface of the vial. This surface in turn will promote a fast cooling of the
solution in contact with it. This portion of solution at an extremely low temperature
will have a higher probability of nucleating, inducing nucleation in the remaining
of the solution which is still at a higher temperature. Thus, nucleating at higher
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temperatures aims to cause a fast heat-removal due to the large temperature gradient
between the product and the shelf and induce nucleation at higher temperatures. It
does work well, and nucleation seems to be very sensitive to the shelf temperature
chosen. However, despite achieving nucleation at higher temperatures, a wide
range is observed between the nucleation temperatures between vials. Thus, batch
homogeneity is not increased [14].

Nitrogen gas is passed through refrigerated coils (usually immersed in
liquid nitrogen) and then introduced into the freeze-dryer chamber to perform the
ice-fog technique. Ice fog is forced into the vials as the cold nitrogen gas enters the
chamber, inducing nucleation at the desired temperature. This technique can be
done in combination with reduced chamber pressure to improve the process. This
technique, however, requires more GMO controls since the fog introduction could
contaminate the product [15].

Electrically induced nucleation can be applied to any desired number of
samples at the same time. However, to do so, electrodes or cannulas in contact with
the solution are needed. Again, this creates a new possible contamination point
that required proper Hazard Analysis and Critical Control Points (HACCP) and
cGMP controls [165].

VISF is a convenient method because the required elements are commonly
present in most freeze-drying equipment. All it needs is an ISO valve between
the condenser and drying chamber (as shown in Figure 1.2) and manual or semi-
automatic control over the vacuum pump and condenser [19]. In this technique,
the chamber pressure is reduced as fast as possible to a product-specific value
(approximately 0.1 to 0.2 kPa) and held until nucleation occurs in all the vials.
After nucleation occurs, the chamber pressure is restored to atmospheric pressure.
During the VISF a fast cooling of the upper layer of the solution is caused by the
evaporation prompted by the vacuum. If the procedure is performed fast enough,
the solution’s surface cools so much that spontaneous nucleation occurs at the
solution’s surface. This surface nucleation instantly induces ice nucleation in the
rest of the solution at the predefined Tn. Applying VISF in a process promotes a
uniform nucleation temperature through the whole batch [53].

5.2 Experimental investigation: can IR monitor-
ing help understand the freezing phenomenon?
Commonly, the temperature measurements are done using thermocouples

in the research and development scale or TEMPRIS on a large scale. However, these
sensors can only give point estimations, not temperature distributions. Moreover,
they are invasive probes, strongly interfering with the monitored system, i.e.,
increasing the nucleation temperature. Additionally, since they only offer punctual
temperature information, the acquired data must be extrapolated to the neighboring
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vials, assuming similarities in the conditions, which do not always correspond to
reality.

It is possible to use different technologies to monitor the freezing process
[80]. Freezing was experimentally studied using simple image analysis to obtain
the freezing progression in a solution [70, 168]. An infrared camera was previously
applied to monitor the freezing step, but the data extraction algorithm used had
many noise-reducing filters that impacted the data resolution [143]. Nonetheless,
infrared monitoring of the freezing stage is incredibly promising. First, because it
does not interfere with the process itself, and second, it can provide temperature
distributions. This ability to provide a full product temperature profile provides
an almost complete knowledge of the system without introducing additional heat
transfer models. Therefore, applying infrared monitoring to the freezing stage with
the new data processing algorithm seemed promising. Additionally, the application
of IR thermography to the freezing step using controlled nucleation had not yet
been investigated.

This section presents new experimental observations of the freezing phe-
nomenon in vials using an infrared camera. These observations methodically evaluate
different aspects of freezing. Moreover, the effects of spontaneous nucleation versus
induced nucleation using the VISF technique are investigated1.

Additionally, the effects of the different heat transfer mechanisms - using
different vial setups - occurring during freezing are compared. This is included
in this thesis research because the suspended vial configuration was proposed
as an alternative for a continuous freeze-drying process and may result in more
homogeneous temperature distributions in a batch [19]. Figure 5.4 illustrates the
differences in the heat transfer between the two tested vial configurations.

Using the ON-shelf vial configuration, most of heat transfer takes place
between the bottom of the vial an the shelf during freezing. The vial’s bottom is not
perfectly flat, it has a small gap where gas gets trapped. This way, the heat-exchange
mechanism between the shelf and vial’s bottom is conduction through the vial’s
contact points and though the trapped gas. Additionally, heat is exchanged through
gas conduction and convection on the vial sides, besides radiation. It was estimated
that gas conduction is the main heat-transfer mechanism using this configuration,
accounting for 90% of the heat-exchange [19]. During drying, heat transfer is highly
affected by the pressure in the drying chamber, with higher pressures resulting in
more conduction. Most of the heat removal takes place between the vial bottom
and the shelf and the heat exchange. This creates a large temperature gradient
in the vial while radial and azimuthal effects can be neglected. Thus, for this vial
setup, the thermal gradients can be approximated as unidirectional.

For the OFF-shelf configuration, natural convection is predominant and,

1Part of the results presented in this Chapter have been previously published in [169]
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Figure 5.4: Schematic of the heat transfer during freezing of solutions in vials
cooled by the shelf using the ON-shelf and the OFF-shelf configuration. The arrows
represent possible freezing front profiles according to the configuration used.

heat is transferred through the bottom and the side of the vials almost uniformly. In
this case, heat is supplied by radiation from the temperature-controlled surfaces, gas
conduction, and convection. The contribution of gas conduction has been estimated
to be around 62% with a 10 mm clearance, whereas radiation accounted for 38%
[19]. In this scenario, it is reasonable to assume that freezing would proceed at the
same rate along the vertical and the radial directions creating a frozen shell growing
towards the center of the vial. Unfortunately, if this is the case, the solution in
contact with the vial’s wall would freeze first, and no advancement of the freezing
front would be visible anymore with an IR camera.

The IR camera only monitors what happens on the outside of the vials
within the field of view of the camera. IR monitoring depends a lot on the solution
being in equilibrium with the vial wall and representing the product. That is true for
ON-shelf vials that have negligible azimuthal and radial gradients [138]. However,
the IR camera is not able to give accurate information about the inside of the
product cake if there are radial gradients of any kind in the solution. Because
of natural convection, it would be plausible to observe an almost homogeneous
temperature profile from the outside of the vial with the two minima at the bottom
and the top. Thus, the most considerable effect of this modification is that, in the
suspended configuration, freezing cannot be considered unidirectional anymore and
the experimental observation of the phenomenon itself can be more challenging.

The idea was to check if IR infrared monitoring could bring new insights
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into the freezing phenomenon, experimental temperature profiles, heat transfer, and
their impacts on the resulting dried product structure. These new observations will
be thoroughly discussed ahead in this section. It is expected that they may also be
helpful in the development of future models or adjustments to the current ones.

5.2.1 Experimental approach
For all the experiments, a total of 10 4R vials are used with a 1 mL fill

volume of 5% sucrose, 5% mannitol, or 10% dextran, resulting in a 10 mm cake
height (further descriptions of the materials in Appendix A). To test the effect of
different heat transfer scenarios, two different configurations are used, as described
in Figure 5.5.

Figure 5.5: Experimental setup representations (not to scale). (a) ON-shelf and (b)
OFF-shelf vial configurations used.

In the first configuration in Figure 5.5, the vials are placed in direct contact
with the shelf. This way, heat is mainly transferred to the product by conduction
between the shelf and the gas trapped in the vial bottom. This configuration will be
called ON-shelf throughout the paper. In the second one, the vials are suspended
by a Plexiglass track, as presented by Capozzi et al. [19], having a 10 mm ± 1
mm clearance. This way, heat is transferred only through natural convection and
radiation. This later configuration will be called OFF-shelf throughout the paper.

The Lyobeta 25 was the freeze-drying equipment used with an additional
stainless steel box to reduce the radiation effect from the non-thermally controlled
freeze-dryer walls. This is a 260 x 280 x 205 mm (width, depth and height)
stainless steel box (Figure 5.6). The metal box was carefully designed. It had holes
strategically placed to allow observing the vials with the IR sensor from outside at
an approximate distance of 25 cm while guaranteeing uniform vacuum conditions.
Moreover, it was placed in direct contact with two adjacent shelves, up and down,
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to ensure thermal uniformity between the shelves and the walls of the box. This
way, the box walls had a temperature profile at least 10 K lower than the chamber
walls during most of the process. The IR sensor was placed between the back wall
of the freeze-dryer and the metal box. Figure 5.6 shows a picture of the system.

Figure 5.6: Picture of the box used with the IR sensor behind it and 10 vials placed
∼25 cm from the sensor, as set for the experiments. The front wall of the box was
removed for the picture.

All temperature profiles were monitored using the infrared camera. The
data acquisition was done as explained in Chapter 3, Subsection 3.3.3. The relevant
variables discussed in this chapter are the Tbottom, Tprof , Tmax, Hmax. The first one,
Tbottom, was just used as a standardized comparison variable across different vials
in a test. The Tprof was important to observe the axial temperature profile and
evaluate differences from the batch configurations used. Finally, Tmax and Hmax

were crucial because, since freezing is an exothermic process, these variables may
help to observe the freezing front temperature and position experimentally. Hence,
the validity of this assumption is tested using these variables.

In all the controlled nucleation experiments, the vials were first equilibrated
at the selected nucleation temperature Tn for ∼1 h. Then nucleation was induced
by subjecting the samples to low pressure, using the VISF technique (Figure 5.7),
as better explained in the previous Subsection 5.1.2 [53, 170].

In sum, the experiments in this section investigate freezing using three
different solutions, sucrose, dextran, and mannitol testing two types of nucleation,
spontaneous and controlled by VISF, using two different Tns. A summary of the
tested conditions is given in table 5.1.
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Figure 5.7: Schematic of the VISF technique. First, the shelf temperature is reduced
to promote cooling until de desired Tn. After a couple of hours of stability at
the desired Tn, the chamber pressure is reduced until approximately 0.1-0.2 kPa
(1-2mbar). As soon as all vials are nucleated, the chamber pressure is restored to
the atmospheric one using a nitrogen stream. Pictures represent the observed visual
changes for the solutions inside the vials during the process.

Applying VISF in a process promotes a uniform nucleation temperature
for the vials in a batch. As presented in Table 5.1, two values of Tn were used to test
the effect of different nucleation temperatures on the ice crystal structure. The first,
271 K, close to the equilibrium temperature and the second, 263 K, on the limit
of observing spontaneous nucleation for the solutions used. The shelf temperature
(Tshelf ) used when implementing VISF was set according to the loading configuration
used (Figure 5.5) to obtain the same product temperature using different setups.
This way, the shelf temperature for ON-shelf vials was 268 K to achieve a 271 K Tn

and 258 K for a 263 K Tn. Using the OFF-shelf setup, the shelf temperature used
was 262 K to achieve a 271 K Tn and 248 K for a 263 K Tn.

After nucleation, the shelf temperature was kept at the holding temperature
(Th) for 1 hour to ensure complete freezing. The shelf temperature to achieve the
chosen Th also depended on the batch configuration used and was the same Tshelf

used to obtain a 263 K Tn, i.e., 258 K for ON-shelf setup and 248 K for OFF-shelf
one. This way, the degrees of freedom of the freezing operating conditions are
reduced.

After the holding time, shelf temperature was lowered to 223 K at a 0.5
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Table 5.1: Solution, nucleation temperature and batch configurations used in the
tests.

K/min rate and held for two hours at 223 K. For spontaneous nucleation experiments,
the product was held at the lower Tn, i.e., the shelf temperature required to obtain
a 263 K product temperature for several hours. After that, the shelf temperature
was lowered to 223 K at a 0.5 K/min rate and held for two hours. Visual inspection
was used to verify when nucleation took place in all vials, i.e., observing when all
vials turned opaque.

After freezing, the primary drying conditions were the same for all the
tests. Chamber pressure was first lowered to 5 Pa, then, the shelf temperature was
increased from 223 K to 253 K as fast as possible. The shelf temperature was kept
at 253 K for 15 hours to complete primary drying. The shelf temperature was then
raised from 253 K to 293 K in a 4-hour-ramp and then maintained at 293 K for
two hours to complete secondary drying. At the end of the process, the vacuum
was broken with a stream of nitrogen. Then, the vials were stoppered, sealed with
aluminum caps, and stored in a freezer at 253 K for further evaluation.

SEM analysis

The dimension of the pores was analyzed using a Desktop SEM Phenom
XL (Phenom-World B.V., Netherlands) at an accelerating voltage of 15kV . The
samples were extracted from the vials by carefully breaking the vial glass. This
was done under a stream of nitrogen gas to prevent moiture from the environment
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to be absorbed by the sample. The dried cake was then cut vertically, having a
thickness of approximately 1 mm. The slice was then fixed on an aluminium circular
stub and metallized with platinum using a sputter coater (Balzer AG, type 120B,
Balzers, Liechtenstein). SEM pictures of the product were taken along five levels
on the vertical axis to represent well the porous cake structure. In this Chapter,
only the first, third, and fifth cake levels (bottom, middle and top) are examined.
In Chapter 6, all five levels are analyzed in detail. The SEM images of the porous
product structure obtained were 1088 × 1024 pixels.

These images were segmented using image processing techniques to extract
the pore size distribution coupled with Multivariate Image Analysis [171] as described
in [142].

Multivariate Image Analysis (MIA) techniques [171] were used to delimit
the areas of the images that corresponded to pores. Some SEM images can present
regions with a lighter hue than others on average due to a charging effect. The
luminosity of the pictures was equilibrated using a moving average filter with 128
pixels x 128 pixels dimension [172]. Information was created for each image as
the "Bharati matrix" [173], a data matrix that computes the intensities of the
single pixels and the relative intensity compared to neighboring pixels. A Principal
component analysis (PCA) model [174, 175] was retrieved from the resulting data
matrix. The PCA performed a bi-linear decomposition of the Ximg(v1 × h1) matrix
as shown in Equation 5.1:

Ximg = ScL
T
d +Res (5.1)

The Ld(h1 × h2) is the matrix of the loadings, Sc(v1 × h2) is the matrix of
the scores, and Res(v1 × h1) is the matrix of the residuals. The later has the same
number of rows and columns as the data matrix Ximg. The variable h2 corresponds
to the extracted latent variables, v1 is the number of pixels of the picture used
to build the Bharati matrix and, h1 is the number of columns, i.e., one for each
variable of the Bharati matrix. Because a 3 × 3 moving window was used and each
variable corresponds to the intensity of one of the pixels in the moving mask, h1
equals nine. Each of the entrances of the Ximg matrix reports a pixel intensity, thus,
no additional data pre-treatments were conducted.

The first latent variable regards the mean intensity of each pixel, ignoring
the gradients that are usually present in the edges, cracks, and other texture-type
information. The pores were delimited by selecting all the pixels that had a higher
score than the manually chosen limit. This protocol resulted in a intermediate image
in which the segmented pores were highlighted as areas numerically described as
ones while all the remaining pixels, which did not correspond to a segmented pore,
were computed as zeros.

A second filter was applied to segment the brighter areas of the image
and the areas having pronounced pixel intensity gradients. The objective was to
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identify and remove the borders between two conterminous pores to ensure they
were detected as different ones and not overestimated their area. This second filter
was the Canny algorithm for edge detection [176]. The resulting masks are logical
matrices that were combined as a logical or to further delimit the identified pores
in an image.

Finally, all areas formed by less than 50 pixels or by more than 105 pixels
were removed using a dimensional filter. Image noise cane be easily mistaken for tiny
pores. At the same time, areas that are larger than the second established threshold
value usually corresponded to fractures or micro-collapses of the cake. Including
either of these values to the calculated pore size distribution would have negatively
affected its characterization. A qualitative result of this image segmentation process
is shown in Figure 5.8. Different colors have been applied to each different pore for
better visualization. The cake structure from the source SEM image has not been
edited. The number, area and equivalent diameter of the pores computed using the
regionprop function [177–179]. For the variability evaluation, the 25th, 50th, and
75th percentiles were calculated from the histogram of the pore diameters obtained
for each sample.

Figure 5.8: SEM image (left) and the extracted pores (right) through the image
segmentation tool, highlighted in different colors for better visualization.

Statistical analysis

The pore size distribution within the freeze-dried samples was previously
found to follow a beta distribution with the distribution parameters β1 = 1.2 and
β2 = 15 [29]. A beta distribution follows the Equation 5.2 below, where Nk is a
normalization constant to ensure that the total probability is 1.

f(ψ; β1, β2) = 1
Nk(β1, β2)

ψβ1−1(1 − ψ)β2−1 (5.2)
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here, ψ is a realization, i.e., an observed value that actually occurred of a random
process Ψ.

This assumption was tested for all VISF tests using a Q-Q plot. Based on
the pore size distribution data, a variance and interquartile range analysis were done
to compare between tests the statistical dispersion of the pore size distributions
found. Variance is a measure of dispersion, meaning how far a set of numbers is
spread out from their average value. The interquartile range finds where the middle
half of the data values are; it evaluates where the bulk of the values lie. That is why
it is preferred over many other measures of spread when reporting spread data, such
as pore size distributions. The interquartile range was calculated by subtracting the
first quartile from the third (Q3-Q1).

5.2.2 Results and discussion
VISF application

When applying VISF, the surface of the solution is dramatically cooled.
The increase in the supercooling degree of the top surface of the solution increases
the probability of nucleation. This way, the applied vacuum induces nucleation at
the solution top, which in turn induces nucleation in the rest of the vial, held at
the chosen Tn. Because this cooling happens on the top, nucleation is induced from
the top to the bottom of the vial. Figure 5.9 shows a sequence of images extracted
from a three-second video, depicting the induced nucleation using VISF.

Figure 5.9: Frames from a three-second video depicting nucleation being induced
in one vial (signalized with a yellow arrow), from top to bottom, using the VISF
method.

After all vials nucleated, care should be taken to restore the chamber
pressure; otherwise, cake suction may happen, affecting the appearance and quality

84



5.2 – Experimental investigation: can IR monitoring help understand the freezing phenomenon?

of the final product. Figure 5.10 shows a picture when all vials had just nucleated
after applying the VISF technique, which typically took ∼100 seconds between the
first vial to nucleate until the last under the tested conditions. In a shelf-ramp
freezing process also using 10 vials, this interval was to be close to 1000 seconds
[29].

Figure 5.10: Vials on the ON-shelf configuration just after VISF was applied.

When the vacuum is applied, degassing of the solution happens before
nucleation takes place. Degassing is usually not an issue. However, for large fill
volumes and the vial containing the thermocouple, this affected product quality [58].
Larger fill volumes have a smaller frozen fraction (nuclei) and thus are more liquid.
Under the low pressure used in VISF, they acquire a more solid structure while
bubbling, conferring them an irregular frozen cake shape. Hence, irregular frozen
cakes, such as the one observed for the vial containing the thermocouple in Figure
5.10 were often seen. Thus, VISF coupled with infrared monitoring, a non-invasive
monitoring tool, showed a particularly positive synergy.

Heat of nucleation

As explained in Section 5.1, the nucleation phenomenon is exothermic;
thus, it releases heat. Many freezing experiments keep vials apart from each other
to prevent the heat of nucleation from a vial to retard the nucleation process in a
neighboring vial since it would transfer some heat to it. In this present study, the
vials were kept in contact to be as close as possible to the freezing process in vials
as is in the industry. Nonetheless, two additional experiments - not accounted for in
the experimental design - were conducted, keeping the vials apart from each other
to verify if there were observable differences between them and if IR thermography
could capture the effect of the heat of nucleation if present. To this end, Figure
5.11 shows the IR thermal profiles using the ON-shelf configuration with vials in
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contact with each other and separated by a 16 mm space which corresponds to the
diameter of a 4R vial that was used as a reference distance.

Figure 5.11: Tbottom of vials during nucleation using spontaneous nucleation that
were (a) apart by a 16 mm distance or (b) in contact with each other. The time
interval was chosen to focus on the influence of of the nucleation event on neighboring
vials. The arrow points to the heat hump observed.

As it can be seen, when vials are apart from each other, not exchanging
heat by conduction (5.11 graph (a), there is no substantial evidence of a nucleation
heat effect. On the other hand, when vials are in contact (Figure 5.11 graph (b)), a
heat hump can be seen in other surrounding vials from the thermal profile.

Figure 5.12 shows the thermal profiles of vials in contact with each other
using the ON-shelf configuration during nucleation and apart by 16 mm.

Figure 5.12: Tbottom of vials during nucleation using VISF that were (a) apart by a
16 mm distance or (b) in contact with each other. The arrow points to the heat
hump observed, circled.
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Since the vials nucleate together in a short period when using controlled
nucleation, it was interesting to verify if these heat effects could also be noticed. As
it can be seen in Figure 5.12. there is a particular hump, in this case a series of
spikes after the nucleation ascending step, on the profile whether they are apart or
in contact. This profile suggests that the vials themselves are absorbing the heat of
nucleation being released. The hump looks marginally higher when they were in
contact. This event could mean more heat is being absorbed because of the contact
between the vials.

Thermal imaging could register the heat of nucleation being released to
neighboring vials during the nucleation process. This way, the infrared sensor
showed one of its advantages of giving a large amount of thermal data that can be
used to gain better process understanding.

Freezing profiles: spontaneous versus controlled

First, the differences observed between spontaneous and controlled freezing
should be discussed. Figure 5.13 presents the Tbottom profiles of all vials using
the OFF-shelf configuration. The shelf temperature and chamber pressure profiles
throughout the test are also shown. From this figure, the first immediate observation
is the stochastic nature of freezing when uncontrolled freezing is used in contrast to
when controlled freezing is applied. Additionally, nucleation heat effects can also
be seen for the OFF-shelf vials, evidenced as humps in neighboring vials’ thermal
profiles as some nucleate.

Figure 5.13: Freezing profiles of spontaneous nucleation (Sp-OFF) (a) and VISF at
263 K (b) (4-S)

Figure 5.14 shows the axial temperature profiles observed for all tests,
using both controlled and uncontrolled nucleation and the ON and OFF shelf batch
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configurations. Each line represents the temperature profile for a given pixel height
and consequently a corresponding cake layer; i.e., diving the 10mm cake height into
8 layers corresponding to each of the 8 used pixels in the vertical data acquisition line.
These profiles allow observing the vertical temperature gradients in the vials during
freezing. Thus, changes in the temperature gradient direction can be observed if
present.

Figure 5.14: Vertical axial temperature profiles during the freezing interval. Graphs
(a), (b), (c), (d), (e) and (f) are tests Sp-ON, 1-S, 2-S, Sp-OFF, 3-S and 4-S
respectively (see Table 5.1).

In practice, when in solution, water never freezes completely. After nucle-
ation, pure ice forms, and the solution cryo-concentrates. Once the system reaches
a specific concentration characteristic of each excipient, the cryo-concentrated solu-
tion remains in a supercooled single-phase amorphous state. Water molecules get
trapped into the excipient solidified matrix and are unable to diffuse and crystallize
further [180, 181]. For this reason, freezing is usually regarded as complete when the
solution reaches the eutectic point (Teu) for crystalline solutes or the glass transition
temperature (Tg) for amorphous ones. The Tg for 5% sucrose is 241 K, the one for
10% dextran is 264 K, and the Teu for 5% mannitol is 295 K [148].

In this study, the interval between nucleation and the product reaching
nearly 263 K was the only one closely examined. During this interval, temperature
gradients could be observed in the vial. However, after reaching around 263 K,
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for all tests, these gradients seemed less evident. The impact of the latent heat of
solidification was less and less pronounced, and the product temperature tended
to homogenize. Moreover, the IR sensor may lack the sensitivity to detect any
temperature gradients after that moment accurately. Thus, freezing is presented
and discussed in-depth, only covering the interval mentioned above (until 263 K).
Following this definition, freezing takes approximately 20 minutes for ON-shelf vials
and approximately 45 min for OFF-shelf ones.

As discussed, ice nucleation and freezing temperature directly affect the
size distribution of the ice crystal formed. If a product has pronounced temperature
gradients, differences in the crystal size distributions may be observed. Since VISF
cools down the top surface of the solution, it seemed interesting to investigate if this
surface cooling could affect the product’s temperature gradient and if that could
affect intra-vial homogeneity of ice crystal mythologies.

For ON-shelf vials, since most of the heat transfer was estimated to take
place between the vial bottom and the cooling shelf, the bottom temperature is
expected to be the lowest during cooling. Thus, depending on the severity of the
surface cooling promoted by VISF, the lowest temperature point could change. For
OFF-shelf vials, in turn, the lowest temperature point is not clear. It could be in the
bottom, top or even be almost uniformly distributed around the cake’s perimeter.
In this case, the surface cooling caused by VISF could create a temperature gradient
if the cooling effects are strong enough. IR thermography may help observing these
temperature profiles and gradients during freezing if the camera’s resolution permits.

A change in the temperature gradient direction is sometimes observed,
and further exploratory information is needed. Hence, Table 5.2 lists whether the
temperature profiles extracted from the bottom pixels are the lowest or highest
temperatures observed for all tests.

Table 5.2 aims to help better analyze if there is an inversion on the
vertical temperature gradients for any tested conditions and if this follows any
pattern. Additionally, an alternative graph representation of the gradient profiles is
represented in Figure 5.15 to help better visualize the data. In this figure, after the
temperature depression during VISF (blue square), the temperature profile presents
an increase with two marked inclinations: a first one not very steep (between
the blue and the black square) and a second one, almost vertical (between the
black square and the blue triangle). Between the two, a second depression in the
temperature profile can be observed when Tn 271 K is used (see Figure 5.12 (b)
and (e)). Thus, only the second interval of this ascending profile is assumed to
effectively correspond to the nucleation event. From Figure 5.15 the difference in
the temperature gradient in the pre-VISF point (red squares) appears to be only
marginally greater for the ON-shelf vials when compared to the OFF-shelf ones.
The point that the temperature gradients seem to differ more is the pre-nuc one
(black square). Even so, the gradients are rather small, ranging form 1.5 to 4 K for
ON-shelf vials and 1 to 2 K for OFF-shelf vials.
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Table 5.2: Thermal profile before and after vacuum induced surface freezing for all
tests.

In the uncontrolled nucleation graph of Figure 5.14, some humps in the
temperature profile are seen. Those humps are due to the energy released during
the nucleation of neighboring vials since they were in contact with each other.
This energy release may slightly increase vial temperature or simply affect the IR
measured values. After nucleation, warmer temperature traces may remain in the
vial glass wall until equilibrium between the vial wall and the product is reached.
When VISF is applied, since all vials nucleate around the same time (∼100 s range),
these interference is not observed. However, there is a very pronounced initial peak
on the temperature profile just as nucleation happens. This peak in the temperature
readings is also attributed to this energy release during nucleation. In fact, in both
Figure 5.14 and Figure 5.13, the nucleation heat-release hump is present for VISF
batches. This same hump was not markedly present when spontaneous nucleation
was used because neighboring vials absorbed the released energy, as explained in
the previous subsection.

From the axial temperature profiles plotted in Figure 5.14, differences in
the vertical temperature gradient can be observed between the different tested setups.
As expected, ON-shelf vials have a broader vertical axial temperature gradient than
OFF-shelf vials. For the ON-shelf vials, the bottom temperature, as supposed, is
the coldest. Then, VISF is applied, and an inversion is observed for the tests using
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Tn = 271K, which means: the bottom temperature becomes the warmest. To help
the visualization of the inversion profiles, when observed, Figure 5.15 portrays the
axial temperature gradients before, during, and after freezing.

(I) Points of interest for spontaneous nucleation (left) and VISF tests
(right).

(II) Vertical temperature gradients and possible profile inversions for 5% sucrose.

Figure 5.15: Vertical (in the axial direction) temperature gradients during freezing
for 5% sucrose. Graphs (a), (b), (c), (d), (e) and (f) are tests Sp-ON, 1-S, 2-S,
Sp-OFF, 3-S and 4-S respectively.
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The lower top temperature is expected since VISF is based on the fast
cooling caused by the evaporation of the surface layer of the solution when the
vacuum is applied. For the ON-shelf tests at Tn = 271K, this was observed. For all
other tests, however, whether this happens or not was unclear for different reasons.
For the experiments at Tn = 263K, the solution was already at a temperature close
to its spontaneous nucleation limit and, therefore, nucleation probably occurred
before any significant gradient could develop and be detected by the IR camera.

For the OFF-shelf vials, the Ttop (pixel 8) was already the lowest tempera-
ture before VISF, and no inversion in the profile was observed. After nucleation,
however, the Tbottom becomes the lowest temperature. The top layer many times
followed the Tbottom having the next lowest temperature, whether VISF was applied
or not. From this information, it seems that the top and bottom layers of the product
are the coldest ones. In contrast, the center of the product is warmer during freezing
of suspended vials, independently from the application of VISF. This observation
was somewhat expected considering the different heat transfer mechanisms occurring
for the different loading configurations. The thermal sensitivity of the IR sensor is
0.05 K which seems sufficient to observe the temperature gradients present in the
vials. However, the noise typically present in IR profiles could affect this evaluation.
Nonetheless, this is precisely why the thermal profiles presented in this chapter are
unfiltered/ not smoothed, in an attempt to have the least interference possible from
post-processing.

With the sensor’s resolution, 8 pixels were enough to cover the cake height
of 10 mm. However, this resolution does not seem sufficient to accurately identify the
fast cooling of the solution surface while the vacuum is applied. Additionally, under
the tested conditions, the IR sensor monitors the temperature of the external wall of
the vial, which is in equilibrium with the product inside. Of course, calculations and
corrections are made to account for the temperature gradient between the external
wall and the product, but this also affects the ability to adequately account for this
fast cooling of the product surface during VISF. Finally, the acquisition rate of 0.1
frames per second (fps), the highest rate available with the current sensor, leaves
room for improvement. The nucleation phenomenon happens within a time scale of
milliseconds, while freezing takes several minutes. Thus, the acquisition rate is not
enough to capture the nucleation phenomenon accurately and with the deserved
precision. However, it seems suitable for freezing, although faster rates in the future
may grant better insights.
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Freezing front temperature and position

Because freezing is an exothermic phenomenon, if the heat exchange follows
a vertical gradient, i.e., in the ON-shelf experiments, the freezing front position could
be inferred by tracking the maximum temperature within the product cake height.
Once this profile is obtained, an evaluation can be done to determine whether this
may be representative of the freezing front profile or not. As described in Figure
3.7, the position of the Tmax was tracked and is plotted in Figure 5.16.

Figure 5.16: Tmax axial position (Hmax) during the freezing interval. Graphs (a),
(b), (c), (d), (e) and (f) are tests Sp-ON, 1-S, 2-S, Sp-OFF, 3-S and 4-S respectively.
For VISF (b, c, e and f).

For the VISF tests in Figure 5.16 (b, c, e and f), Hmax is the batch average
calculated from the vial average profiles of all ten vials (shadows plotted in light
green). For the spontaneous tests (a and d), HTmax is the average profile obtained
from the six acquisition lines of a single vial (shadows plotted in light green).

In practical terms, an Hmax profile moving from bottom to top is observed
when tracking the maximum temperature position, which agrees with what is
expected from the freezing front (Figure 5.16). Still, since these are new observations,
the observed profiles must be carefully evaluated to determine if the approximation
Hmax profile∼= freezing front profile is valid.

93



The freezing phenomenon

As mentioned, these Hmax profiles were obtained by averaging the observed
profile of each of the six acquisition lines per vial. To understand if this averaging
represents what is observed, Figure 5.17 shows the amplitude (∆Hmax) of the profiles
differences during freezing.

Figure 5.17: Range of measured Hmax profile values for a single vial. Graphs (a),
(b), (c), (d), (e) and (f) are tests Sp-ON, 1-S, 2-S, Sp-OFF, 3-S and 4-S respectively.

From Figure 5.17, it is clear that ON-shelf vials present much lower
divergence between the observed Hmax profiles compared to the OFF-shelf ones.
These profiles imply that the tracking of Hmax may represent a freezing front profile
evolution that is clear enough only in the first case when the unidirectional heat
exchange approach is valid.

If the position of the freezing front can be inferred, the same can be done
for the temperature gradient of the frozen layer. For uncontrolled nucleated ON-shelf
vials, the Tmin will be the Tbottom after nucleation. The Ttop will be the Tmax for most
of the freezing. However, that is not necessarily the case during the first minutes
of freezing (∼6-12 min) after controlled nucleation takes place. This time-scale
is in agreement with what was previously modeled for the freezing front of 10%
mannitol using a Tn of 266 K with a cake high of 10 mm as well [31]. Experimentally,
in this time-interval, the Tmax seems to move upwards, from bottom to top for
ON-shelf vials. A much less evident profile is observed for OFF-shelf vials, where
the maximum temperature seems to fluctuate around the central height of the vial’s

94



5.2 – Experimental investigation: can IR monitoring help understand the freezing phenomenon?

pixels. Nonetheless, for ON-shelf vials, to use the Tmax position and temperature to
infer the freezing front profile seems valid. In this case, the temperature gradient
between the freezing front and the vial bottom can be inferred and is plotted in
Figure 5.18.

Figure 5.18: Tmax and Tbottom (a) during spontaneous nucleation (Sp-ON) and (b)
VISF (3-S)

A small fraction of the water in solution forms the first nuclei during
nucleation, this state of solution is called slush. For the Tn values used, approximately
only 3% of the bulk liquid freezes initially at 271 K and nearly 14% when 263 K
Tn is used [14]. After this initial stage, the fraction of water being frozen advances
slowly. The freezing progression after this point depends - among other factors such
as the solution characteristics - on the cooling rate used. A slight temperature jump
may be observed after one of the solutes becomes supersaturated and releases latent
heat of crystallization [40]. In many cases, freezing is assumed to be complete when
the glass transition temperature (for amorphous solutes) or the eutectic point (for
crystalline solutes) is reached [90, 181]. However, the solution may continue its
freezing process until very low temperatures [40]; thus, the determination of the end
of freezing is arguable.

As mentioned, the freezing interval being observed in detail with the IR
sensor is shorter than the required one to achieve the product’s glass transition or
eutectic point. In fact, intervals between 20-45 minutes after ice nucleation are the
ones being investigated. The temperature profiles obtained in these time intervals
allow tracking the position of the maximum axial temperature (Hmax) of ON-shelf
experiments. The Hmax position, assumed to be equivalent to the freezing front
position, seems to show an apparent upwards movement, which is consistent with
the expected movement of the freezing front.

On the other hand, suspended vials tended to have the maximum tem-
perature positioned around the middle of the product height. This Tmax position
indicates that during freezing, heat is being removed from the bottom and top of
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the vial faster than from the sides, the vial walls. Maybe this is the case due to
radiation effects on the vial walls. In any case, this heat removal on the bottom
and top seems to prevent the observation of an upwards profile of the Tmax and in
this case, the Tmax cannot be used to infer the position of the freezing front.

An important point from these experimental observations is the freezing
front behavior. If indeed the approximation Hmax profile ∼= freezing front position
is adequate for ON-shelf vials, the progression of this front may be a bit different
than previously modeled. In Figure 5.16, the Hmax profiles of ON-shelf vials (a, b,
and c) advance from bottom to top in a linear way in the first half of the ascending
interval, i.e., with a constant progression rate. A deceleration is observed on the
second half of this profile progression, and the freezing front seems to move much
slower.

This behavior seen in Figure 5.18 could be attributed to an increment in
the heat transfer resistance as the frozen layer increases. In our experiments, the
shelf temperature and the freezing front temperature remained almost constant
during freezing (excluding the cryo-concentration effects). However, as freezing
advanced, the thickness of the ice layer increased, decreasing the thermal gradient
in the ice, which is the heat transfer driving force of the system. Ice actually has
a higher thermal conductivity than water (2.14 Wm−1K−1 at 273.15 K and 2.3
Wm−1K−1 for ice at 263.15 K while water has 0.6Wm−1K−1 at 293.15 K) [182].
For sucrose solutions, on the other hand, the conductivity decreases the higher the
sucrose concentration [183] with the effective thermal conductivity at 263 K being
as low as ∼ 0.45 Wm−1K−1 for 31.3% sucrose, for example. It is important to note
that what is being called the “frozen layer” in this study has more ice particles
formed than the initial ice-water slush produced by nucleation. However, this matrix
is not completely solidified, so other factors that could pose some resistance to heat
transfer may be in place. One possibility could be that the heterogeneous nature
of the slush matrix could be adding increased resistance points to thermal flow.
Alternatively - and more likely - more heat transfer evens between the shelf and the
freezing front are taking place. Plus, the layer between the bottom and the top of
the vial increases, and the slush in between is gradually freezing. In any case, this
new observations and insights regarding the freezing front behavior for ON-shelf
vials may be further analyzed together with uni-dimensional freezing models [31,
43, 44, 166] for a better application based on experimental data.

One-dimensional freezing models such as proposed by Nakagawa et al. [31]
and by Arsiccio et al. [43] require the freezing rate and the temperature gradient
of the frozen layer to estimate the dimension of the ice crystals formed. To use
experimental data instead of simulated or assumed ones, the Tmax profile tracking
is assumed as descriptive of the freezing front, both for spontaneous nucleation and
VISF tests. For ON-shelf vials, that assumption seems adequate for spontaneous
nucleation and VISF; thus, the difference between the Tbottom and Tmax can give the
temperature gradient of the frozen layer while the Hmax profile evolution can give
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the freezing rate.

Resulting product cake structures

In 1991, Bald et al. proposed the concept of crystal size being proportional
to the rate of temperature change in the system [44]. Following this, the velocity
of a solidification (freezing) front together with the temperature gradient in the
frozen product were defined as driving factors determining the ice crystal sizes
obtained [31, 166]. Published works using ice crystal prediction models based on
these concepts assumed a one-dimensional freezing front evolution, moving from
bottom to top [31, 166, 184, 185]. Later, a mechanistic model to predict ice crystal
size distribution was proposed by Arsiccio et al., also based on this one-dimensional
assumption for the freezing front evolution ([43]. These models were developed and
implemented using punctual temperature measurements of vials and using suitable
mathematical models to estimate the temperature profile in the rest of the product.
With the use of IR thermography these models may be implemented in-line with
direct experimental data. The application of such ice prediction models with more
details can be found in Chapter 6.

Different solutions and freezing protocols were tested in this present re-
search. Figure 5.19 shows some SEM image results for the resulting cake structure
of 5% sucrose solutions while Figure 5.20 shows SEM image results for the resulting
cake structure of 5% mannitol solutions while Figure 5.21 shows SEM results for
the resulting cake structure of 10% dextran solutions.

Figure 5.19: SEM images for the resulting 5% sucrose cake of tests (a) 1-S and (b)
3-S. The numbers after the test type letters (a and b) represent the cake section:
(1) top, (2), middle and (3) bottom.

Figure 5.19, Figure 5.20 and Figure 5.21 were build using the pictures from
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three of the five levels that were photographed. The detailed analysis and resulting
pore sizes for each of the five layers is reported in Chapter 6. The results in this
chapter concern only the bottom, middle and top of the vial, hence, three levels.

Figure 5.20: SEM images for the resulting 5% mannitol cake of tests (a) 1-M and
(b) 3-M. The numbers after the test type letters (a and b) represent the cake section:
(1) top, (2), middle and (3) bottom.

Figure 5.21: SEM images for the resulting 10% dextran cake of tests (a) 1-D and
(b) 3-D. The numbers after the test type letters (a and b) represent the cake section:
(1) top, (2), middle and (3) bottom.

From Figures 5.19, 5.20 and 5.21 the differences in the resulting average
pore sizes between ON and OFF shelf configurations using VISF are modest, if any.
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This suggests that the use of VISF has a stronger influence in the resulting pore
sizes than the vial configuration.

The pore size distribution of lyophilized products was previously found to
follow a beta distribution with β1 = 1.2 and β2 = 15 [29]. This assumption was
tested using a Q-Q plot for all performed tests, based on the pore sizes obtained
through the automated image segmentation software applied to the SEM images.
The results are displayed in Figure 5.22, for sucrose (5.22a), mannitol (Figure 5.22b)
and for dextran solutions (Figure 5.22c).

(a) 5% sucrose (b) 5% mannitol

(c) 10% dextran

Figure 5.22: Q-Q plots for different solutions subjected to VISF at 263 K and 271
K, according to the test code plotted in each subfigure.

VISF was found to be able to produce product matrices with larger pores
than the ones obtained using spontaneous nucleation when higher nucleation tem-
perature were used [186]. OFF-shelf vials using uncontrolled nucleation were found
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to render cakes with larger pores and higher batch homogeneity than ON-shelf
vials. The resulting cakes of spontaneous nucleation were not evaluated using
SEM in this study, thus a comparison between the results is not possible. Another
pertinent question to be verified was whether VISF coupled with the suspended vial
configuration would produce products with a more homogeneous cake structure,
besides batch homogeneity.

Based on experimental observations and mathematical formulations for
freezing models, the nucleation temperature and the temperature of the product
during the freezing interval affect the resulting ice crystals formed. Thus, he thermal
profiles observed create some expectations regarding the resulting cake structures.
The OFF-shelf vials, which present narrower overall temperature gradients, should
result in more homogeneous cakes. On the other hand, ON-shelf vials with broader
vertical temperature gradients should have a less homogeneous cake structure.

The ice crystals formed during freezing strongly depend on the nucleation
temperature and the cooling rate [187]. Based on the temperature gradients observed
in Figure 5.14, more homogeneous cake structures would be expected for OFF-shelf
vials because they presented smaller temperature gradients. Upon visual inspection
of the SEM images of the resulting cake, it is hard to see any difference whatsoever.
Both cakes appear very similar, and the high variability of the pore sizes makes
any compassion difficult. Thus, to try to evaluate this, Figure 5.23 shows different
statistical parameters to measure the statistical dispersion of samples in a group: the
variance and the interquartile (Q3-Q1) range. As seen from this figure, although the
differences are not very expressive, OFF-shelf vials have lower variability indicators
consistently.

Figure 5.23: Variance (a) and interquartile range (b) of the resulting pore size
distribution for all VISF tests.

Although the pore size distribution data is very spread, the variance and
the interquartile range consistently showed lower values for OFF-shelf tests than
ON-shelf. These results indicate, indeed, that the use of a suspended configuration
does influence product homogeneity. However, the loading configuration has a
modest effect, as expected. The nucleation temperature is the major player in
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determining the resulting ice crystal sizes formed. To apply VISF, the vials were left
for ∼1 h to reach the desired nucleation temperature and reach equilibrium. When
VISF is applied, although the top surface of the vial cools down, the remaining of the
solution is at a uniform temperature. This more uniform temperature may be the
reason behind more homogeneous cakes using VISF. When shelf ramped freezing
is used, and no type of freezing control is applied, the vials in direct contact with
the shelf usually undergo a relatively fast-cooling ramp. Under these circumstances,
the bottom of the vial tends to be colder than the rest of the solution, and when
nucleation takes place, it may not happen at the same temperature across the
product height. During nucleation, a temperature gradient could result in a less
homogeneous cake, with smaller ice crystals (and consequent dried cake pores) in the
bottom and larger crystals at the top. Fang et al. found that vials that nucleated at
the same temperature (261 K) but had different freezing rates after nucleation also
presented different resulting pore sizes in the resulting cake. The slowest freezing
rate used (0.1 K / min) rendered larger pores (28-60 µm) while the fastest freezing
rate used (2.5 K/min) rendered smaller pores (22-48 µm) [188]. According to these
findings, the nucleation rate plays a role in the resulting ice crystal sizes and the
freezing rate during freezing. In this case, some differences should be observed
between the OFF-shelf and ON-shelf vials. OFF-shelf vials would have a slower
freezing rate and, by this logic, should have a resulting cake structure with slightly
larger pores. These large pores could not be observed in detail, however. The
resulting pore sizes in this study have the nucleation temperature and conditions as
the main driving force to determine the resulting cake pore size distribution.

5.3 Conclusions
In this chapter, the freezing of pharmaceutical solutions in vials using

different loading configurations and process conditions was methodically observed
using an IR camera. A deeper insight into the freezing phenomena was obtained
from these experiments, and many notions were confirmed or deduced.

VISF worked very well to induce nucleation in a short time interval (∼100
s) and with a good intra-vial and inter-vial uniformity. The IR camera worked very
well to monitor VISF tests in comparison to spontaneous nucleation ones. This was
the case because the batch behavior was more homogeneous with the controlled
freezing technique and the thermal profiles became clearer to be observed by infrared
imaging, which typically shows noise in the acquired data. Assuming the Tmax

during the freezing interval to be the freezing front temperature and acquiring its
axial position over time allowed inferring the freezing front position for ON-shelf
vials.

Faster freezing rates (ON-shelf) reduce faster the diffusion of water molecules
to the ice front for crystal growth. As a result, there is less time for the ice crystals

101



The freezing phenomenon

to grow and the stochastic nature of nucleation becomes more expressive in the
resulting cake, having a wider distribution of crystal sizes. On the other hand, when
the freezing rate is slower (OFF-shelf), more time is given for the water molecules to
diffuse and promote crystal growth. With more time, the kinetics of crystal growth
help uniform the heterogeneity deriving from nucleation.

Suspended (OFF-shelf) vials had a narrower overall temperature profile
gradient than ON-shelf ones due to the different heat transfer mechanisms. These
more narrow gradients were associated to the narrower variability observed in the
pore sizes of the resulting cake. Using the OFF-shelf vial configuration applied to
VISF, very homogeneous cakes can be obtained. The pore size distribution of cakes
seemed to follow a beta distribution from the extracted pore sizes using the SEM
images.
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Chapter 6

Ice crystal size prediction

6.1 Introduction
Many different approaches have been made to model, predict and better

understand the freezing phenomenon. There is a consensus regarding some aspects
of freezing: its stochastic nature, the correlation between the supercooling degree
and the number and size of the resulting crystals, and the fact that other solutes
present in solution interfere with it since the freezing point is considered a colligative
property [170, 189, 190].

In the literature, many papers about freezing are from meteorological
studies where the environmental conditions during freezing may change dramatically
[191–195]. Thus, many different ice crystal structures are investigated under those
circumstances, as shown in Figure 5.1. For freezing under atmospheric pressure, ice
type Ih is the relevant one. Additionally, in lab-scale or even industrial applications,
heat removal during a freezing process is do under constant and controlled conditions.
Nonetheless, modeling and simulating freezing has been a challenge due to difficulty
determining which hydrogen bonds form. Still, some simulation approaches have
been successfully implemented to better understand ice crystallization [162, 196–
199].

Contemplating the common physiological (for biological matrices), lab-
oratory and industrial conditions, nucleation is usually regarded to occur under
constant temperature and pressure conditions. Under these conditions, the transfer
of solute molecules from solution to aggregate the crystal is driven by the Gibbs free
energy change [200]. The change in Gibbs free energy of crystallization, ∆Gcryst, at
a constant temperature T , is the sum of the contributions of the enthalpy ∆Hcryst

and entropy ∆Scryst: ∆Gcryst = ∆Hcryst − T∆Scryst. The associated crystallization
equilibrium constant (Kcryst) is:

Kcryst ≡ exp

(︄
−∆Gcryst

RT

)︄
(6.1)
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J. W. Gibbs developed the thermodynamic part of the classical nucleation
theory in two papers [201, 202]. An important contribution of classical nucleation
theory is quantitatively relating the nucleation rate (J0) to the nucleation work
(∆Gcryst) that is required to overcome the activation barrier for nucleation. The
nucleation rate can be expressed as a product of a kinetic factor, which accounts
for the frequency with which the system “attempts” to realize a nucleation event
considering the concentration of potential nucleation sites (A1), and a thermody-
namic factor, which accounts for the probability that each such “attempt” results
in actually overcoming this activation barrier. The kinetic factor focuses on the
attachment frequency of monomer molecules to an incipient cluster, which reflects
the mobility of the monomer molecules in a supercooled condition. The thermody-
namic parameter expresses the probability of finding a system in a state that has a
sufficient amount of free energy to overcome the activation barrier. The probability
of such occurrence depends on the driving force for nucleation, which is the chemical
potential differential between the thermodynamically stable (nuclei) phase and the
metastable parent phase (supercooled solution) [157, 158]. These considerations lead
to an equation which follows an Arrhenius model which results from the Boltzmann
distribution of classical statistical physics. According to the classical nucleation
theory, the ice nuclei formation rate can be described as:

J0 = A1exp

(︄
−∆Gcryst

kboltzTn

)︄
(6.2)

J0 is the nucleation rate in terms of the number of ice crystals formed per
second. The Gibbs free energy for the new phase formation is calculated assuming
a spherical geometry of the nuclei (Equation 6.3). This assumption was verified
by posterior in silico modelling [197]. J0 is computed as the sum of a free energy
variation caused by the formation of a new surface (the ice crystal surface being
formed) and a variation caused by the bulk free energy from the volume of the
newly created phase.

Volmer encountered a problem when observing the freezing behavior of
different substances. Some could be undercooled a lot while others could not. To
explain this, he started from the rationale that small particles are less stable than
the bulk phase due to their surface tension. This would created a barrier for freezing,
because small particles (nuclei) have to be formed for the phase change to take
place. If the undercooled state is only metastable, it is not the lowest point of
the free energy. Fluctuations of the free energy would occur in such a way that at
some point they would be large enough to favor stability for particle formation. He
assumed that the free energy change when a cluster of atoms formed into a new
phase could be described by two contributions: one from the decrease in the free
energy from the new phase formation and another related to the surface tension of
the small cluster. Assuming that the cluster is a sphere with radius rad, the free
energy change can be described by these two contributions as [203, 204]:
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∆G = 4πr2
adγ − 4

3πr
3
adΛv (6.3)

where γ is the surface tension and the first term corresponds to the interfacial free
energy between the new phase and the old phase. Λv is the volumetric free energy
of phase change, from the formation of a new cluster. The first term represents
the increase in energy due to the surface tension (∆Gs) and is proportional to the
area of the newly formed surface, and thus proportional to the square of rad. The
second term represents the decrease in the energy from the new phase formation
proportional to the volume of the formed cluster (∆Gv), and thus proportional to
the cube of rad. Because of these power terms coupled to the fact that the first term
is positive, while the second is negative, a maximum in the free energy will exist.
This maximum will correspond to the energy barrier for nucleation to happen and
it is associated with the cluster reaching a critical radius rcr. The critical radius
rcr defines the required nucleus radius that renders them stable and non-dissolving.
Once the system finds a way to overcome this energy barrier and form a cluster
larger than this rcr, the thermodynamically stable phase (nuclei cluster) can continue
growing. Thus, the critical radius rcr can be obtained as the maximum in the free
energy function, by setting its derivative to zero (Figure 6.1).

rcr = −2γ
Λv

(6.4)

Figure 6.1: Free energy versus cluster radius. Assuming a constant temperature /
pressure for which the prevailing phase is metastable.

It is noteworthy to discuss here that a cluster that is smaller than the rcr

and is in a supercooled state may have higher free energy than that of an ensemble
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of monomers because the ∆Gs will be greater. Such clusters cannot exist in a
thermodynamically stable system, but they may exist temporarily. These type
of formations are thermodynamically unstable are are the heart of the nucleation
theory and are possible because of the uncertainty principle of quantum mechanics.
The lifetime of such clusters is very short but not zero. The probability of a monomer
to attach to this unstable cluster increases with the increase of the clusters lifetime
(more supercooling). This non-zero probability of a cluster forming and having an
increase in size by the addition of a monomer during the cluster’s lifetime confers
the stochastic behavior of nucleation. The energy barrier for nucleation to take place
may be overcome before reaching the required free energy state when monomers
succeed in aggregating to these unstable clusters during they uncertain lifetime.

From molecular dynamics modeling studies, it was found that embryos
containing hundreds or thousands of molecules are required for the system to crys-
tallize [162]. A recent study using graphene oxide nanosheets found an experimental
correlation between different rad and the nucleation temperature used. They found
that below 8 nm, Tn is about 246 K and independent of graphene oxide size and
concentration [156]. In the case of pure water, homogeneous nucleation theoretically
occurs when the solution is supercooled at a temperature around 233 K. Under this
ideal conditions, the critical radius can be calculated and it corresponds to 1.85 nm
[205, 206].

If the growth rate from the nuclei is assumed to be determined by the
Gibbs-Thompson equation, ∆Gcr can be described as:

∆Gcr = 16πγ3Λ2

3K2
boltzT

3 ln(σ2) (6.5)

where σ is the supersaturation, and Λ is the atomic volume of the species. High
temperatures and supersaturation levels result in larger number of nuclei formed.
High surface energies and atomic volumes result in smaller nucleation rates.

6.1.1 Modelling nucleation and ice crystal growth
Numerous mathematical models have been proposed to describe the evolu-

tion of the ice crystals during the freezing of solutions. In the mononuclear model,
the notion is that more molecules will adhere to the nucleus and form, a whole
layer at an arbitrarily speedy velocity. Then, the formation of a new nucleus will
re-start the process over and over. Two-dimensional growth rate theories assume
that the rate-controlling step is the incorporation of a new layer of molecules to an
existing surface. The base concept is that nucleation can occur on a two-dimensional
surface of an existing crystal the same way it can take place in three dimensions for
homogeneous nucleation.

Volmer proposed the homogeneous nucleation theory, which is the base
for several nucleation and crystal growth models although, homogeneous nucleation
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rarely occurs in practice. Its underlying theories are quantum mechanics and
statistical mechanics because they were able to help describe the energy fluctuations
needed for the first clusters to be formed (as mentioned in the explanation of
equation 6.3) and which result in the stochastic nature of freezing. Volmer’s theory
assumes that macroscopic thermodynamic properties pertain to the two phases, i.e.,
a supersaturated parent phase and tiny cluster of the daughter phase [203].

Vekilov explored a two-step mechanism for ice crystal nucleation [207], i.e.,
accounts for the secondary nucleation. A phenomenological theory was developed
by Pan et al. (with Vekilov among the authors). That theory takes into account
intermediate high-density metastable states in the nucleation process [208],i.e., the
presence of a dense liquid intermediate in the nucleation reaction pathway. This
could be interpreted as playing the role of unstable clusters smaller than the rcr in
the classical nucleation theory. The rate of nucleation of crystals within the dense
liquid clusters was the rate determining step in the two-step nucleation mechanism,
which supports the applicability of the Pan et al. model. Since cluster formation
is fast, the clusters can be considered in equilibrium with the solution. Then the
chemical potential of the solute in the clusters can be assumed to be equal to the
chemical potential of the solute in the solution. In their research, the model allowed
accurate predictions of the complex dependencies of the nucleation rate of the solute
(lysozyme protein) crystals using a single adjustable kinetic parameter that was
determined by experimental fit. Good correspondence between the model results
and the experimental data supported some nucleation mechanism features. The
intermediate is metastable concerning the dilute solution, and the rate-determining
step in the nucleation mechanism is forming an ordered cluster within the dense
liquid intermediate. Additionally, the viscosity within the metastable dense liquid
droplet was found to be a crucial parameter in the kinetics of nucleation of ordered
solid phases [208].

Fan et al. developed a phase-field model to describe the ice crystal growth
and the freeze concentration dynamics at the mesoscale based on mean-field ap-
proximation of solute concentration and the underlying heat, mass, and momentum
transport phenomena [69]. The model focused on the evolution of the interfaces
between liquid solution and ice crystals and the degree of solute concentration due
to partition, diffusive, and convective effects. The growth of crystals was driven by
cooling of the bulk solution but suppressed by a higher solute concentration due
to an increase of solution viscosity, a decrease of freezing point, and the release of
latent heat. The results demonstrated the interplay of solute exclusion, space con-
finement, heat transfer, coalescence of crystals. Additionally, the dynamic formation
of narrow gaps between crystals and plateau border areas along with correlations of
thermophysical properties in the supercooled regime.

Vuist et al. modeled the ice growth and solute inclusion behavior during
progressive freeze concentration of sucrose, soy protein, and whey protein [70].
Solute inclusion was estimated using an intrinsic distribution coefficient. For sucrose
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solutions, the intrinsic distribution coefficient proposed was dependent on the
initial and critical concentrations of the solute, where the last is related to the
rapid increase in viscosity and decrease in diffusivity when the solution approaches
the glass transition temperature. The predictions found were in agreement with
experimental data, except when dendritic ice growth was observed. They tested
solutions of whey and soy proteins, and they behaved differently due to their
considerable difference in their solubility. In their study, these proteins showed
different inclusion behavior than sucrose due to lower freezing point depression and
lower concentrations far away from the glass transition temperature.

Shalaev et al. wanted to understand better two issues related to molecular
mobility: unfrozen water in aqueous solutions at subzero temperatures and the
role of water in the chemical stability of amorphous pharmaceuticals. They linked
the unfrozen water in solution at subzero temperatures to the role of water for the
chemical stability of amorphous pharmaceuticals via the concept of water clusters.
In particular, freezing inhibition was associated with the water confinement in
clusters in a solidified matrix of an amorphous solute. Nanoscaled water clusters
were observed in aqueous glasses using wide-angle neutron scattering. The chemical
instability was suggested to be directly related to the catalysis of proton transfer
by water clusters, considering that proton transfer is the key elementary reaction
in many chemical processes, including common reactions such as hydrolysis and
deamidation. [181].

Freezing pharmaceutical solutions in vials

Some models were developed specifically for freezing solutions in vials.
Once nucleation takes place, ice crystals start to grow. New water molecules
become increasingly added to the existing initial ice crystal casts and the unfrozen
solution cryo concentrates. This cryoconcentration, of course, depresses the freezing
temperature equilibrium progressively in such a way that after a certain point, it
becomes practically limiting to freeze the solution completely. Typically, vials are
being frozen, exchanging heat in direct contact with the shelf. The shelf is removing
energy from the solution, promoting freezing. This way, for solutions in vials in
contact with the cooling shelf, a freezing front moving from bottom to top may be
assumed as depicted in Figure 6.2. For vials in other configurations of using other
freezing techniques, the freezing front position and behavior may change and thus
must be further investigated.

Freezing defines the cake porous structure of freeze-dried products (Figure
6.2). The porous structure will determine the resistance to vapor flow (Rp) during
sublimation. The Rp in turn will have an effect in the product temperature during
sublimation. Large resistances will result in higher products temperatures during
sublimation. As discussed in Chapter 1, product temperature is a critical parameter
that must be kept bellow a threshold value to ensure product integrity. Because
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Figure 6.2: Freezing front for solutions in vials being cooled by a cooling shelf (left)
and sublimation interface for the frozen product during primary drying receiving
heat from the shelf (right).

of these, predicting the porous structure based on the freezing conditions becomes
important and different models have been proposed.

The model proposed by Nakagawa et al. [31] is an empirical one. This
model is influenced by Bald’s proposition, in which the resulting ice crystal size
would be inversely proportional to the rate of temperature change in the system.
Hence, faster cooling rates would result in smaller crystal sizes [44]. Empirical models
neglect the physics of the system and are developed from a practical perspective of
application and adequate results. The model parameters have no physical meaning
and are determined experimentally. Hence, they are only valid under the conditions
tested, limiting the model’s predictive reliability and accuracy. More details are
given in Subsection 6.2.1.

Pisano et al. developed a mechanistic model to describe dynamics of an
aqueous liquid solution during freezing and, thus, to predict the pore size distribution
within the lyophilized product [166]. Their model simulations were experimentally
validated using both crystallizing and amorphous solutes and varying freezing
conditions such as nucleation temperature. That model could predict the larger ice
crystal formation when VISF is used compared to those obtained using shelf-ramped
freezing. Moreover, it could accurately describe the dependence of the average
pore size on nucleation temperature. Through modeling, they found that higher
nucleation temperatures produced lyophilized products with larger pores and narrow
distribution of pore size along with the product height.

The model proposed by Arsiccio et al. [43] has a mechanistic approach. The
basic idea underlying this approach is that exothermic processes both incorporate
new water molecules into the existing crystals and create new interfaces. The cooling
instrument and surrounding environment remove some of the energy released during
freezing. This way, the energy balance in an infinitesimal slice of the material can
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be related to the crystal growth dynamics. The nucleation kinetics are neglected,
and the crystal growth rate is indirectly accounted.

Recently Colucci et al. [29] proposed a model based on the UNIQUAC
model coupled with a one-dimensional Population Balance Model (PBM) to describe
both the ice nucleation and the crystal growth. A stochastic model describes the
nucleation kinetics. The ice crystal nuclei evolution over time is described by a
1D PBM. The crystal growth rate is modeled as a function of the supersaturation.
An analytical solution of the proposed model is derived using the Method of
Characteristics [209].

However, even though carefully validated with experimental campaigns, all
these models to some extent still rely on heat and mass transfer models themselves
to be applied.

6.2 Experimental investigation: can the theoret-
ical models be applied with direct IR data?
In this Section, the objective is to test the validity of different freezing

models applied to VISF using direct IR thermography data to predict the pore size
distribution of the resulting product cake. The temperature acquisition will be made
in-line by thermal imaging, obtaining each vial’s axial temperature profile, thus
allowing for a detailed prediction of the pore size distribution. The main advantage
of this approach is that, by using direct experimental data describing the whole
axial temperature profile and its gradients, no additional mathematical models are
required to describe the pores along the cake. The resulting ice crystals and thus
pore sizes may be predicted using in line IR thermal data and the models directly.

Moreover, to test the range of applicability of the models, the analysis will
be done with the conventional vial configuration alongside vials suspended from
the temperature-controlled shelf. In conventional freeze-drying, heat is transferred
from the shelf to the vials or vice versa. This occurs mainly through direct contact
between the glass and the stainless steel and conduction in the gas trapped in the
concavity at the bottom of the vial. When vials are suspended, heat is transferred
mainly due to natural convection and radiation. This difference in the heat transfer
mechanism challenges the usual assumption of negligible radial and azimuthal
thermal gradients and, therefore, the widespread one-dimensional freezing models
may not be applicable anymore.

The validation of the predicted cake structures will then be done by
comparing the pore sizes obtained through the models with the experimental ones
obtained through SEM analysis. Additionally, primary drying temperature profiles
and durations will be simulated based on the estimated pore sizes and compared to
the experimental ones to validate the one-dimensional models further. The results
will be discussed to evaluate if this direct temperature data brings new observations
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alongside the proposed models.

6.2.1 Freezing models investigated
Different models have been proposed in the literature to describe the

solidification process. Three freezing models were chosen to be further investigated
applied to VISF using IR-based thermal data.

The first model, called model #1, is the empirical model proposed by
Nakagawa et al. [31]. The second model used is the mechanistic approach proposed
by Arsiccio et al. [43], called model #2 in this chapter. These first two models are
based on the existence of a freezing front during the freezing process. They rely on
parameters related to the rate of freezing as a moving interface that has a defined
behavior. These parameters are the νH and the θH , as portrait in Figure 6.3. This is
usually the cake having low fill volumes, although different behaviors of the freezing
front were observed when using high fill volumes, such as having two freezing fronts,
one moving from the bottom to the top and another from the top to the bottom
[53].

Figure 6.3: Representation of the parameters νH and the θH derived from the
freezing front and the temperature profile of the frozen layer in the case of ON-shelf
vials. Adapted from [31].

The νH is the freezing front rate [m/s], i.e., how fast the freezing front
advances from bottom to top. The parameter θH is the temperature gradient in the
frozen layer [K.m−1], i.e., the temperature difference between the Tbottom and the
temperature at the freezing front Tff , relative to the frozen layer thickness. The
subscript H refers to the value of these parameters relative to a segment of the cake
height H.

The third ice crystal prediction model (model #3 ) presented is based on
the supersaturation of the system. It accounts for the supersaturation as the drying
force for ice crystal growth which depends on the solute and solution’s activity
coefficients. The ice nucleation rate is calculated coupled with a 1-D PBM model to
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better describe the observed results in terms of pore size distribution as proposed
by Colucci et al. [29]. Hence, this model does not depend on the existence of a
distinguishable freezing front, only the solution’s characteristics at the point being
examined. Thus, only the product temperature of the investigated system is needed.
With the IR thermal data, the whole cake profile can be described in terms of
discrete layers, resulting from the 8 pixels that were needed to cover the product
cake, as represented in Figure 6.4.

Figure 6.4: Representation of the 8 layers of the 10 mm cake that can be described
using the IR axial profile temperature. Model #3 can be applied using the thermal
data of each level to described the resulting pore size distribution of that cake layer.

The freezing front could be directly observed using IR data in the case of
vials exchanging heat directly with the shelf as seen in Chapter 5. In this case, the
heat removal occurs directly from the vial to the shelf, and the temperature at the
bottom of the vial (Tbottom) is the lowest during the freezing step. Thus, the first
two models (models #1 and #2) will only be applied to ON-shelf vials, to ensure the
direct application of the experimental IR thermal data. The experimental data used
for these two models was the Hmax as correspondent of the freezing front evolution
and the Tmax − Tbottom, as correspondent of the temperature gradient in the frozen
layer.

The supersaturation model, model #3, was tested using the whole axial
temperature profile to obtain the freezing characteristics of each layer of cake. Since
8 pixels are used to describe the 10 mm cake height, eight layers of thermal profile
yield the ice crystal predictions for the cake.

Model #1

The model presented by Nakagawa and Hottot (2012) [31] to predict the
average ice crystal size (dpH

) for solutions in vials will be called model #1 in this
work and is presented below.

dpH
= ανλ1

H θλ2
H (6.6)
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In previous applications of this model, λ1 = λ2 = 0.5 were used while α
was experimentally fitted to the resulting pore sizes and changed according to the
solution and freezing protocol used [31, 184, 185]. Previously α = 4.59µms−0.5K−0.5

was used for a 5% sucrose solution, while α = 1.7µms−0.5K−0.5 was used for a 5%
mannitol one [31, 142, 185]. For dextran 5%, the α used was the same as the one
for sucrose. In the present study, the same α values were used for sucrose and
mannitol. However, a value of 2µms−0.5K−0.5 was chosen for 10% dextran based on
the experimental results.

Model #2

The model #2 is the simplified mechanistic model proposed by Arsiccio
(2017) [43] in which its parameters have more physical grounding than in previously
proposed models for freezing in vials.

dpH
= 4ϵγbνH

(ερiceνH∆Hf − kfrozenθH)θ
2
3
H

(6.7)

here, ϵ is the adimensional porosity of the dried product which can be approximated
assuming that all water in solution is removed and only the solids constitute the
dried cake. Although that is an approximation because not all the water will freeze.
Some bound water will remain unfrozen, trapped in the frozen matrix of the solution
and will be removed during secondary drying in a freeze-drying process. The kfrozen

value used was 2.55 Wm−1K−1, corresponding to the ice conductivity at 238 K,
∆Hf is the latent heat of fusion for water, 33.5 kJKg−1 and the ρice used was 918
kgm−3 [182]. The parameter γ [Jm−2], is the interfacial tension from the newly
formed surface and b [K 2

3m
−2
3 ] is a constant coefficient of the model. γb, is fitted

experimentally, according to the solution and freezing protocol similarly to the α
value in model #1. Thus, the γb values used were 23000 J.K 2

3m
−8
3 , 7000 JK 2

3m
−8
3 ,

and 8000 J.K 2
3m

−8
3 ,for 5% sucrose, 5% mannitol and 10% dextran respectively. The

first too are the same values previously used [43, 143] while for dextran the value
was fitted based on the experimental results.

Model #3

Finally, the third model is driven by the supersaturation of the system (σ),
similar to the approach presented by Colucci (2020) [29]. The supersaturation is
described by the free Gibbs energy and calculated based on the activity coefficients
of the solutes and solution using the UNIQUAC model.

This approach considers the phases of the different systems during freez-
ing, the solution that cryoconcentrates, and the water that solidifies. The porous
media approach used assumes that although a system might be heterogeneous at
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the mesoscopic level, its effective properties (density, specific heat, conductivity,
amongst others.) can be described by a linear combination of the properties of the
single phases for a reasonably small part of the system (dV ) during a given dt.

First, the initial nucleation rate (J0) is calculated to determine the initial
number of ice nuclei formed during the nucleation event [m−3s−1].

J0 = kn(Tf − Tn)n (6.8)

J0 is driven by the difference between the equilibrium freezing temperature
of a solution (Tf ) and the actual nucleation temperature (Tn), i.e., the supercooling
degree (Tf − Tn). The kinetic parameters kn and n are based on the stochastic
nature of freezing. In the previously proposed model [29], the nucleation kinetics is
described by a stochastic model in a chemical Master equation. When the system
reaches saturation is the moment from which ice crystals may start forming (tsat).
The nucleation kinetics parameters were fit to achieve the best agreement between
simulated and experimental induction times for nucleation (tind). That fit was done
based on the probability distribution function of the ice crystals formed, assuming
the induction times would follow a series of Poisson distributions. This way, the
kinetic parameters kn and n were tied up by equation 6.9.

kn = N

V
∑︁N

i=1
∫︁ tind

tsat
[∆T (s)]nds

(6.9)

In this present thesis, this model is only applied using VISF. A cGMP
environment was established to avoid premature nucleation and, when the vacuum
is applied, all vials nucleate in a brief time spam (∼ 100s). By doing so, the VISF
holding time would become the induction time. Thus, the stochastic nature of
freezing is affected. This way, the assumption and previously made experimental fit
to determine kn and n are not representative anymore using controlled nucleation
techniques. If the dt between saturation time and induction time was assumed to
be zero, Kn would tend to infinity (equation 6.9). This assumption is linked to the
idea that the supercooling degree would also be very high, leading to an incredibly
high number of ice crystals. During VISF, the factor inducing nucleation is the fast
cooling of the sample surface once vacuum is applied. Still, to have a rough idea of
the Kn, some assumptions may be made.

In a hypothetical scenario, suppose n = 1, with a 2 K supercooling degree
and dt = 100s and V ∼= 2 × 10−9m3 (dV volume used for calculations in the
monitored wall area, based on the pixel size of the IR temperature measurements
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used. For 1 observation ( N = 1, so, no distribution is to be considered. In that
case, kn would be in the order of 106.

Since only primary nucleation is accounted for, kn and n are the only
parameters determining the number of ice crystals formed in a given dV . The SEM
images allow estimating the average number of crystals formed that grew to an
observable size. This average crystal size number was estimated for tests using both
Tnuc, 271 K and 263 K. This way, the kinetic parameters were defined fitting the
simulated results to the experimental results using SEM and the pore extraction tool
described in Chapter 5. Using this info, kn and n were fitted to the experimental
data, resulting in: kn = 1.3 × 1010m−1s−1 and n = 1.7. A final check was done
to verify if the fitted parameters were in agreement with the assumption of brief
induction times for VISF. The Master Equation (Equation 6.10) [29] was used to
obtain the probability distribution function for the induction times using the fitted
kn and n.

f(tind|kn, n) = kn[∆T (tind)]nV exp
{︃

−
∫︂ tind

tsat

kn[∆T (s)]nV ds
}︃

(6.10)

This equation describes the induction time distribution, according to the
kn and n values used. s is the integration variable for f(tind|kb, b). By the induction
time definition, the probability of having 1 nucleus formed during the tsat and tind

interval must be 100%, thus,
∫︁ tind

tsat
K(t)dt = 1.

The probability distributions obtained always peaked at brief times using
the estimated kn and n values (Figure 6.5 ), showing that the fitted parameters
agree with the short induction time assumption when performing VISF tests.

Figure 6.5: Induction time probabilities using the fitted kn and n values.
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The defined kn = 1.3 × 1010m−1s−1K−n and n = 1.7 parameters were
applied to all experimental data ahead, independently of the solute or the nucle-
ation temperatures used. Previously used values for uncontrolled nucleation were
kn = 10×m−1s−1K−n and n = 12 [29]. These values are very different from the ones
used in this present study, while the reported induction times were at least 10 times
greater than the ones using VISF according to their reported values [29]. Based on
the observed results using spontaneous nucleation in this study, the induction times
were even more widely distributed. Some vials nucleated after a time interval in the
order of 102 seconds after reaching a supercooled state while others took over 104 sec-
onds. In any case, the parameters used in this series of experiments were fitted based
on experimental data and check analyzing the nucleation probability distribution the
best way possible to represent the observed freezing phenomena and induction times.

Ice crystal growth
The freezing rate (İ) is driven by the system’s saturation. The saturation

(S) is defined as the volume fraction of either water or ice over the volume of
everything apart from the solute. This way, the liquid water saturation (Sliquid) plus
the ice saturation (Sfrozen) represent all the water in the system (Sliquid+Sfrozen = 1)
and follow the mass balance below.

∂Sfrozen

∂t
= −∂Sliquid

∂t
= 1

(1 − ϕ)ρice

İ (6.11)

where ϕ is the volume fraction of the solute dissolved in the solution. The ice crystal
growth rate (G,ms−1) is driven by the supersaturation (σ) of the system, explained
in detail ahead. G was calculated using the equations below, assuming cylindrical
crystals and neglecting the surface of the top and bottom of the cylinders.

G(Dp, t) = kgσ
g2π∆z.Dpt−1 = G′(t).Dpt−1 (6.12)

Dp(t) = Dpt−1 exp
[︃∫︂ tend

t0
G′(t)dt

]︃
(6.13)

The parameters 2π∆z come from the assumption that the ice crystals
are approximately cylindrical. In fact, hexagonal ice (Ih) represents the most
common form in everyday application [46]. Dp is the distribution of the ice crystals,
called with capital D to differentiate it from the average dpH

from the first two
models. Since the pore size distribution was found to follow a beta distribution with
β1 = 1.2 and β2 = 15 [29], the first Dpt0 values are defined during nucleation using a
1-dimensional population balance model PBM using these distribution parameters.
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Thus, the first Dpt0 is defined using this beta distribution, assigning initial radii
from 0 to 0.5 µm. Dpt−1 is the previous state of the pore size distribution (Dp). The
average pore diameter (dpH

) was obtained as the ratio between the distribution’s
first and zeroth order moments.

The kinetic parameters kg and g are highly dependent on the time-step
used for the integration interval. Previously, using time steps from 0.02 to 0.5
seconds in a completely simulated environment, kg2π∆ z was set as 10s−1 (meaning
kg = 1592m−1s−1) while g was set as 1. In this present study, using only experimental
IR-based temperature data, kg2π∆z = 1s−1 and s−1 = 1 were used with an
integration time-step of 0.01 seconds.

The integration interval t0 − tend is from nucleation to the end of freezing.
Differently from models #1 and #2, model #3 calculates the evolution of the crystal
growth over time. If the integration interval is too long, there will be no more free
water in the system to freeze. To ground the calculation to a physical parameter,
the end of freezing was based on the eutectic point (Teu) for a 5% mannitol solutions
(251.7 K) and on the glass transition temperature (T ′

g) for the sucrose (240 K) and
dextran solutions (264 K) [148]. It was expected that, if the model and the used
parameters and assumptions correctly describe the freezing process, freezing will be
over when Teu or T ′

g are reached and the final solid mass fraction is the one given
by the systems characteristics.

Activity coefficients
- Ice activity

Using the UNIQUAC model, the supersaturation (σ) is given by the
difference between the activity coefficients of the frozen (ai

w) and liquid (al
w) fractions:

σ = ln a
i
w

al
w

(6.14)

The ice activity is defined by its temperature [180].

ln ai
w =

∆H0
fus

R

(︄
1
T 0

1
− 1
T

)︄
−

∆c0
p,l

R

(︄
ln T

0
1
T

+ 1 − T 0
1
T

)︄
(6.15)

Where ∆H0
fus is the fusion latent heat at the standard condition, signalized

with the "0" superscript. ∆c0
p,l is the change in the liquid water specific heat capacity

[Jkg−1K−1], T 0
1 is the temperature [K] at the standard condition, in this case,

273.15 K was used.
The liquid activity was calculated using different models for each solute,

as described ahead.
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- liquid activity for sucrose solutions
The liquid activity depends on the temperature and the solute concentra-

tion. For sucrose, it was calculated by the model described by Cattè et al. (1994)
[210]. The liquid activity for sucrose is defined by the symmetric activity coefficient
(ln γl

w) and the molar fraction(xi).

ln al
w = ln γl

w + ln xi (6.16)

While the symmetric activity coefficient (ln γl
w) is given by:

ln γl
w = ln wi

xi

+ 1 − wi

xi

+ qi

⎧⎨⎩1 − ln
⎡⎣∑︂

j

(ϑsjτBji) −
∑︂

j

ϑsjτBij∑︁
k ϑskτBkj

⎤⎦⎫⎬⎭ (6.17)

In which wi is the ice volume fraction [-],xi the molar fraction [-] (% sucrose
or water/ice), qi the ice molecular surface area parameter [-], ϑs the surface area
fraction and τB the Boltzman factor for residual excess Gibbs energy, obtained from
temperature-dependent interaction parameters aij, listed in the table below.

Table 6.1: UNIQUAC coeficients [210]

The reference temperature (T 0) used was 293 K and τBnn = 1 by definition.∑︁
j qixi sums water-sucrose + sucrose-water, while the coefficients are calculated as

follows:

aij(T ) = −aij,1 − aij,2(T − T 0) − aij,3

[︄
T ln T

0

T
+ T − T 0

]︄
(6.18)

Surface area fraction of molecule i is calculated by:

ϑsi = qixi∑︁
j qixi

(6.19)

118



6.2 – Experimental investigation: can the theoretical models be applied with direct IR data?

The Boltzman factor by:

τBij = exp
(︃
aij

T

)︃
(6.20)

And finally, the volume fraction of molecule i by:

wi = xir
2
3
i∑︁

j xir
2
3
j

(6.21)

The letter j refers to the components of the system; in this case, 1 is
water/ice and 2 is sucrose. The i (ice) position indicates the direction of the equi-
librium. K = 1:2, to include the interactions ij+jj in the lower summation for each j.

- liquid activity for mannitol solutions
The liquid activity for mannitol was calculated using the Norrish (1966)

model, based on the mole fraction, xi [211].

al
w = (1 − xi) exp(krx2

i ) (6.22)

with kr = −0.91 [212].

- liquid activity for dextran solutions
For dextran, the liquid activity was calculated based on the model proposed

by De Vito et al. (2015) [213] and checking the results based on the data presented
by Fernandez et al. [190].

ln al
w = −AVwC

u

RgT
; (6.23)

where u = 2.1, Rg is the universal gas law constant equal to 8315 Jkmol−1K−1, Vw

is the partial molal volume of water (18m3mol−1) and A is a constant proportional
to the excluded volume parameter estimated from Shimon Mizrahi (1997) data
using the known resulting dextran aw concentrations [214]:

A = 0.0479 exp(7.4628C) (6.24)
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where C is calculated based on the model for polymers [212]

C = ms
mw

ρliquid

+ ms

ρsolid

(6.25)

in which mw is the water mass fraction, ms is the solid mass fraction, ρliquid and
ρsolid are the densities of the solid and liquid phase respectively [kgm−3].
Constants used

During cryo-concentration, the freezing point depression of the solutions
was accounted for [215]. The solute conductivity value used was 0.293Wm−1K−1

[183] and other parameters are listed in table 6.2.

Table 6.2: Thermodynamic parameters used (from [182, 183, 216–219]).
,

6.2.2 Materials and methods
All test configurations, materials, and methods used are the same as

described in Section 5.2. The only exception is the spontaneous nucleation tests that
are not evaluated in this present section. Hence, only the VISF tests are further
investigated through the application of mathematical freezing models to predict
the resulting cake structure. Still, only the results pertinent to 5% mannitol and
5% sucrose will be graphically presented ahead in Subsection 6.2.3. The graphical
results for 10% dextran will be made available in the near future, in a publication
currently being elaborated.

Primary drying simulation

The primary drying in silico simulation was used as an additional validation
method for the ice crystal models applied following the models presented in Section
4.1.1. The simulated temperature (Ti), Rp and drying duration (based on the
sublimation flux, Jw) were the results used for the validation. Their calculation
was based on one-dimensional heat-exchange models, explained in more detail in
Subsection 4.1.1. The average Kv value obtained for ON-shelf batches was 33.0 ±
4.4 W.m2.K and was the value used for the simulations.
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To tie the simulation to the estimated ice crystal sizes, Equation 6.31 was
proposed [142]. It was formulated by assuming that the vapor flux in the dried cake
occurs in Knudsen regime, and is therefore proportional to the effective diffusivity
(die) and the difference between the water vapor concentration in the chamber (cw,c)
and at the sublimation interface (cw,i) [220]:

Jw = die
cw,i − cw,c

Ldried

(6.26)

By implementing the ideal gas law to describe the water vapor concentra-
tions in terms of the partial pressures, we have:

Jw = Mwdie
RgT

pw,i − pw,c

Ldried

(6.27)

where Rg is the universal gas law constant, Mw is the water molar mass (18
kg kmol−1). Using this Jw definition into Equation 4.2 and assuming that the
thermal gradient in the product is small, so that T ∼= Ti, Rp can be described as:

Rp = RgTi

Mwdie
Ldried (6.28)

The effective diffusivity can be described in terms of the Knudsen diffusivity
(dik):

die = ϵp

τ
dik (6.29)

where ϵ is the dried product’s porosity (assuming all water sublimated) and τ is
the tortuousity of the dried cake. The tortuosity can be defined as the ratio of the
actual vessel path length to the linear distance between its endpoints. The term dik
can be described as:

dik = Kp
dpH

2 T 0
i .5 (6.30)

where Kp is a constant parameter equal to 22.9 ms−1.K0.5 [142] and τ = 1 was the
tortuousity value used for all solutions. The physical meaning of this assumption is
that the paths through which the vapor flows would be somewhat linear. Thus, the
Rp could be calculated in terms of dpH

using the equation below.

Rp = RgT
0.5
i

Kp ϵMw
dpH

2τ

Ldried (6.31)
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6.2.3 Results and discussion
In practical terms, water in solution never completely freezes. After nucle-

ation, pure ice is formed, and the solution cryo-concentrates. Once the system reaches
a characteristic concentration, dependant on the excipient, the cryo-concentrated
solution remains in a supercooled single-phase amorphous state. Water molecules get
trapped into the excipient solidified matrix and are unable to diffuse and crystallize
further [180, 181]. For this reason, freezing is usually regarded as "complete" when
the solution reaches the glass transition temperature (Tg′) for amorphous solutions
or the eutectic point (Teu) for crystalline ones.

It was observed through the Tprofile that after the solutions reached nearly
260 K, the vertical temperature gradients became less evident. The release of the
latent heat of solidification becomes less pronounced, and the product temperature
tends to be more homogeneous. This way, the Hmax and Tmax tracking by the IR
sensor detected a profile according to the expected freezing front one, moving from
bottom to top, during the first 20 minutes of freezing for ON-shelf vials. This time
scale is in agreement with what was previously reported for the same cake height[31].
Hence, this is the freezing interval that will be considered to obtain the freezing
front rate (νH) and the temperature gradient in the frozen layer (θH) based on the
Tmax and Hmax profiles.

Freezing front based models

Figures 6.6 and 6.7 (a) shows the Tbottom and Tmax during freezing as well
as the Hmax for all tested solutions.

Figure 6.6: Maximum temperature profiles during freezing for test 1-M. (a) Tem-
perature gradient between the bottom and the Tmax measured. (b) Hmax and fit
used for the models along the vial adimensional axis, where 0 is the bottom and 1
the top.
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In Figures 6.6 and 6.7, the Tmax temperature and position in graphs (a)
and (b) are plotted with a continuous line during the accounted freezing interval.
Representing the freezing front temperature and position, respectively. The Tmax

and Hmax intervals just after nucleation are marked more expressively with a thicker
continuous line to stress the freezing interval considered for the application of
models #1 and #2. These two temperatures during this interval are used in the
model to calculate θH . The Hmax profile was assumed to represent the freezing front
profile. The regarded interval is based on the time-scale assumptions described in
Subsection 5.2.2, i.e., for the first ∼15 min minutes of freezing, in agreement to
what was previously modeled [221]. In Figure 6.6 and 6.7 graph B, the Hmax is
plotted together with a fit that was used in the dpH

calculations to have a continuous
progression of the Hmax profile.

Figure 6.7: Maximum temperature profiles during freezing for test 1-S. (a) Temper-
ature gradient between the bottom and the Tmax measured. (b) Hmax and fit used
for the models along the vial adimensional axis where 0 is the bottom and 1 the top.

Supersaturation model

As explained, the supersaturation model depends not on the gradients but
on the temperature at the point of interest. This way, the whole axial temperature
profile was used in such a way that the thermal data of each pixel was used to
estimate the ice crystal growth for the corresponding cake layer. Thus, the cake
was divided into 8 levels, having the crystal size distribution calculated for each of
the cake layers based on the average temperature of the corresponding pixel from
all six acquisition lines used for each vial. Figure 6.8 shows an example of the axial
temperature profile obtained for both ON-shelf and OFF-shelf vials for mannitol
solutions. For the sucrose solution, the Tprofile data is plotted in Figure 6.9.

From Figure 6.8 and 6.9 it can be seen that the overall temperature
gradient for OFF-shelf vials is narrower than for ON-shelf ones. Thus, based on the
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Figure 6.8: Axial temperature profile for for 5% mannitol (a) test 1-M, ON-shelf
and test (b) 3-M, OFF-shelf. Lines 1 to 8 represent the pixels for data extraction
for bottom to top, respectively.

Figure 6.9: Axial temperature profile for for sucrose 5% (a) test 1-S, ON-shelf and
test (b) 3-S, OFF-shelf. Lines 1 to 8 represent the pixels for data extraction for
bottom to top, respectively.

supersaturation model, the resulting cake structures should be more homogeneous
for suspended vials than ON-shelf vials. This higher homogeneity is consistent with
what is expected since the heat transfer for OFF-shelf vials is less sharp than for
ON-shelf vials, which exchange heat directly in contact with the cooling shelf.

Model validation through primary drying simulation

For the one-dimensional models, further validation was done besides con-
fronting the SEM results. A simulation of the primary drying was performed with
the estimated pore sizes and confronted with the experimental profiles observed
during primary drying. Figure 6.10 shows the simulated Tmin, Rp, Lfrozen evolution
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during primary drying for mannitol solutions plotted against the experimental
corresponding data obtained after freezing. The same results for sucrose can be
seen on Figure 6.11.

In Figures 6.10 and 6.11, Tmin was obtained through IR thermography and
the experimental Rp profile was calculated based on the IR-extracted Tmin. The
decrease of the Lfrozen was used to estimate the end of freezing, thus is compared
to the Pi⁄Ba signal. The time interval for the Rp plot is the estimate duration of
each test, which was approximately 12 hours.

Figure 6.10: Linear models validation through primary drying simulation (tem-
perature, Rp and end time) for ON-shelf tests. Top graphs are for test 1-M while
bottom graphs for test 2-M.

From the results presented in Figures 6.10 and 6.11, a good correspondence
between the simulated and experimentally obtained profiles can be observed. The
temperature profile estimation based on the estimated pore sizes had a good fit and
consequently, so did the cake resistance to vapor flow profiles. However, it can be
observed that model #2 resulted in a better prediction of the Rp profile for all tests.
The experimental duration will correspond to the simulated Lfrozen progression if
the simulated sublimation flux agrees with the experimental one. This agreement
can be seen through the Rp profiles, which are in good agreement, belonging to the
same order o magnitude.

Through primary drying simulation, models #1 and #2 showed a much
more powerful result. The accuracy loss in the cake top and bottom did not affect
the results because these deviations occur only for a small portion of the cake. Thus,
these models could be successfully applied with IR-based data to simulate drying
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Figure 6.11: Linear models validation through primary drying simulation (tempera-
ture, Rp and end time) for ON-shelf tests. Top graphs are for test 1-s while bottom
graphs for test 2-S.

and choose the best drying conditions to avoid collapse or damage to heat-sensitive
active compounds.

Model validation through SEM

Figure 6.12 shows the predicted pore sizes based on the ice crystal growth
models tested confronted with the experimental SEM results for the 5% mannitol
solution. The results for the 5% sucrose solution are presented in Figure 6.13. Note
that as explained in section 2, for ON-shelf vials, all models were applied while for
OFF-shelf vials, only the model #3 was applied. Hence, this is the data represented
in Figures 6.12 and 6.13 for the ON and OFF shelf configuration with the two tested
nucleation temperatures.
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Figure 6.12: Cake pore sizes obtained experimentally and by all tested models for
5% mannitol. Top graphs, ON shelf, bottom graphs OFF-shelf. Tests (A) 1-M, (B)
2-M, (C) 3-M and (D) 4-M
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Figure 6.13: Cake pore sizes obtained experimentally and by all tested models for
sucrose 5%. Top graphs, ON shelf, bottom graphs OFF-shelf. Tests (A) 1-S, (B)
2-S, (C) 3-S and (D) 4-S

From these results, model #1 and model #2 were able to predict the
average pore size with sufficient accuracy. However, in Figure 6.13, graph A it can
be observed that toward the edges of the cake (top and bottom), they became less
accurate. For mannitol, Figure 6.12 this is also the case in graph B. This error
might be because of the differences observed between the experimental IR-based
freezing front profile and the modeled one used to derive the models. The simulated
freezing front progression used for the development of the models presents a more
constant progression of the frozen layer [31, 43, 166].

Regarding the cake structure in overall, from the temperature profiles, the
resulting cake homogeneity could be accessed. Figure 6.14 shows a 3D representation
of the predicted cake structure for 5% sucrose with a 271 K Tn for the ON-shelf
and OFF-shelf configuration. As it can be seen, the using the model, the OFF-shelf
cake also shows a more homogeneous cake, as observed in Subsection 5.2.2.

Regarding the system’s state according to the calculations using model
#3, the final solute solid fraction in the end of freezing was virtually the same for
each solution. For the 5% mannitol it was 0.812 ± 0.004, for 5% sucrose it was
0.817 ± 0.003 and for 10% dextran it was 0.663 ± 0.005. Thus, the final solid mass
fraction for the sucrose and mannitol solutions, having the same concentration, was
practically the same. For dextran however, the final solute mass fraction was lower,
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(a) ON-shelf. (b) OFF-shelf.

Figure 6.14: Predicted cake structure using model #3 for 5% sucrose using a 271 K
Tn.

indication this this system has less free water to freeze under the tested conditions.
This is expected considering that the dextran solute is a polymer of anhydroglucose
one and a higher concentration was used.

In turn, the IR-based data presented a sharp trend at the beginning of
freezing and then a deceleration towards the end when reaching the cake top. The
profile of the freezing front directly influences the νH , and with the experimental
data, νH diverged to very high values in the beginning and then very low ones
towards the end. Ice has a higher Kv (2.22 Wm−1K−1) than water (0.6 Wm−1K−1)
at 293 K, however, slightly melted snow has an even lower Kv (0.28 Wm−1K−1)
than water. The characteristics of slightly melted snow are surely closer to the ones
of a mushy ice-water region. This possible increase in the resistance to heat transfer
by the growing mushy layer may be the reason for this deceleration on the presumed
freezing front, based on the Tmax profile. This way, using experimental data and
the models #1 and #2 as is, the predictions are not reliable for the bottom and top
of the cake. Alternatively, modifications of the existing models to better adjust to
experimental IR-based profiles could be proposed in the future.

Regarding the results obtained for model #3, they were much more accurate
throughout the whole cake height. From the calculations and tests done through this
model, the nucleation conditions had the most expressive impact on the resulting
crystal size. After nucleation, the temperature profile played more of a kinetic
role driving the freezing duration than influencing the resulting crystal size. This
observation from the mathematical perspective could be different if a secondary
nucleation term were inserted in the model. It is a modification that could be
examined in future studies.
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6.3 Conclusions
IR allows application in-line with different freezing models to predict the

resulting porous cake structure. The one-dimensional models were built based on
a freezing front profile that was assumed to be more linear than it was previously
assumed. The experimentally observed freezing front in terms of the Hmax presented
an initial steep trend at the beginning of freezing (cake bottom) and a slow-down
towards the end (cake top), i.e., a less linear profile. This profile change affected
the νH term for models #1 and #2, which in turn reflected is less accurate dpH

estimations through these models for the bottom and top of the cake. Thus, the
resulting estimated pores based on IR data do not always conform with the observed
pore sizes using SEM. However, these disturbances only affected the predictions
for the bottom and top of the cake, not affecting the the predictions for the rest of
the cake. Thus, the primary drying simulation results were in very good agreement
with the experimental results. This agreement shows that these models can still
be be applied to experimental infrared thermal data and be used to predict the
product morphology and batch behavior during primary drying.

The supersaturation model, model #3, was very stable and often resulted
in better estimations of the resulting pore sizes. This model seems to be highly
influenced by the nucleation temperature alone, having very little influence on
temperature profiles after freezing. Because VISF was applied in all tests, cake
variability based on the model would have come from the temperature gradients
during ice nucleation.

Regarding the time required for the simulations and calculations: it was
minimal. The freezing front based models required less than a minute to compute the
parameters and estimate the resulting dpH

values. The primary drying simulation
also only required one to two minutes. The supersaturation model required more
time, but still, using the experimental data, the calculation was done within five to
ten minutes.

The main practical advantage that can be extracted from this chapter’s
results is the possibility to apply ice crystal size prediction models in line. They can
be used to predict the resulting porous structure of the product and then select the
best operating conditions for the primary drying step based on these estimations
solemnly based on experimental IR data of the freezing stage.
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Infrared thermography applied to
the primary drying step
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Chapter 7

Process monitoring

7.1 Infrared monitoring of the primary drying
stage
In freeze-drying processes, after the freezing stage comes the primary

drying stage. During primary drying, the frozen solvent is removed by sublimation.
As this frozen fraction is removed, a dried layer is left behind with residual amounts
of solvent adhered to the dried cake [10]. The evolution of this dried layer can be
representative of progression of primary drying. The sublimation interface position
(Hi) starts at the top surface of the product’s cake, where there is less resistance
to the vapor flow (technically, it should be zero, unless there is a skin layer on
top of the cake). Then, the sublimation interface moves towards the cake bottom.
The closer to the bottom, the higher the resistance to vapor flow. This way, this
sublimation interface profile should present a decelerating trend towards the end
of sublimation. Assuming a unidirectional progression of the sublimation interface,
when Hi reaches the bottom of the cake, it means all frozen layer has sublimated.
After this point, additional heat can be supplied to the dried cake to remove the
remaining adsorbed water during the secondary drying stage.

According to the nature of cake forming agents used, a critical melting
temperature Tm will be defined.If the product reaches a higher temperature than
its threshold one before the frozen layer is removed, ice melting takes place. This
ice melting damages the product structure causing collapse of the cake.

Therefore, accurate temperature monitoring is critical to ensure product
quality of freeze-dried pharmaceuticals. Additionally, the endpoint of primary drying
must be accurately determined to: (i) prevent damage to the product in case it
is done before all ice is removed; and (ii) to minimize operational costs due to
unnecessarily long processing times [151].

According to the current recommendations given by the Guidance for
Industry PAT, product quality must be ensured (i) by design or (ii) through
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adequate process monitoring and control. To these end, an extensive array of
sensors for freeze-drying process monitoring are available and have been described
in Section 1.2.2. Some can be used to determine the end time, like the commonly
used P i

Ba
[26] curve. Other tools can be used for product temperature monitoring,

however, they all present issues. The most commonly used sensors to monitor
product temperature are invasive ones such as TCs and RTDs. These sensor present
issues regarding:

i placement: it is difficult to place the sensor in the correct spot, i.e., in the center
of the vial bottom. Even skilled operators equipped with thermocouple holders
to facilitate the sensor’s placement that have issues [74]. This becomes a major
issue specially in large batches, where more sensors have to be place to properly
monitor the whole batch.

ii reliability: this placement issue affects the reliability of this sensor. Additionally,
the sensor may move during the process and the ice layer does not dry necessarily
in a planar configuration. In these cases, the temperature profile will start to
rise before primary drying is over. This rise happens because the sensor will
monitor the temperature in a spot where sublimation is over; thus the heat being
supplied is being used as sensible heat, increasing the local product temperature.

iii interference: the presence of the sensor has the potential to impact the ice crystal
structure and thus the dry layer resistance and the drying time.

iv destructiveness: invasive monitoring is a destructive monitoring because the
monitored vials are damaged by the sensor’s placement and have to be discarded.

v sterility: last but not least, these sensors may introduce external contaminants
to the batch when places and affect the batch sterility.

Infrared monitoring is a promising tool for freeze-drying process monitoring.
It provides extensive thermal data on the process, which can be used to monitor
the product temperature and to determine the end time without the inconvenience
of thermocouples, whose profiles may rise inadvertently [23].

7.2 Experimental investigation: can IR thermog-
raphy effectively monitor the primary drying
stage?
In Chapter 4 the IR sensor’s effect inside the drying chamber is deemed

insubstantial. Additionally, infrared thermography is evaluated to have good ac-
curacy for temperature monitoring during freeze-drying batches, comparable to
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standard tools such as TCs. Still, IR thermography has a critical limitation which
is its field of view: it can only monitor the product temperature of vials placed in
front of the infrared camera. Additionally, other aspects of infrared thermography
applied to the primary drying stage were not yet explored in this thesis: monitoring
the minimum axial temperature (Ti) with the updated data acquisition algorithm.
Since sublimation is an endothermic phenomenon, tracking the Ti could give the
sublimation interface position and temperature throughout the process. Hence, this
study aims are1:

1. To test and verify if batch representativeness could be improved through a
geometrical approach, the use of a hexagonal array.

2. To further explore the Ti profile and its use for a reliable and consistent
determination method of the primary drying end time.

7.2.1 Experimental setup
The experimental setup, process conditions, vials, and solutions used

were the same as described in Chapter 4, Section 4.1.1. Anyhow, to improve the
readability of this chapter, the setup by vial and the process conditions used are
summarized in table 7.1 and table 7.2 below.

Table 7.1: Setup used by vial size

Table 7.2: General process conditions used in all full cycle tests.

1Part of the results presented in this Chapter have been previously published in [145]
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Batch representativeness

The hexagonal array is used as a batch configuration in industrial applica-
tions because it allows fitting more vials per shelf. Nonetheless, this study evaluates
the use of a hexagonal array also as a way to achieve better batch representativeness.
Using this array, vials having six neighboring vials are formally considered central,
whereas vials having less than that are considered edge vials.

Product temperature and the required primary drying time may change
from vial to vial according to their position in a batch. Those that are more
protected from radiating effects during sublimation will present lower temperature
profiles and a more unidirectional sublimation progression [138]. Based on the Kv

maps presented in Subsection 4.1.2 this was already observed. More exposed edge
vials, having three neighboring vials, presented markedly higher Kv values than less
exposed edge vials, having five neighboring vials. In Figure 7.1, the vials coloured in
green represent those less exposed edge vials that show a closer behavior to central
vials.

Figure 7.1: Graphical representation of the hexagonal array used in this study.
The yellow vials were considered representative of edge vials (≈edge) while the
green colored vials were considered representative of central vials (≈central), which,
formally, should be the blue colored ones.

Because the infrared camera can only monitor the first row of vials an
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approximation was done to try to enrich the IR acquired data. The infrared-based
thermal data acquired from the more exposed edge vials (colored in yellow in Figure
7.1) will be called ≈edge. These profiles will be considered representative of the
temperature profiles of formally edge vials when comparing IR thermal data to
TC data. Meanwhile, IR data acquired from the less exposed edge vials (colored
in green in Figure 7.1) will be called ≈central. These profiles will be considered
representative of the temperature profiles of formally central vials when comparing
IR data to TC-based data.

According to previous modeling, the behavior of the sublimation front is
different between the ≈central and categorical central ones. Figure 7.2 shows the
estimates sublimation front profiles highlighting the vial positions evaluated in the
chapter.

Figure 7.2: Graphical representation of the evolution of the sublimation interface
from the beginning of primary drying (t1) until close to the end (t4) for vials
according to their position in an hexagonal array. Adapted from [138].

From Figure 7.2 is evident that the profiles of ≈central are not equal to
the profiles of categorical central vials, additionally, they are not necessarily planar
[222]. Nonetheless, this is an extrapolation in an attempt to better monitor central
vial temperature profiles using infrared thermography. This approximation was
only used for the IR-based data. All TC thermal profiles and Kv results regard the
formal classification for edge and central vials described above in Subsection f7.2.1.
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Automatic end-time determination

The use of infrared-base data as a novel tool to determine the end time of
primary drying was investigated. From the IR data, several variables with different
physical meanings can be extracted, as described in Subsection 3.3.3. During primary
drying, sublimation is the main phenomenon taking place, which is an endothermic
process. This way, the tracking of the minima along the axial temperature profile
during primary drying may yield information regarding the sublimation interface.
The minimum axial temperature (Tmin) and its position (Hmin) can be inferred to
be representative of the sublimation interface temperature (Ti) and position (Hi)
during sublimation. This way, these two variables were tested to determine the end
of primary drying.

When the sublimation interface temperature increases, it means that all
ice was removed and the heat supplied by the shelf is being used as sensible heat,
increasing product temperature. This way, by tracking the Tmin profile, an increase
in the temperature after the initial primary-drying plateau can be used to determine
the end of primary drying. Using this ascending profile to determine the end of
primary drying with a non-invasive sensor is more promising than doing the same
using invasive sensors due to their issues, related to the probe’s positioning and
cake cracking as already listed.

Additionally, the position of this sublimation interface can also be used to
determine the end of primary drying. When the sublimation interface reaches the
bottom of the vial, it means that sublimation is over because the last frozen layer
was removed. This way, by tracking Hmin, when this profile reaches the bottom of
the vial it would mean primary drying is over.

In order to determine the primary drying in an objective way using the
proposed IR-based variables, Tmin and Hmin, a custom-made MATLAB (MATLAB
R2019b 1994-2020 The MathWorks, Inc) code was developed. The idea was to
remove subjective judgements of the used profiles to determine the end point. To
automatically detect these points-of-interest using derivatives, the curves had to be
first smoothed to remove interference from data noise.

To estimate the end time based on the Hmin, the point of interest would
be when Hmin reaches the vial bottom. However, this profile will not necessarily
reach this point because of the way the variable is acquired. The Hmin profile is
built by the average Hmin position of six lines per vial. The pixel resolution used
corresponds to approximately 4 pixels per 5 mm of cake. The minimum value that
Hmin can reach is the first pixel, corresponding to the bottom of the vial. However,
very rarely all six Hmin values per vial will reach the minimum due to data noise,
and this is even more relevant when using the batch average. Observing the raw
Hmin data, after this profile reached a minimum value, the profile would rise. This
rise can be indicative of the shelf heating the bottom of the vial because all frozen
layer was removed. Using the fitted data for all tests, however, the best way to
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delimit a corresponding point was by fitting Hmin to an exponential function and
defining the endpoint using a threshold value. This value worked for all tested vial
sizes and was equal to 0.005 (no dimension as it is relative to the adimensional cake
high, H). A graphical representation of this algorithm can be seen in Figure 7.3.

Figure 7.3: Representation of the algorithm used to automatically determine the
end time based on the fitted/smoothed (a) Hmin, (b) Tmin and (c) P i

Ba
profiles. The

circle represents the inflection point detected by the (b) maximum or (c) minimum
of the first derivative. The squares represent the points defined to build the tangent
line, plotted in dashed light gray.

The smoothingspline is a build-in MATLAB function that smooths the data
by fitting a set of intersecting polynomials to the curve while the smoothness can
be controlled by a smoothing parameter. The Tmin profile was smotheed using the
smoothingspline with the default parameter set [223]. The fit was calculated using
The Tmin-based endpoint was determined by first identifying maximum value for the
first derivative of the smoothed curve. This point reflects the inflection point after
primary drying. This inflexion point occurs because, while there is ice in the cake,
the heat being supplied by the shelf is used as latent heat for sublimation. Thus,
the temperature remains almost constant, forming the first plateau. Once all the ice
sublimated, the heat being supplied is used as sensible heat, increasing the product
temperature until around shelf temperature, where it reaches an equilibrium and
observed by the second plateau. Then, a tangent line was constructed based on two
points: one 2 hours before the inflection point and one 2 hours after the inflection
point. Using a tangent based on inflection points to determine points-of-interest is
an often used methodology [224]. The end time using the Tmin profile was defined as
the intersection point between this tangent line and the upper temperature plateau
of the profile.

To verify the validity of using these two IR-based proposed methods using
the Tmin and the Hmin, the P i

Ba
curve was used as a reference method. Additionally,

the primary-drying duration according the the average batch Kv was included in the
evaluation. This method calculates the required drying time to sublimate all water
in the product. This is calculated based on the one-dimensional models presented
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in Subsection 4.1.1. All heat exchange and mass transfer equations pertinent were
described in Subsection 4.1.1 are further described in Subsection 7.2.1.

The P i
Ba

curve was smoothed using the same function used for Tmin. The
method was also the same: identifying the inflection point and constructing a
tangent line based on two points 2 hours before and after this inflection point. The
difference is that for the P i

Ba
curve, the inflection point of interest in the point with

the minimum value for the first derivative. Then, the intersection of the tangent
with the first plateau was defined as the onset time and the intersection with the
second plateau, after a few hours of primary drying, was defined as the offset time.
In previous studies, the cake presented collapse when stopping the cycle after the
onset and after midpoint. The product only had a good appearance, without evident
collapse, after the offset point using the Pirani sensor profile [26].

Heat and mass transfer models

The primary drying process of vials exchanging heat directly with the
heating/cooling shelf can be adequately described by one-dimensional models [149].
Using the equations and assumptions presented in Subsection 4.1.1, Kv, Rp, Jq and
Jw can be determined.

The heat exchange coefficient varies with the geometry and size of the used
vial and on the chamber pressure. The shelf temperature setting and the solution
used has an insignificant effect over this parameter [225]. This way, Kv can be
described as a function of the chamber pressure for a given vial setup as illustrated
in Equation 7.1 [87]:

Kv = aKv + bKvPc

1 + cKvPc

(7.1)

The Kv fit coefficients bKv, cKv provide the conditional relation between
Kv and Pc while and the influence of the equipment on these coefficients can be
ignored. The aKv coefficient describes the dependence of Kv on the equipment used
and on the vial position [149].

Once Kv is known, Jq can be calculated using 4.1. Knowing Jq and ∆Hs,
Jw can be calculated through Equation 4.1. Assuming chamber pressure to be
uniform, pw,c is equal to the capacitance gauge chamber pressure measured value
and calculating pw,i by Equation 4.2, Rp can then be calculated.

Rp has a dependence on the dried cake thickness (Ldried) and can be
described using Equation 4.8, as described in Subsection 4.1.1.
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Statistical analysis

The comparisons made always confronted mean values from two groups at
a time as presented in Chapter 4. This way, the data was evaluated using the same
statistical method and considerations described in Subsection 4.1.1.

7.2.2 Results and discussion
Batch representativeness

In Chapter 4 the camera was found to have an insignificant impact on
batch dynamics and the accuracy of the infrared-based data based on the average
bottom temperature profiles was verified. In this experimental investigation sec-
tion, the infrared thermal profiles are further investigated to evaluate the batch
representativeness of this monitoring tool. Figure 7.4 displays the average bottom
temperature measured per vial for the 4R vials as described in Subsection 4.1.2.
The first point to be noted is the consistently lower temperature measured for the
less exposed vials (≈central) compared to the more exposed ones (≈edge). This
overall lower temperature was the first indicator that the hexagonal array approach
might help improve batch representativeness by assuming:

IR T≈central
∼= TC Tcentral (7.2)

Figure 7.4: IR bottom temperature profile per vial. The first vial is the leftmost
one and the last vial, the rightmost one from the camera’s perspective.

Based on the profiles presented in Figure 7.4, the ≈central infrared-based
profiles were used as representative of the thermal profiles of central vials in a batch.
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In Chapter 4 the batch averages were compared, in this chapter the mean ≈central
IR profiles are confronted to the mean central TC profiles and the mean (≈edge)
IR profiles are confronted to the mean edge TC ones. These comparisons can be
found plotted in Figures 7.5a, 7.5b and 7.5c.

(a) 20R (b) 6R

(c) 4R

Figure 7.5: TC edge and central Tbottom profiles confronted with the IR ≈edge and
≈central Tbottom profiles.

As mentioned in Chapter 3, the IR sensor cannot accurately monitor
temperatures during the lowest temperature interval of freezing. Disregarding the
profiles below 243 K, the ≈central average temperature profiles were in very good
agreement with the thermocouple-based central vial profiles. The deviations on the
measurements were within the ± 1 K accuracy of the sensors. The average ≈edge
profile however presented differences reaching up to 5 K in the very beginning of
primary drying which then became 3 K for 4R vials. After this initial interval, the
differences were minimal. For the 20R vials some discrepancies were also observed,
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but in the order of 2 K while these profiles for the 6R vials presented an extremely
good agreement.

Kv model parameter

The precision of the infrared thermal profile will affect the Kv precision.
Figure 7.6 shows the edge and central Kv values calculated using the ≈edge and
≈central IR-based thermal profiles in the calculation. These values were all in
extremely good agreement to the thermocouple-based calculated values for all vial
sized tested. The biggest discrepancy was observed for the edge vials of the 20R
batch, presenting a deviation from the thermocouple-based value of 9.6%.

(a) 20R (b) 6R (c) 4R

Figure 7.6: IR-based average ≈central and ≈edge Kv values compared to TC-based
ones.

Figure 7.7 shows the distribution map of the Kv values calculated for each
vial in a batch. The map presented in this chapter has one particularity on the first
row Kv values. Because the infrared camera allows the easy and non-destructive
collection of the thermal profile of all front-row vials, the Kv of each vial in this
row was calculated using the individual thermal profile acquired with the IR sensor.
The other vials formally regarded as edge vials had their Kv calculated using the
≈edge IR profile while the central vials were calculated using the ≈central infrared
thermal profiles.

Comparing Figure 7.7 to Figure 4.5 (Kv map of the same batch but based
on thermocouple profiles) the advantages of the additional thermal data from the
infrared sensor become clear. The pronounced higher temperature profiles observed
for the leftmost vials (possibly due to the equipment’s electric panel) reflected
in even higher Kv for those vials. This helped make clear that the batch in this
equipment may be skewed towards that vial position. This knowledge is important
for process design to be able to develop conservative cycles to preserve product
quality for the while batch. Or, to know by default that the thermal profiles of vials
in a certain position are not representative of the rest of the batch and those vials
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(a) 20R (b) 6R

(c) 4R

Figure 7.7: IR-based Kv map. The Kv values of the front row vials were calculated
using the individual vial thermal profile. For all edge vials the ≈edge IR-based
Tbottom profiles were used while for central vials, the profiles used were the ≈central
IR-based Tbottom ones.

must be discarded if aggressive cycle conditions are preferred to reduce processing
costs.
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Automatic drying endpoint determination

Freeze-drying is a costly process and, to reduce costs, process optimization
becomes very important [226]. Several tools are available to determine the end-
time, but they all present their own limitations or can only partially determine the
end-time, presenting wide variability ranges.

IR thermography, as a non-invasive method, presents many advantages
regarding temperature monitoring until the end of primary drying. Invasive sensors
typically present issues as previously discussed. The IR-based profiles show a more
consistent behavior in terms of the rise time interval than thermocouples, as can
be seen in Figure 7.8. The interval between the first TC shows a profile rise until
the last reaches the final temperature plateau is from 16 hours until 28 hours. The
same interval for the IR thermal profile data ranges from 20 hours to 28 hours.
This consistency motivated the use of IR temperature profiles to estimate the end
time more effectively. If IR thermography, differently from TCs, exhibits a rising
temperature profile towards the end of primary drying in a consistent way, it could
be used as a reliable primary drying end time determination method. That means,
if the IR measurements are less affected by small interference factors like positioning
of the sensor, cake breakage amongst others. However, the limitation of monitor the
vial glass, which in in contact with the external cake layer also poses its limitations.
The outer cake also tends to have its ice removed faster than the inner core of the
cake, which cannot be monitored by the IR sensor. This is particularly expressive
precisely in edge vials, the ones monitored by the infrared camera.

Figure 7.8: Product temperature profile rise of IR-based and TC-based profiles.

This way, Figures 7.9, 7.10 and 7.11 show the Hmin, the Tmin and the P i
Ba

signals. These figures also show the resulting fitted or smoothed curve and the
potential end-times based in each signal using the automated code developed to this
end.
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Figure 7.9: Different signals to identify primary end-time for 20R vials. The “x”
markers indicate potential end-time points for primary drying for each signal.

The Hmin profile remained close to its minimum value until the end for
the 20R batch ( Figure 7.9). However, the Hmin profile reaches its minimum after
approximately 21 hours for the 6R vials (In Figure 7.10). After this, Hmin remained
between this minimum and approximately a 0.5 value until the end. This behavior
was also observed for the 4R vial batch (Figure 7.11.

As expected, the Hmin raw data profile presents an increase or noisy
behavior after it reaches its minimum. This trend can be used for a subjective
evaluation of the end-time based on this profile. However, the main idea is to
propose an automatic method. This way, the curve fit plus the threshold value
seemed to work best as the Hmin estimated durations were very close to the ones
estimated by the onset time using the P i

Ba
method. The closest one was for the 20R

vials, representing a 5% difference relative to the P i
Ba

. The estimation for the 6R
vials diverged the most, representing a 18% difference relative to the P i

Ba
method.

The use of the fit and threshold value allowed a standardized application of this
method.

Table 7.3 shows the estimated drying times using all proposed methods.
Additionally a Kv-based end time estimation was included. This estimation was
done using the one-dimensional heat exchange models presented in Subsection 4.1.1.
These models are used to determine how much time would be needed to sublimate
all water based on the shelf temperature, an estimated product temperature and
Kv.

To examine the results presented in this subsection, a discussion regarding
what is practically being monitored by the infrared camera is required. As described
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Figure 7.10: Different signals to identify primary end-time for 6R vials. The “x”
markers indicate potential end-time points for primary drying for each signal.

Figure 7.11: Different signals to identify primary end-time for 4R vials. The “x”
markers indicate potential end-time points for primary drying for each signal.

in Chapter 4, the camera monitors the outer vial wall, in thermal equilibrium
with the product immediately inside. Assuming the sublimation interface to move
unidirectionally works well for most of the cake, however, it is not a good approxi-
mation towards the end of drying. Figure 7.2 shows the modeled evolution of the
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Table 7.3: Estimated primary drying end-times in hours, based on different signal
indicators.

sublimation interface as presented by Gan et al. [138] where this can be seen in
detail.

This way, when the Hmin reaches the minimum using the infrared camera,
it means that the frozen fraction was sublimated for the outer cake layer. The last
frozen fraction is in the core of the cake and cannot be practically observed by the
infrared sensor. That is why the Hmin estimated drying times are shorter than the
drying times estimated by the other methods. Comparing the Hmin to the reference
methods, Kv and P i

Ba
the discrepancies reached up to 40% for 20R vials. The Hmin

presented smaller differences for the smaller vial size, 4R, because when sublimation
is over for the outer cake layer, it is also close to be over for the inner cake core.
This way, the differences for the 4R vials were 12.7% relative to the Kv-based value
and 13.6% relative to the P i

Ba
onset time.

Still, the radial temperature gradients in the vial towards the end on
primary drying are small for the fill volumes used. This way, the Tmin profiles
were still representative of the product temperature. The primary drying durations
estimated by this method were in great agreement to the reference method, P i

Ba
.

The Tmin end-times always seemed to lay between P i
Ba

onset and offset times and
were very close to the Kv estimated durations. These differences between the end
times estimated using the average Tmin profiles compared to the Kv estimations
ranged from 4% (for the 6R vials) to 20% for the 4R vials. Using the average vial
temperature would probably not yield such good results because the difference in
time for the rising profile of different parts of the cake would cause noise. Practically,
when this was done, many times the inflection between the two plateaus was not
clearly defined, instead, the whole temperature profile showed a gradual consistent
rise during the whole batch. It could be attempted nonetheless.

To take advantage of the hexagonal array for better batch representation,
≈edge and ≈central Tmin profiles were presented separately to estimate the end of
primary drying for central and edge vials. It can be observed that the ≈central
Tmin estimated duration was very close to the P i

Ba
offset signal. The best agreement

was for the 4R vials, representing only a 4% difference relative to the P i
Ba

offset
signal. The worst correspondence was for the 6R vials, representing a 17% difference.
This correspondence demonstrates the potential of this method as an consistent
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alternative tool for primary drying end-time estimation. Additionally, even after
≈central vials have completed sublimated, the actual central vials behind them may
have a cooling effect over the front row vials until they also finish sublimating. This
may also be an explanation to why using this approach resulted in good estimations
of the end point of primary drying.

7.3 Conclusions
This chapter evaluated the IR camera’s batch representativeness for tem-

perature monitoring, heat exchange coefficient estimation primary end-time determi-
nation. The assumption made considering less exposed edge vials as representative
of central vials worked well to improve the batch representativeness based on infrared
thermal profiles. It is not perfect and it cannot truly represent central vials, but
it is an approximation that worked well. The heat exchange parameter Kv for
central and edge batch conditions was adequately calculated using these ≈central
and ≈edge IR-based profiles.

The end time determination method based on the Hmin did not work very
well. The times determined by this profile were always shorter than the required
time and this discrepancy increased with the increase of the vial radius. The Tmin

profile, on the other hand, offered a great alternative to accurately determine the
end of primary drying using the developed automated tool.
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Chapter 8

Design space determination

8.1 Introduction
A key concept in the Quality by Design paradigm is the design space

(DS). The DS is a multi-dimensional space which includes different combinations of
processing variables that will guarantee product quality and production efficiency.
The design space is outlined as a combined analysis of, product temperature,
sublimation rate, shelf temperature, and drying chamber pressure. The limits of
the DS describe the conditions that would process the formulation under aggressive
cycle conditions, on the edge of optimization but on the limit of affecting product
quality (if any parameter moves out of the control charts during processing). Other
DS limits are determined by the equipment, including the cooling, heating, and
condenser capacity or the limitation to remove the water vapor flow within the
system. The definition of this design space ensures a complete understanding of the
product and process.

The Food and Drug Administration’s Quality by Design initiative is a new
regulatory philosophy based on predefined quality goals and a deep understanding of
the interplay of formulations and processes to influence critical quality characteristics
of pharmaceuticals. This understanding is based on prior knowledge of device
operations used in manufacturing a product, experimental data from development
work, and published literature. Many presentations are based on the empirical
determination of performance criteria from the analysis of experimental data.

During primary drying, product temperature should be kept below the
formulation’s critical temperature. This critical temperature usually is the glass
transition temperature (T ′

g) for amorphous systems or the eutectic point (Teu) for
crystalline ones. Suppose this threshold is surpassed, changes in the porous cake
structure may affect product solubility, drug activity, and overall product quality
[26]. In some cases, such as nanoparticle suspensions [227], highly concentrated
proteins [228] or the combined use of crystalline and amorphous bulking agents,
surpassing the critical temperature may present macro collapse, while not necessarily
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affecting product quality [229]. Nonetheless, it is crucial to determine and employ
the operating conditions that will ensure product quality is preserved.

The DS is made by the set of operating conditions that ensure product
temperature to be below its threshold value (Example in Figure 8.1. These conditions
change according to the batch configuration and equipment characteristics. These
operating conditions are the chamber pressure (Pc) and the shelf temperature
(Tshelf ). The Pc defines the vapor pressure that must be achieved for sublimation to
occur, and the Tshelf provides the heat for sublimation.

Figure 8.1: Example of a design space that shows the resulting product temperature
that will be obtained according to the operating conditions.

The chamber pressure has a complex effect on the product temperature
and sublimation rate. On the one hand, higher chamber pressure reduces the driving
force of water vapor transfer from the product ice interface to the chamber. This
driving force is defined as the difference between the pressure at the ice interface
within the product and the chamber’s pressure. On the other hand, this higher
pressure also increases the heat transfer rate by increasing the thermal conductivity
of the gas in the narrow space between the shelf surface and the bottom of the
vial. This effect increases the temperature of the product, which in turn increases
the vapor pressure of the ice inside the product that increases the water vapor
pressure at the ice interface. This condition increases the driving force for the
flow of this water vapor from the product into the chamber. Within the chamber
pressure range used for drugs, the net effect of higher chamber pressure is usually
to increase product temperature and product sublimation speed. This net effect
tends to be the case because the improved thermal conductivity provided by the
higher pressure outweighs the negative effect on the sublimation speed to reduce
the driving force of water vapor flow from the product to the chamber. Therefore,
for the most efficient processing, it is desirable to operate at the highest possible
processing temperature and the lowest chamber pressure that will maintain the
product’s target temperature during initial drying.

It is essential to see the development of products and processes as an
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integrated procedure and not as independent activities. When working in the cycle
design for product, the developer needs to know what equipment will be used to
process the product and the requirements for development.

To minimize the time-to-market for a given product, it is, therefore, nec-
essary to quickly identify a suitable couple of values of Pc and Tshelf that allow
obtaining the desired quality for the final product. Additionally, it must be remarked
that primary drying alone was found to represent about 70% of the operational costs
using an industrial freeze-dryer. Still, the operational costs represent less than 15%
of the total expenses, which includes capital ones. Reducing the required processing
time increases productivity which in turn reduces the capital costs per cycle [28].

Thus, the operating conditions that maximize the sublimation rate are
preferred because they speed up the cycle duration [230]. The sublimation flow
is typically measured via gravimetric tests, weighting the vials before and after
sublimation to determine the mass of water that sublimated during a time interval,
as described in Appendix B. Other tools such as TDLAS or methods such as the
pressure rise test may be used. Obviously, the solvent flow rate must be compatible
with the freeze-dryer condenser capacity. The characteristics of the duct connecting
the chamber to the condenser must be considered as well to avoid choked flow [26,
94, 231]. Thus, these optimal operation settings must be carefully selected within
the design space.

8.1.1 Design Space determination approaches
The operating settings for a given product are generally determined through

extensive experimental work and, unfortunately, sometimes simply by trial and
error [79]. The correct understanding of the heat and mass transfer mechanisms
during freeze-drying allows determining the optimal operating conditions with just
a few runs. In-line process design is also possible if appropriate monitoring tools
are available. These tools should allow reliable product temperature monitoring
and determination of the residual moisture present in the product. These tools help
characterize the heat-flux from the shelf to the product and the mass flux from the
sublimation interface to the chamber [232].

Empirical and mechanistic approaches can be used to obtain the design
space. A non-expert practitioner can perform an empirical study. However, such an
approach requires many time-consuming experiments to determine the relationship
between the operating conditions and the resulting process. Besides, this approach is
only valid in situ, which limits the scalability of the results found at lab-scale, where
these experiments are typically carried out [22, 233]. On the other hand, mechanistic
approaches allow scale up. This approach requires mathematical modeling of the
product temperature, water vapor flow, and drying time throughout a process as
a function of the chamber pressure and shelf temperature [234–237]. Such models
are based on heat and mass transfer balances. They can be used once parameters
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like the global heat transfer coefficient (Kv) and the cake resistance to vapor flow
(Rp) are known. When this latter approach is used, fewer experiments are needed
to obtain a comprehensive design space for a product, compared to the empirical
approach. Nonetheless, even when using a mechanistic approach, the design space
determination for a formulation is a time-consuming task.

The gravimetric method [235, 238, 239] is regarded as the standard method
to obtain Kv. However, many alternative methods have been proposed. In fact, if
reliable product temperature monitoring and primary drying endpoint determination
tools are in place, non-gravimetric Kv estimations can be obtained. Many of the
alternative methods are based on the pressure rise test (PRT) using different
algorithms varying in complexity. Some of this methods are the Pressure Rise
Analysis (PRA) [85]), the Manometric Temperature Measurement ([86], Dynamic
Parameters Estimation Methods (DPE) [240] and DPE+ [87]. Other approaches
presented were based on a heat flux sensor [81] and Tuneable Diode Laser Absorption
Spectroscopy (TDLAS) [82, 83, 241] to cite a few. Some advantages can be obtained
with these tools, for instance, the determination of Kv at different pressures in the
same run using a heat-flux sensor. The main drawback is that a mean value of Kv

is obtained for the batch without differentiating between the central vials (heated
just through the shelf) and the edge vials (also heated through other mechanisms,
e.g., radiation from chamber walls and door) [239]. In contrast, gravimetric tests
provide a very detailed picture of the system. As far as Rp is concerned, it may be
estimated as well as by means of PRT-based algorithms [87, 236], through TDLAS
[242], or using the product temperature measurement in a run [243].

8.1.2 Mechanistic DS determination methods
To employ a mechanistic approach for design space determination, some

process parameters must be first estimated. The model parameter Kv must be
determined as a function of chamber pressure, as presented in Equation 7.1. Hence,
at least three gravimetric tests must be carried out at different pressures as described
in Fissore et al. [22]. These gravimetric tests can be performed with water to save
formulation material and preparation time as the solution composition does not
affect the resulting Kv [235].

For Rp estimation, at least one complete primary drying cycle should be
performed for the target formulation. It is vital to ensure that product temperature
is kept below the threshold value for that product during this test. Otherwise, cake
collapse takes place, leading to misestimation of the Rp profile. If this happens,
product temperature during primary drying will also be misestimated, and the
resulting design space will not ensure product quality [233].
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Primary drying simulation

To simulate in silico the process as it progresses and calculate Tbottom

according to how much frozen cake is still left, Equation 8.1, i.e. the steady-state
heat balance for the frozen product layer [142], can be used:

Tbottom = Tshelf − 1
Kv

(︄
1
Kv

− Lfrozen

kfrozen

)︄−1

(Tshelf − Ti) (8.1)

The sublimation interface temperature, Ti, is calculated recursively together
with pw,i and Rp, using Equations 4.1, 4.2 and 4.3 and Equations 4.8 and 8.1 for
each integration interval. Twenty-second intervals were used in the simulations
dome for this thesis. Once Ti is found, Tbottom can be calculated for any stage of
freeze-drying, i.e., for any given percentage of frozen cake left.

Defining the design space

The Tshelf and Pc combinations that will ensure product Tbottom to be below
the formulation critical formulation value can be calculated once these parameters are
properly computed. Equations 4.2, 4.3 and 4.4 can be used to this end, determining
the possible Tshelf and Pc combinations for each and any point of the primary
drying progression, defined by the residual Lfrozen. This way, for each pressure
value being considered in the design space, the product Tbottom for the regarded
Lfrozen is calculated by testing different Tshelf values. Thus, the Tshelf values
that ensure product Tbottom to be below its threshold limit comprise the design
space for that pressure and considered Lfrozen value. The threshold limit, i.e., the
maximum allowed temperature for the case-study formulation, is usually the T ′

g or
Teu. Additionally, once the Tshelf and resulting in Tbottom values for each pressure
are known, Jw for any desired Lfrozen can be calculated for the whole design space.
Knowing Jw can be used to further optimize the process duration by choosing the
conditions within the design space that will maximize the sublimation flux.

It is important to point out that, since Rp has a dependence in Ldried

the predicted Tbottom values for different Tshelf and Pc combinations will also vary
according to the Ldried portion considered. Since Rp reaches its maximum value
towards the end of drying, so does Tbottom. Fissore et al. [244] proposed the
estimation of a design space including the Ldried as a third coordinate to account
for this dynamic behavior. In this study, a static environment is considered, i.e.,
one single Tshelf for the whole primary drying stage. To this end, all calculations
are based on a critical Tbottom value using as a reference the moment when only 10%
of frozen cake remains.

The use of a dynamic parameter estimation algorithm [51], manometric
temperature measurement [245] and the use of a combined statistical and mechanistic
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approach [246] were proposed for design space estimation. However, using a pilot-
scale or lab-scale freeze-dryer equipped with thermocouples to monitor product
temperature is still the most common tool used for the mechanistic approach.
Typically, three gravimetric tests are performed for Kv estimation and one for
Rp, as described above. If done in a research and development environment, one
extra experiment on the industrial freeze-drying equipment is required to scale up
the process. However, such experiments can be time-consuming, which increases
operational costs. A sampling plan may be implemented to reduce the effort of
performing gravimetric tests considering that these batches typically have a few
hundred vials. However, the vial-weighting steps required for the gravimetric
tests are still laborious even with such sampling plans. Additionally, inadequate
thermocouple placement many times compromises batch monitoring if a non-expert
performs this task [74].

8.2 Experimental investigation: Can IR be im-
plemented as a novel PAT for Design Space
determination
The main objectives of this chapter are to evaluate if the infrared camera

can be used to determine the parameters Kv and Rp in a easier, less laborious way.
If these parameters can be properly determined, a mechanistic approach for the
design space determination can be built and verified.

Alongside with the IR sensor, another novel tool was included in the
investigation: a MicroFD. The MicroFD was included to enrich the discussion
regarding novel approaches for design space determination, proposing, evaluating
and comparing novel alternative tools. Its main advantage is the tiny bath size.
More details about this device can be found in Appendix A. In any case, this
equipment hold a very small number of vials and its main advantage is that is has a
temperature-controlled ring surrounding the batch, that can be used to simulate
central or edge batch conditions of larger batches. Thus, it emulates larger batches
and allows further investigating them while requiring much less time and effort.

Hence, two new methods for design space determination are presented
ahead, based on the following devices:

1. An Infrared camera for monitoring a lab-scale freeze-dryer to (i) obtain Rp,
and (ii) a non-gravimetric Kv estimation using the non-invasive monitoring
tool.

2. A micro freeze-dryer, to obtain the model parameters Rp and Kv using fewer
vials than usual.
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As a base for comparison, the standard method used for mechanistic
approaches is also presented. Which consists of using a research and development
scale freeze-dryer, equipped with thermocouples for temperature monitoring. This
way, the model parameters and the resulting design spaces obtained through the
innovative methods are compared to those obtained using the standard methods.
This comparison aims to verify their applicability.

Central vials correspond to more than 90% of the vials in industrial batch
processes. Thus, this study does not present the design spaces for edge vials with
five or fewer neighboring vials. Instead, the design spaces obtained targeted central
batch conditions. Additionally, two different systems are evaluated, an amorphous
and a crystalline one. Central batch conditions are those applicable to central
vials in a batch, i.e., those with at least six neighboring vials. The advantages and
limitations of each novel approach will be discussed ahead in the Chapter1.

8.2.1 Methodology
Proposed Methods

Three methods of which two are novel approaches were investigated. The
idea was to compare them when obtaining the design space for central batch
conditions using 6R vials. These DS were obtained in a research and development
level and would require one extra test in an industrial scale freeze-dryer to be scaled
up, using any of the three methods presented ahead.
Reference method Design space estimation for central vial conditions using a

lab-scale freeze-dryer (REVO) was performed. Each batch had 210 vials
in a hexagonal array (14 rows with 15 vials each, 156 central vials). Six
thermocouples were placed in central vials for temperature monitoring. Figure
8.2 illustrates the batch configurations used for each of the tested methods.

IR-based method In Chapter 7, the use of an infrared sensor to monitor batches
with up to 157 vials in the REVO freeze-dryer was verified. An hexagonal array,
exploiting the approximation IR-based ≈central vials ∼= TC-based central
vials thermal profiles was implemented. This approximation should allow the
estimation of model parameters, Kv, and Rp, for central batch conditions with
reasonable accuracy. Additionally, through monitoring of the sublimation
interface temperature (Ti) during primary drying, a consistent determination
of the endpoint was achieved in Chapter 7.
Based on Chapter 7 results, the whole design space can be obtained without
gravimetric tests by monitoring three complete cycles using the desired formu-
lation. The Kv and Rp values are obtained based on the Ti profiles of these

1Part of the results presented in this Chapter have been previously published in [247].
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Figure 8.2: Illustration showing the setup used for each of the proposed methods:
(a) the reference method, (b) the IR-based method (both in the REVO freeze-dryer),
and (c) the MicroFD method.

vials, regarded as representative of central batch ones. Equation 4.5 and Equa-
tion 4.6 can be used to calculate Kv. Hence, assuming complete sublimation
of the water present in the monitored vial and determining the primary drying
duration by the Ti infrared-based method. Rp is directly obtained based on
the Ti profiles of the monitored vials as previously discussed.
Using the same equipment and settings, no significant differences were reported
for the central Kv values between these smaller IR-monitored batches and
large thermocouple-monitored ones. One hundred five vials were used (14
rows with 7 or 8 vials each, 66 central vials) because some space is required
to place the infrared sensor inside the chamber. Since the front row has 14
vials, this estimation is based on the profiles of the six more shielded vials in
this row. This low number of samples could be a limitation to this method.
However, the results for all tested conditions were satisfactory as reported
ahead.

MicroFD method As mentioned, the MicroFD has a temperature-controlled ring
surrounding its tiny batch called LyoSim (see Figure A.3 in the Appendix
A). A LyoSim offset temperature 5 K lower than the monitored product
temperature resulted in good batch homogeneity [95]. Moreover, this offset
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setting was found to be a good emulator of central batch conditions in the
REVO freeze-dryer [150]. This -5 K setting was also found to represent well
the temperature profiles, and Kv values of central batch vials in another freeze-
drying equipment of similar scale, the LyoStar III lyophilizer (SP Scientific,
Warminster, PA, USA) [243]. The traditional three gravimetric tests (for Kv

estimation) and a complete primary drying cycle (for Rp estimation) should
be performed to determine the design space using the micro freeze-dryer.
However, since the batch has a minimal number of vials (19 in this case using
6R vials), the task becomes much easier, less time-consuming, and requires less
formulation material than normally. The MicroFD may also be equipped with
a heat flux sensor (AccuFlux), allowing direct measurement of the heat flux
to the product in the vials. With such a tool, vial weighing may be avoided,
thus further simplifying the experiments. This tool, however, was not used
because of operational issues. Thus, Kv was estimated gravimetrically and Rp

based on Equation 4.1 and Equation 4.2.

Design of experiments

For all methods, the Kv estimation as a function of pressure was performed
at 8, 13, and 26 Pa. The Rp profile for sucrose solution was obtained using a 253.15
K shelf temperature and 8 Pa chamber pressure setting, while for mannitol, it was
obtained using 273 K and 13 Pa.

As mentioned, the critical temperature depends on the nature of the
formulation. Additionally, the tolerable final product quality must be considered.
For 5% sucrose, Horn and Friess reported a T ′

g of 239.45 K [229]. If small micro
collapses are allowed, a maximum product temperature value of up to 241.15 K could
be accepted for sucrose solutions [149]. In this study, the threshold temperature for
sucrose was defined as 240.15 K.

Mannitol formulations usually form stable cake structures, resulting in
elegant final products with no noticeable shrinkage. Nonetheless, mannitol systems
may present different polymorphs together with an amorphous phase [147]. A 10%
crystalline mannitol formulation presenting α-mannitol and β-mannitol polymorphs,
with the former as the most abundant one, was found to have a melting temperature
of 251.65 K [148]. For pure amorphous mannitol, i.e., not in solution, a 286.15 K
collapse temperature was reported [147].

Through Differential Scanning Calorimetry (DSC) analysis, a 10% amor-
phous mannitol formulation was found to have two T ′

g points, one at 238.15 K
and one 248.15 K [187]. This formulation also showed a subsequent crystalliza-
tion exothermic peak. This trend shows the strong tendency of mannitol towards
crystallization which makes it a stable cake forming agent [187, 248]. Melting for
this formulation was observed near 273.15 K, which was attributed to ice melting.
Since lyophilization operates below the water triple point, this melting transition
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should not affect freeze-dried formulations. Still, lyophilization is generally used for
heat-sensitive molecules. For this reason, a threshold value of 258 K was chosen for
the design space calculation of the 5% mannitol solution.

Statistical Analysis

Statistical analysis was used to compare the Kv values obtained through
the proposed tools to the reference method (gravimetric tests in the REVO freeze-
dryer, using thermocouple measurements). The evaluations always compared the
values in pairs. This way, they were analysed as described in Subsection 4.1.1:
testing the normality of the values and subsequently comparing the group values
using two-tailed, two-sample t-tests, assuming an unknown variance with a 99%
confidence interval.

8.2.2 Results and discussion
Model Parameters for design space calculation

The ability of the proposed tools to accurately obtain the model parameters
must be verified to evaluate their applicability for design space estimation. These
critical model parameters are the Kv values at different pressures and Rp values
for each tested solution. The resulting design spaces should be satisfactory if the
key parameters found using the proposed devices are comparable to those obtained
through the reference method.

The average Kv values found in each system under the tested pressures
were all comparable, as illustrated in Figure 8.3. Compared to the reference method,
the most pronounced differences were observed when using the IR-based method.
These differences were 6.3%, 8.4%, and 8.1% for 8, 13, and 26 Pa, respectively.
The micro freeze-dryer’s differences were minimal for 13 and 26 Pa, representing
respectively a 1.3% and 2.4% difference. For 8 Pa, however, it reached a 6.5%
difference when compared to the reference method. Nonetheless, using the statistical
analysis via t-tests, the global heat exchange coefficients found using the MicroFD
and the IR-based method were not statistically different from the values obtained
in the REVO freeze-dryer using the gravimetric test (p > 0.01).

Once the Kv determination obtained through the novel tools was evaluated
and found to be in good agreement with the values found using the reference method,
the accuracy in Rp determination for each tested formulation was examined. As
investigated by Scutellà et al. [154], the product temperature during drying is
affected by the cake resistance to vapor flow. The whole purpose of calculating
the design space is to ensure product temperature stays below its threshold value.
Thus, correct Rp determination is of crucial importance. Since the Rp calculation is
based on product temperature, the resulting profiles using the different proposed
tools will be similar if the product temperature profiles are comparable. One of the
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Figure 8.3: (a) Kv values with curve fit using Equation 7.1. (b) Bar chart for Kv

values to evidence the standard deviation represented by the error bars.

most critical aspects of the observed Rp profiles is the maximum value it reaches.
This maximum will also determine when the maximum product temperature will
be observed, thus representing a critical control point for a given formulation.

Figure 8.4 presents the Rp results found for each solution. For all tested
tools, the Rp profiles were comparable, i.e., they are within the same order of
magnitude, and the values are quite correspondent. The observed Rp profiles are
also in agreement to previously found values for 5% sucrose and 5% mannitol [48].
The difference in the profile behavior observed for sucrose and mannitol is due to
the presence of micro-collapses. Sucrose typically presents micro-collapses in the
dried cake and exhibits an asymptotic behavior after reaching a certain resistance.
Mannitol, on the other hand, does not typically present micro-collapses and the
behavior is more linear. This means that when using the Rp fit (Equation 4.8),
the Brp term for sucrose will be large while it will be very low and even zero for
mannitol. These observations and results regarding the Rp profile are in agreement
with previously reported results [242]. The thermocouple-based temperature profiles
are unreliable towards the end of primary drying as discussed in Subsection 7.2.2.
The raw Rp profiles observed in Figure 8.4 rise before the completion of sublimation
for all tested tools. That is why the fitted curves (Equation 7.1) are very handy
in process calculations to estimate the effective Rp profiles and resulting product
temperatures during a process.
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Figure 8.4: Calculated and fitted Rp profiles for (a) 5% sucrose using 8 Pa and
253 K shelf temperature and for (b) 5% mannitol using 13 Pa and 273 K shelf
temperature. The light grey lines represent the raw data (Equation 4.7) and colored
thicker lines represent the fitted values (Equation 4.8).

The duration of the process using each tested method does not impact
directly the design space calculation but it can give a good indication regarding
the equivalence between the tested systems. Suppose the global heat exchange
coefficient and cake resistance to vapor flow are similar between systems, then, so
should the overall process duration be. As seen in Table 8.1, based on the P i

Ba
curve

onset and offset points, the primary drying durations were all in good agreement.
The onset time represents when drying is complete for several vials in the batch,
but not yet for all of them. By the offset point, drying should be complete for all
vials in a batch. It is essential to compare the onset and offset times together due to
the large variability intrinsic to this end time determination method. These points
vary according to batch size, drying conditions, and equipment characteristics [23].
Thus, they are not the same as the chamber volume and vacuum pump are different
between the REVO and MicroFD.

Additionally, when the IR sensor was used, the batch size, and consequently
the total solvent volume, was half the size of the full REVO batch. The time
difference between the onset and offset signals comes from the batch heterogeneity
and it also increases with batch size. Additionally, the P i

Ba
signal was found to

start decreasing when the sublimation rate becomes smaller than a threshold value
of 2.10−6kg.s−1, which may vary according to the equipment and its design [23].
This way, considering the intrinsic variability of the P i

Ba
onset and offset signals, the

primary drying duration observed using all tested methods may be presumed in
good agreement.
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Table 8.1: Primary drying estimated duration in hours based on the P i
Ba

onset and
offset values.

Calculation of the design space

The design space calculation depends heavily on theKv and Rp values found
for a given product, vials used, and batch configuration. Since these parameters
presented a good equivalence across the systems, a similar behavior is expected for
the resulting design spaces. Figure 8.5 presents the upper limit of shelf temperature
and chamber pressure settings for 10% remaining frozen cake, obtained through
all the tested methods. As it can be seen, the resulting design spaces for sucrose
are practically the same whether they were calculated based on the proposed tools
or the reference method. For mannitol, some minor differences were observed in
the design spaces. In the case of the MicroFD, the lower Rp profile for mannitol
compared to the reference method resulted in slightly higher usable Tshelf settings,
which was more evident for higher pressures, where the MicroFD Kv was smaller
than the reference one.

Figure 8.5: Obtained design space considering 10% of remaining frozen cake. Results
for (a) 5% sucrose and (b) for 5% mannitol.

Simulating in silico the freeze-drying process until the last 10% of cake,
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as described in materials and methods, the product bottom temperatures (Tbottom)
were calculated. With this Tbottom and Equation 4.1 and Equation 4.4, Jw curves
for different Tshelf and Pc values (since it will change the Kv) were calculated. This
information, coupled with the design space, allows further optimization towards
reducing the required primary drying time when higher sublimation rates are chosen.

As presented in Figure 8.6, the direction towards higher sublimation rates
for sucrose is along with the lower pressures, which is in agreement with previously
reported results [22, 149]. When lower pressures are used, Kv also decreases, allowing
higher shelf temperatures. This increased shelf temperature setting provides heat for
sublimation without compromising the cake structure. According to these results,
the optimal direction concerning the operating conditions is towards the left and
the top. However, in Figure 8.7, the sublimation flux curve behavior was different,
more convex, shifting the optimization direction towards higher pressures. This
trend means that the increase in Kv when operating at higher pressures contributes
more to the sublimation rate than the decrease in vapor pressure when operating
at low chamber pressure settings. At first glance, this may seem different from
previously reported sublimation flux contour plots; however, it is not quite the case.
Previously published Jw contour plots have a concave profile at lower Tshelf values
which increasingly becomes less concave with higher Tshelf values until it finally
becomes convex [22, 149]. This matter did not affect the optimization direction of
those design spaces because the change in the profile only occurred around the Tshelf

upper limit. The same can be observed in Figure 8.6. However, for mannitol, the
Tshelf upper limit in Figure 8.7 is roughly 15 K higher than previously calculated
[149] due to the higher threshold temperature is chosen in this present study. These
higher operational temperatures explain the differences observed in the obtained Jw

contour plots, which have a convex profile.

Figure 8.6: Design space for 5% sucrose coupled with the respective Jw contour
plots using the (a) MicroFD, (b) the IR-based method and (c) the reference method.

However, it is essential to remember that the design spaces presented here
are built for central batch conditions. Since edge vials would heat up more due to
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less shielding, in this case, it is advisable to operate within a safety margin. In fact,
it is always advisable to operate under a safety margin to ensure product quality
[50]. For central batch conditions, a safety margin of 2 K was proposed, considering
only the variability in vial dimensions, which affects the vial Kv. Moreover, the
authors suggested that the safety margin for vials subjected to edge effects could be
in that same order of magnitude [236].

Figure 8.7: Design space for 5% mannitol coupled with the respective Jw contour
plots obtained using the (a) MicroFD, (b) the IR-based method and (c) the reference
method.

Another alternative is to use the proposed tools to determine the design
space considering edge vials. The proposed tools in this study can be used to
determine the design space based on edge vials simply by changing the settings
used for Kv determination. This means that the MicroFD would have to emulate
the batch conditions of edge vials being radiated. For this, the ring surrounding
the vials has to be set at higher offset temperatures. For the infrared camera,
to establish the design space for edge vials would mean using the more exposed
vials as representative of edge vials, as explored in Chapter 7. However, choosing
operating conditions aiming to preserve product quality in edge vials is not practical
in industrial applications. In such cases, batches are huge, and edge vials comprise
a small percentage of the whole batch. Since edge vials receive much more heating
from the chamber walls than central vials, substantially lower shelf temperatures
should be used.

As seen from the Jw results, this would increase considerably the required
total drying time, representing a big increase in processing costs to preserve a tiny
percentage of the batch. Longer cycles with lower shelf temperatures can ensure
product quality for the whole batch and mean fewer batches produced per year,
increasing capital costs per cycle. The final decision on designing a cycle will be
based on what delivers a quality product at the fairest price to the patients.

Comparing the behaviors of the Tshelf and Pc upper limit line together
with the Jw, it can be appreciated that the MicroFD tended to have a more linear
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behavior than the observed ones for the IR-based method and the reference approach
(both in the REVO). This trend is simply a direct reflection of the behavior of the
fitted curve to Kv, also more linear, and it does not have any relevant physical
meaning. The variation between the resulting design spaces using the novel tools
compared to the reference method is irrelevant from the practical point of view. It
is advisable to operate with a safety margin, as mentioned above.

Final considerations regarding the Design Spaces obtained

Product temperature must stay below the threshold value when operating
under the DS conditions for a REVO full batch, with 210 vials. Considering all
previous similarities in Kv and Rp between the different methods, this is expected
to happen. As follows, Figure 8.8 shows the temperature profiles and pressure ratio
( P i

Ba
) observed through a complete primary drying cycle for both tested solutions.

The tests presented were the same ones used to determine the Rp profiles for the
reference method. For both products, the conditions chosen are below the Tshelf

and Pc pairs upper limit by a margin and, so do the resulting temperature profiles.

Figure 8.8: Product temperature and pressure ratio signal during primary drying
for full REVO batch using (a) 5% sucrose at 253 K and 8 Pa; (b) 5% mannitol at
273 K and 13 Pa. The horizontal (..) grey lines show the threshold temperature for
each solution.

As can be seen, product temperature was kept well below the defined
threshold values. As explained above, thermocouple measurements are not reliable
towards the end of primary drying. Thus, if the temperature profiles are above the
threshold value by the end of the primary stage, that may not represent product
jeopardy. In freeze-drying, as in multiple other processes, several factors influence
the final product quality. This way, a holistic analysis of the results is preferred
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over a reductionist one, which relies on just one sensor or attributes to evaluate and
develop a cycle.

The heat and mass transfer coefficient results are in agreement with the
reported values in Chapter 7. In that Chapter, Kv was gravimetrically estimated
using IR-based temperature profiles. The resulting Kv found using 8 Pa, and 253.15
K shelf temperature was 16.7 ± 2.3 Wm−2K−1. In this Chapter, the non-gravimetric
Kv estimation resulted in 16.2 ± 1.8 Wm−2K−1. For the MicroFD, using the -5 K
offset setting for the LyoSim, Kv values in the MicroFD were found correspondent
to REVO central batch ones [22]. The observed Rp values found in this study were
also in good agreement with previously reported values [149, 154].

It can be noted that the resulting design spaces obtained through the
different tested tools and approaches are all in good agreement. It is important
to remember, however, that these results consider a static design space. Thus,
only one shelf temperature setting was used, considering the last 10% of frozen
cake as a critical control point in this process. Still, the design space is a result
of the process parameters Kv and Rp. Since there was an excellent equivalence
between the proposed tools and the reference method, the results suggest these
tools could be used considering different percentages of remaining frozen cake. This
additional consideration would allow the development of a dynamic design space,
taking advantage of the lower Rp values at the beginning of drying to use higher
Tshelf values and decrease the required drying time.

Furthermore, to scale the design space obtained using the reference method
up to an industrial freeze-dryer, only one additional gravimetric test may be sufficient
as described in Fissore et al. [149]. One test is enough to determine the aKv coefficient
from Equation 7.1, the only one with a relevant dependence on the equipment, given
that the fit was already done in a lab-scale or pilot-scale freeze-dryer. The Rp should
also be obtained for the industrial equipment, but just one test would be sufficient
for a given formulation. This scale-up method can also be analogously used for
the proposed novel tools since such a good correspondence was found between the
tested methods. Regarding choked flow, in lab-scale, this is typically less usual due
to the equipment design [149]. Still, it can be an issue when high sublimation rates
are used for industrial-scale freeze-dryers. To address this, the industrial equipment
should be tested at full capacity and different pressures as described in Patel et al.
[27]. This test should be done just once and can be used for all processes in that
equipment.

8.3 Conclusions
Both proposed tools in this chapter present advantages and limitations.

The non-gravimetric Kv determination obtained using the IR camera offers a great
alternative removing the need for vial weighing, a step required by gravimetric tests.
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Moreover, with simply one complete run, Kv and Rp profiles could be obtained with
good accuracy. However, each run using the IR-based method requires using the
actual formulation. This way, this method is recommended only when the tested
product is not very expensive.

The MicroFD allowed obtaining the Kv gravimetrically without much
hassle because only 19 6R vials are required. Additionally, only a tiny amount of
actual product is needed to obtain the Rp profile. This method is recommended
when working with expensive formulations or very new unstudied ones.
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Conclusions and final remarks

This work presented an in-depth investigation on the use of an infrared
sensor to monitor vacuum freeze-drying processes of pharmaceuticals. The aim was
to fully evaluate all possible applications and test them using larger batch sizes,
targeting practical applications. To do so, the work was divided into three parts: (I)
an initial investigation to validate the sensor’s initial use with larger batches, (II) its
application to the freezing step, and (III) its application to the primary drying step.
The sensor was not applied particularly to the secondary drying step because no
additional valuable information could be gathered. Valuable information would be
a particular gradient of profile that could be only observed through IR monitoring.
Regarding freezing and primary drying, however, IR thermography proved worthy.
With that in mind, a coupled application of IR and NIR could bring benefits since
the latter can monitor the residual moisture in the product towards the end of
primary drying and during the secondary drying stage [88]

In this final chapter summary of the main results obtained in the thesis
and conclusions reached will be provided to highlight the thread that runs through
the entire work. This summary will be achieved by addressing the relevant points
listed in Chapter 2 which summarize the core objectives of this work.

I Sensor validation:

As discussed, there are many instruments and methods available to monitor
freeze-drying processes. However, they all present their own set of limitations which
push forward research into developing and validating new tools. Ideally, robust
monitoring systems would not include just one single device or approach, but at
least two that can complement each other. IR thermography was found to offer some
noteworthy advantages. First, the temperature monitoring accuracy was verified
and found to be in agreement with the standard tools, such as thermocouples and
RTDs, which lays within ±1K. Second, the camera placement inside the drying
chamber did not impose any relevant changes to the batch dynamics. There was a
concern that the sensor placement inside the chamber could interfere in the batch
for many reasons. The issue is that the sensor prototype used is not small and
occupies a considerable space on the drying shelf. Because of this, the sensor’s case
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could have some shielding or radiative effects on the vials, for instance. However,
this was found insignificant. Once these two starting aspects, accuracy and potential
effects, were evaluated correctly and clarified, further sensor applications were closer
investigated.

II Monitoring the freezing stage:

Upon applying IR monitoring to the freezing stage, new experimental
observations of the freezing phenomenon in vials were obtained. Different batch
configurations, using vials in the traditional configuration, exchanging heat in direct
contact with the shelf (ON-shelf), and suspended vials (OFF-shelf) were studied. IR
monitoring, with an improved data processing algorithm, offered new experimental
evidence of the freezing process of solutions in vials. As a non-invasive sensor that
provides a full thermogram of the vial axial profile, some observations could be made.
First, the residual heat released during nucleation was observed as "humps" in the
thermal profiles of neighboring vials. It was a known fact that vials in contact with
each other will have an effect when nucleation happens. Still, these measurements
with IR thermography were useful: the advantages of being able to monitor multiple
vials at the same time in a non-invasive way are undeniable.

Using infrared thermography during controlled freezing using VISF enabled
us to understand how the temperature gradients may change using this technique.
The monitoring of the whole axial profile having a resolution of 1 pixel per 1.2 mm
of cake height permitted that. An explicit inversion on the temperature gradient
is observed when VISF is applied using a Tn of 271 K for ON-shelf vials. For the
other tested cases, this inversion is not as apparent. In the case of suspended vials,
it was evident that the temperature gradients within the vial were not as expressive
as the ones of ON-shelf vials. The heat exchange, being driven by convection and
radiation, yielded a more homogeneous thermal profile for the vial, presenting its
lower temperatures at the bottom and top of the product cake.

A significant event that was experimentally explored was the freezing front
evolution during freezing. Many freezing models for solutions in ON-shelf vials are
based on the assumption that the freezing front moves from the bottom to the top of
the product cake. Since freezing is an exothermic process, by tracking the position of
the Tmax after nucleation, this assumption could be checked. In all tests monitored
using the infrared sensor, a clear trend was observed immediately after nucleation
with the Tmax moving from bottom to top, as predicted. An unequivocal definition
of what is a freezing front in such conditions is arguable for many reasons. First,
the definition of "complete" freezing on its own can be interpreted in different ways.
For solutions with crystalline or amorphous solutes, usually, their T ′

g or Teu is used
as a threshold to delineate freezing. When modeling freezing in vials, a mushy zone
is often considered as a transition zone between the unfrozen and frozen portion of
the solution. With this in mind, the tracking of the freezing front in terms of Hmax
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probably represents the upwards movement of a mushy zone from bottom to top. In
the case of suspended vials, this trend could not be observed. This result was also
expected since the temperature gradients of suspended vials a much less marked
and present lower temperature at the bottom and top of the cake simultaneously
during freezing. The Hmax profile for such vials presented some rising trend only
until about 30% of the cake height. This trend suggests that the heat removal from
the bottom of the vial was enough to promote freezing in a somewhat unidirectional
fashion only to a certain extent. Then, freezing advanced, not exhibiting strong
temperature gradients.

The success full tracking of the Tprof , the Tmax and the Hmax allowed
the application in line of different ice crystal prediction models. The Tprof was
successfully used to predict the resulting cake structure after freezing, giving more
detailed information for 8 different cake layers. Additionally, by estimating the
freezing front rate based on the Hmax profile and the temperature gradient of the
freezing front based on the Tbottom and Tmax, freezing front-based models could also be
applied. However, the experimental Hmax profiles resulted in inferred freezing fronts
that behaved slightly differently from what was previously modeled. Meanwhile, the
freezing front-based models were developed using these modeled profiles as input
data. This way, these models did not work very well to predict the pore sizes at
the bottom and at the top of the cake, where these differences in the freezing front
rate were more pronounced. Future modifications to the existing models can be
proposed to better predict the pore sizes based on experimental IR data taking this
nonlinear profile of the freezing front rate into consideration.

These results show that IR thermography may be successfully used in line
to predict in great detail the resulting product cakes, just with the freezing data.
This information can then be used in in silico primary drying models to determine
the best-operating conditions to be used for a given product.

III Monitoring the primary drying stage:

The first constraint of infrared monitoring is its field of view. To overcome
this and achieve thermal monitoring that is representative of the thermal profile of
the batch, an approximation was made. Using the hexagonal array, less exposed
edge vials were regarded as central vials since their thermal profiles are more similar
to the central vials than the more exposed edge vials. This approximation allowed
to improve the batch representativeness. Nonetheless, for robustness, the use of
more than one sensor simultaneously would be preferred in practical applications.

Since it is a non-invasive sensor, the thermal profiles of the monitored vials
sing IR showed a much more consistent rise in their profile at the end of primary
drying than thermocouples typically due. Also, since it can monitor many vials
simultaneously, it offers a unique advantage point as a tool for primary drying end
time determination. Because sublimation is an endothermic process, by tracking
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the Tmin, the sublimation interface position, Hmin, could be inferred. However, the
infrared sensor monitors only the product in thermal equilibrium with the glass
vial, and this depth limitation makes this Hmin to reach the vial bottom a couple of
hours earlier than sublimation is complete in the vial. Still, the consistent rise of the
Tmin profile allowed the implementation of a standardized tool to determine primary
drying duration objectively, unequivocally defining a primary drying duration.

By determining the primary drying duration, a non-gravimetric Kv estima-
tion was possible. This end-time determination permitted the development of a new
design space determination approach through IR. This new approach enables the
determination of the Kvs as a function of the chamber pressure without weighting a
single vial. This approach may represent a great advantage to accelerate and reduce
labor needs in process development and optimization, representing lower production
costs.

General overview

In sum, infrared monitoring proved to be a powerful tool to monitor freeze-
drying processes. It offered new observations and insights on the freezing process by
allowing new observations of the thermal profiles during freezing. Furthermore, ice
crystal size prediction models could be directly applied to the infrared thermal data
and predict the resulting cake structure. During primary drying, infrared thermogra-
phy worked as a reliable non-invasive monitoring tool for product temperature and
end-time determination. Additionally, it could be used as a novel tool to estimate
heat-transfer coefficients in a less laborious way and this way, offer a new novel
methodology for design space determination. However, IR also has its limitations
that may be addressed in future works.

Closing remarks and future perspectives
Infrared monitoring offers many advantages for monitoring the freeze-

drying process. However, the main disadvantage of IR thermography poses is the
field of view limitation. The prototype used indeed offers an additional limitation:
the space it requires inside the chamber. However, this limitation will be disregarded
since modifications can be quickly done in future sensor versions to overcome this
issue. The simplest one is reducing its size and changing the focal point of the
camera. Designing the freeze-drying equipment to account for a specific chamber
outside the drying chamber, containing the camera protected by a quartz glass,
is also a solution, although practically challenging. It is feasible at a research
and development level, but it is not realistic to think industries could make these
adjustments anytime soon.

Another challenge to be addressed in practical applications is adjusting
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the sensor to cGMP conditions. The sensor must allow CIP procedures to take
place, for instance. These changes may be achievable since data transfer is already
wireless. The challenge would be the energy supply, the only cable currently used. To
provide energy to the sensor during the process, a battery should be used. Batteries
are used in satellites, for instance. However, they are kept at room temperature
and are considered to not operate well at low temperatures. Two fixes should be
implemented to address this: first, the camera should be thermally isolated from
the lyophilizer conditions; second, a small heater should be incorporated to ensure
the batteries would not operate below their tolerable conditions. It is needless to
say that new tests to assess the potential effects of the camera inside the chamber
will be needed with such modifications. Still, infrared monitoring proved to offer
many advantages for freeze-drying monitoring that would be worth its development.
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Appendix A

Materials and equipment used

Equipment
Three freeze-drying equipment were used:

LyoBeta 25 (Telstar, Terrassa, Spain)
This is a pilot-scale equipment with a 0.2 m3 chamber. The equipment has an
external condenser which operates at approximately -80°C with a maximum
ice capacity of 40 kg. The system is equipped with T-type thermocouples
(Tersid, Milano, Italy) and a capacitance gauge (Baratron type 626A, MKS
Instruments, Andover, MA, USA) for pressure monitoring.

Figure A.1: Lyobeta 25 by Telstar.

REVO (Millrock Technology, Kingston, USA)
This is a pilot-scale freeze-dryer with roughly 1 m2 of shelf area. It is provided
with an external condenser with maximum condensing capacity of 30 kg
operated at approximately 193 K. It is also equipped with a thermocouple
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acquisition system in which T-type thermocouples (Tersid, Milano, Italy) were
used. The freeze-dryer is supplied with a thermal conductivity gauge (Pirani
type PSG- 101-S, Inficon, Bad Ragaz, Switzerland) and a capacitance gauge
(Baratron type 626 A, MKS Instruments, Andover, MA, USA) for pressure
monitoring.

Figure A.2: Revo by Millroch Technologies.

MicroFD (Millrock Technology, Kingston, USA)
This is a very small freeze-dryer, proposed for fast cycle and product develop-
ment with minimal material consumption. Figure A.3 shows the tiny loading
tray of the MicroFD with 19 6R vials.

Figure A.3: Inside the MicroFD:loading tray and LyoSim surrounding the vials.

It has a chamber with a 15-cm-diameter circular shelf onto which the vials
are loaded, encircled by removable thermal conductors. These conductors
ensure the contact between the external vials of the batch and the temperature-
controlled aluminium ring, LyoSim. The LyoSim is used to emulate the desired
heating conditions observed in a larger batch, whether for edge or central
batch conditions. To this end, the ring temperature can be set to range from
-15°C to +15°C offset with respect to the average product temperature. The
shelf temperature may range from -60°C to +60°C.
The MicroFD is provided with an external condenser with maximum con-
densing capacity of 0.5 kg operated at approximately 203 K. An additional
system was available in the micro freeze-dryer for process monitoring, namely
AccuFlux®. It consists in a thin film differential thermopile, placed in contact
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Figure A.4: MicriFD by Millroch Technologies.

with the shelf and the bottom of the vials, that provides a direct measurement
of the heat flux from the shelf to the vials. This tool was not used in the
present thesis, however.

Solutions and vials
All solutions are made whether with water filtered using a Millipore water

system (Milli-Q RG, Millipore, Billerica, MA) or with Water for injection (WFI)
(Fresenius Kabi, Verona, Italy). The later is used specifically for the experiments
investigating freezing in depth (Chapter 3). The solutes used are sucrose, mannitol
( Sigma Aldrich, Milano, Italy) and dextran 40 (PanReac AppliChem, Chicago,
USA).

The vial sizes used are 4R, 6R and 20R (Schott Pharmaceutical Packaging,
Inc., Lebanon, USA) as illustrated in Figure A.5, partially stoppered with NovaPure
Chlorobutyl Igloo Stoppers (West Pharma, Exton, USA) after filled. The solutions
are then filtered with 0.22 µ m PVDF sterile filters (Merk Millipore, Cork, Ireland).

Figure A.5: Illustration of the 4R, 6R and 20R vial sizes used.

Vials monitored by thermocouples use holders (VTH-M-0020, Millrock
Technology Inc. Kingston, NY, USA) to enable careful control and correct placement
of the thermocouples used, touching the bottom of the vial [95].
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Methods

( PiBa) primary drying end time estimation
The ratio between the thermal conductivity and capacitance gauges signals

( P i
Ba

) is used to assess a representative value for primary drying duration. The
thermal conductivity gauge signal profile exhibits a sharp decreasing trend as the
drying process is close to be completed. The onset and the offset of this decreasing
interval may be used to define the variability range of the drying time [26]. This
is an extensively used method, although it may sometimes present wide ranges
between the onset and offset times. Which is unsurprising considering that drying
conditions, and thus drying duration, are non-uniform in the batch [23].

Figure B.1: Example of signals showing the sharp decrease trend presented by the
P i
Ba

sigal.

As previously reported, ending the cycle based on the onset point resulted
in a product with 9% residual moisture and presenting cake collapse. Ending the
cycle at the midpoint resulted in 5% residual moisture and cake collapse. Ending
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the process at the offset resulted in a product with 4% residual moisture and no
apparent collapse [26].

Gravimetric tests
For the gravimetric tests, vials are filled with water with the corresponding

chosen fill volume for each vial size and weighted. A digital scale, set at four-
decimal-point precis on, is used (Mettler Toledo, MS204S/01). The vials are then
partially stoppered and loaded onto the shelf to be frozen. Once the freezing step is
completed, primary drying is carried out for approximately 3-5 hours. After this,
the cycle is stopped, the vials are closed with the stoppers and removed from the
chamber to be weighed again and compute the mass change for the Kv calculation.
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IR system characteristics

Table C.1 shows the characteristics of the IR camera used. The
resolution refers to the pixel resolution. The thermal sensitivity or Noise Equivalent
Temperature Difference (NETD), is a measure of how well a thermal imaging
detector is able to distinguish between very small differences in thermal radiation in
the image. In this camera is 0.05 K which is higher than the manufacture’s default
value (5 K or 5%) because of the built-in corrections such as the reflected apparent
temperature. The focal length is the distance of a focus from the surface of a lens
or curved mirror, in this case it is not very large. Hence, the images have a fish eye
effect. The F-number for IR cameras is related to the contrast and the clarity of
the image. The image frequency is how fast the camera can acquire thermal data.
However, at least five frames are needed to generate one reliable frame. On top
of that, the software configuration was set up to acquire thermal images in a 0.1
Hz frequency (6 frames per minute). The focus is fixed and was set for vials at
around 20 to 30 cm away from the camera. Although fixed, this can be changed
while setting up the camera.
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Table C.1: FLIR A35 configurations and characteristics from Colucci 2019 [143]
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Nomenclature

Greek letters

α experimentally fitted parameter, ms−0.5K−0.5

β1 first distribution parameter of a beta distribution, -

β2 second distribution parameter of a beta distribution, -

∆G free energy of the system, J

∆Gs free energy associated with the formation of a new surface, J

∆Gv free energy associated with the volume change from the formation of a new
cluster, J

∆Hf water’s latent heat of fusion, J.kg−1

∆Hfus latent heat of fusion, J.kg−1

∆Hmax maximum Hmax pixel position − minimum Hmax pixel position, pixels

∆Hs latent heat of sublimation, J.kg−1

∆ finite difference, -

ϵ Porosity of the dried cake, -

γ solid-solid interfacial tension ,J.m−2

γw symmetric activity coefficient, -

λ1 experimentally fitted parameter, -

λ2 experimentally fitted parameter, -

Λv free energy associated with the volume change from the formation of a new
cluster, J.m−3

νH freezing front rate, m.s−1
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Nomenclature

ω relative humidity, -

Ψ random process with ψ events, -

ψ observed value that took place, -

ρ density, kg.m−3

σ supersaturation, -

σB Stefan–Boltzmann constant, 5.67037441910−8.W.m−2.K−4

τ tortuosity, -

τa transmittance of the atmosphere, -

τB Boltzman factor for residual excess Gibbs energy, -

θH temperature gradient at the frozen layer, K.m−1

εobj Object’s emissivity, K

ϑs Surface area fraction, -

Symbols

İ freezing rate, kg.m−3.s−1

P i
Ba

thermal conductivity and capacitance gauges pressure ratio, -

A parameter for dextran activity, -

a interaction coefficients in the UNIQUAC model, K

Av vial’s bottom area, m2

aw activity coefficient, -

aKv coefficients for Kv(Pc) calculation, W.m−1.K−1

Arp parameter used to model the dependence of Rp on Ldried, s−1

bKv coefficients for Kv(Pc) calculation, W.m−1.K−1.Pa−1

Brp parameter used to model the dependence of Rp on Ldried, m−1

Ba capacitance gauge pressure signal, Pa

C parameter calculated based on polymers model, m3.kg−1

188



Nomenclature

cp specific heat capacity, J.Kg−1.K−1

cKv coefficients for Kv(Pc) calculation, W.m−1.K−1.Pa−1

cw,c water concentration in the drying chamber, mol.m−3

cw,c water concentration in the drying chamber, -

cw,i water concentration in the in the ice sublimation interface, mol.m−3

d distance between the object and the sensor, m

Dp ice crystals or pore size distribution, m

dpH
ice crystals or pore diameter, m

die effective diffusivity, m2.s−1

dik Knudsen diffusivity, m2.s−1

G growth rate, m.s−1

g growth rate order, -

Gcryst Free energy of crystallization, J

Hi sublimation interface position, -

Hcryst Entalpy of crystallization, J

Hmax position of the maximum axial temperature, -

Hmin position of the minimum axial temperature, -

J Nucleation rate, m−3.s−1

Jq heat flux, J.s−1.ms−2

Jw mass flux, kg.s−1.ms−2

K nucleation rate, s

k conductivity, W.m−1.K−1

kg kinetic parameter for crystal growth, m.s−1

kn kinetic parameter for crystal nucleation, m−3.s−1.K−n

Kv global heat transfer coefficient, W.m−1.K−1
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Nomenclature

Kcryst Crystallization constant, -

Kp parameter for Rp calculation, m.s−1.K−0.5

kr parameter for mannitol activity, -

Ld matrix of the loading, -

Ldried dried cake thickness, m

Lfrozen frozen cake thickness, m

m mass, kg

MW water molar mass, kg.kmol−1

ms solid mass fraction, -

mw water mass fraction, -

N number of observations for nucleation parameters optimization, -

n crystal nucleation order, -

Nc normalization parameter of a beta distribution, -

Pc chamber pressure, Pa

pw,c water partial pressure in the drying chamber, -

pw,i ice partial pressure in the sublimation interface, -

Pi Pirani gauge pressure signal, Pa

Q total heat, J

q molecular surface area parameter, -

Qatm heat emitted by the atmosphere detected by the infrared sensor, J

Qobj target object’s heat detected by the infrared sensor, J

Qref reflected heat detected by the infrared sensor, J

Qtot total heat detected by the infrared sensor, J

r parameters of the UNIQUAC model, -

Rg ideal gas constant, J.mol−1.K−1
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Nomenclature

Rp cake resistance to vapor flow, m.s−1

R(p,0) parameter used to model the dependence of Rp on Ldried, m.s−1

rad radius of a given cluster, m

rcr critical radius, m

Res matrix of the residuals, -

S Saturation, -

s integration variable, -

Sc matrix of the scores, -

Scryst Entropy of crystallization constant, J.K−1

T temperature, K

t time, s

td duration of the sublimation step, s

Tf equilibrium freezing temperature, K

tf freezing time, s

Tg glass transition temperature,K

Th Holding temperature used after nucleation using VISF, K

Ti sublimation interface temperature, K

Tn nucleation temperature, K

Tamb ambient temperature of surroundings, K

Tatm atmospheric temperature, K

Tbottom bottom product temperature, K

Teu eutectic temperature point, K

tind induction time, s

Tmax maximum axial temperature, K

Tmin minimum axial temperature, K
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Nomenclature

Tobj Object temperature, K

Tprof average axial temperature profile, K

tsat saturation time, s

Tshelf Shelf temperature setting, K

Ttop top product temperature, K

u potency parameter for dextran activity, -

V volume, m3

v1, h1, h2 lines and columns of the SEM image segmentation matrices

Vw partial molal volume of water, m3.mol−1

w volume fraction, -

Wtot total radiation emitted from an object, W.m−2

x molar fraction, -

Ximg data matrix for the SEM image segmentation tool, -

z axial coordinate, m

Subscripts and superscripts

0 initial

frozen relative to the frozen fraction

H relative to the cake position H

ice relative to frozen water

ijk referent to different components i, j and k

liquid relative to the liquid fraction

n relative to the nature of a given part of a system

solid relative to the solute fraction
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List of acronyms

FD freeze-drying

cGMP current Good Manufacturing Practices

VISF Vacuum Induced Surface Freezing

CAGR Compound Annual Growth Rate

PAT Pocess Analytical Technology

TDLAS Tuneable Diode Laser

NIR Near Infrared Spectroscopy

IR Infrared

RTD Resistance Thermal Detectors

TEMPRIS Temperature Remote Interrogation Systems

TFTC Thin-film thermocouples

OFS Optical Fiber Sensor

MTM Manometric Temperature Measurement

PRT Pressure Rise Test

DPE Dynamic Parameters Estimation Method

PRA Pressure Rise Analysis

RTRT Real Time Release Testing

PQS Performance, Quality and Safety

QbD Quality by Design

TC Thermocouples
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List of acronyms

SIP Sterilization in Place

CIP Cleaning in Place

APIs Active Pharmaceutical Ingredients

WFI Water for injection

HACCP Hazard Analysis and Critical Control Points

UNIQUAC Universal quasichemical

PBM Population Balance Model

SEM Scanning Electron Microscope

DS design space

DSC Differential Scanning Calorimetry

ISO valve Isolation valve

MIA Multivariate Image Analysis

VOx Vanadium oxide

a-Si Amorphous silicon

PCA Principal component analysis

FDA Food and Drug Administration

FRCNN Faster Region Convolutional Neural Network

KCF Kernelized Correlation Filter

TVIS through-vial impedance spectroscopy

NETD Noise Equivalent Temperature Difference
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