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Approximate Optimal LEO Transfers with J2

Perturbation and Dragsail

Lorenzo Casalinoa,∗, Andrea Forestieria

aPolitecnico di Torino, Department of Mechanical and Aerospace Engineering, Corso Duca

degli Abruzzi, 24, Torino, 10129, Italy

Abstract

An indirect optimization method is applied to orbit transfers in LEO, consid-
ering almost circular orbits and the influence of J2 perturbation. An approach
based on Edelbaum’s approximation is employed to solve transfers with change
of semimajor axis, inclination and right ascension of ascending node. The space-
craft employes electric propulsion either alone or in combination with a drag sail
that can be deployed and retracted. The proposed formulation is simple and
effective and is capable of treating both minimum-time (thruster is always on)
and minimum-propellant (coasting arcs are introduced) problems, while also
dealing with the presence of altitude constraints. Convergence to the optimal
solution is fast and straightforward, making the proposed approach suitable
for the preliminary evaluation of large sets of available transfers (e.g., multiple
debris removal).

Keywords: Indirect optimization methods, Edelbaum approximation, Electric
propulsion, Drag sail, J2 perturbation

1. Introduction

Satellite operations in low Earth orbit (LEO) are growing at a steady pace
and transfers between LEOs will become increasingly frequent in the next fu-
ture. Many missions, such as active debris removal, satellite refurbishing and
maintenance, operations of small platforms, will require a spacecraft to maneu-
ver between LEOs. Electric propulsion (EP) offers significant benefits in terms
of propellant consumption and may be the preferred option for this kind of mis-
sions. The analysis and optimization of low-thrust EP trajectories in LEO is
intrinsically complex. The transfers typically require a large number of revo-
lutions around the Earth, with short and long period variations of the optimal
controls. Increased complexity comes from the presence of perturbations, which
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make the two-body problem approximation not suited to deal with this kind of
transfers.

Different techniques have been used to deal with this problem, both con-
sidering impulsive thrust or low-thrust (that is, EP): indirect approaches based
on averaging techniques [1], global search algorithms [2] in conjunction with a
surrogate model for the problem dynamics [3, 4, 5], particle swarm optimization
[6], direct multiple shooting [7], pseudospectral methods [8]. Typically, these
works search for a rather accurate optimization of the transfers, which is usually
a demanding task from a computational point of view; in alternative, simplified
formulas are used [9, 10], which may not deal with all the complexities of the
solutions. A method for a quick but accurate estimation of transfer costs, in
terms of time and propellant consumption, would obviously be very useful, and
its development is the purpose of the present article.

Low Earth orbits have an altitude below 2000 km and therefore are charac-
terized by low eccentricity (below 0.25). Most of the operational orbits have ec-
centricity values below 0.1 and the approximation of almost-circular orbits yields
sufficiently accurate results. Edelbaum [11] used a building block approach to
solve the minimum-time problem for unperturbed low-thrust transfers between
circular inclined orbits. He first solved the one-revolution transfer to determine
the optimal controls for changes of semimajor axis and inclination. He then
used these results to determine the optimal multiple-revolution transfer that
achieves the required changes of the two relevant orbital elements. The initial
orbit plane is conveniently selected as the reference plane, and the other orbital
elements (in particular, the right ascension of the ascending node, RAAN) can
be ignored.

In LEO, the perturbation that comes from Earth’s ellipsoidal shape has
the most relevant effect, at least for those orbits that have sufficient altitude
to remain stable for long times and suffer little aerodynamic effects. Earth’s
oblateness is accounted for by the Earth’s gravitational harmonic J2 coefficient,
which causes secular and short-period variations of the orbital elements. The
inclusion of J2 effect is mandatory to obtain useful results in the analysis of
transfers in LEO, except in the case of very short durations. In many cases of
practical interest, such as, active debris removal, satellite refurbishing missions
or operation of small-sat moving to and from the ISS, transfer preliminary anal-
ysis and optimization usually consider only the secular effects of J2 and neglect
aerodynamic effects . In addition to the classical zero-drag model with secular
J2-effect, aerodynamic drag is also considered here. The motivation of adding
drag to the model was to analyze trajectories that exploit a retractable drag
sail. Dragsails [12, 13, 14] are a promising technology for satellite deorbit and
could profitably be exploited also for orbit transfers in LEO. Drag on a small
spacecraft without sail is instead very small and minimally affects the results at
the altitudes considered in this article.

Edelbaum’s equation for almost-circular orbits have been in the past recon-
sidered to include perturbations and, namely, J2, in the analysis. Kechichian
[15] introduced Earth oblateness in the equations for the equinoctial elements,
and later derived an indirect approach to solve transfers between circular orbits
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[16]. A similar technique was also used in a recent paper [17], but active change
of the RAAN was not considered. Formulas to approximate the transfer ∆V as
a function of change in semimajor axis, inclination and RAAN (taking the J2
perturbation into account) have also been proposed [9] and verified by means
of an exact indirect optimization of the transfer with a homotopic approach.
In the present article, the approach of Ref. [16] is revisited and extended to
deal with low-thrust transfer between (almost) circular orbits, with secular per-
turbations of the orbital elements due to J2 and the presence of aerodynamic
drag. In particular, a new control variable to seek an optimal change of the
RAAN is introduced, minimum-propellant trajectories are considered alongside
minimum-time transfers, altitude constraints are introduced, the effect of drag
is added, and the control law for the sail area is determined.

The optimization problem requires finding the thrust direction to achieve
rendezvous with a target spacecraft either in minimum time or with minimum
propellant expenditure (given the trip time). The target orbit is here assumed to
be only perturbed by J2, whereas the aerodynamic drag is neglected (or assumed
to be somehow compensated). Since the orbits are almost circular, changes of
eccentricity and argument of periapsis are not considered. Long missions with
many revolutions are expected and proper phasing to rendezvous with the target
can be achieved with minimal changes to the control program; for this reason,
also the true anomaly equation is neglected. In the general problem, the chaser
spacecraft is on an initial orbit specified by semimajor axis, inclination and
RAAN at the initial time t0 = 0. The target orbit is characterized by its own
values of semimajor axis, inclination and RAAN (also specified at time t0 = 0).
The target RAAN changes with time, thus the required change depends on the
trip time, which may be unknown.

This paper aims at finding an approximation of the optimal transfer between
two perturbed LEO objects in terms of orbital changes to accomplish the ma-
neuver with minimum propellant consumption or minimum time. An indirect
method is first used to solve the optimal one-revolution transfer in the absence
of aerodynamic drag (Sec. 2). These results lead to the formulation of differen-
tial equations for the orbital elements during the transfer, and indirect approach
is used to define the optimal control laws (Sec. 3). The transfer optimization
problem is defined and solved in Sec. 4. Section 5 considers the presence of
aerodynamic drag and discusses the optimal use of a deployable/retractable
sail. The procedure to solve the boundary value problem and find suitable ini-
tial guesses is described in Sec. 6. Test cases and results are presented in Sec.
7.

2. One-Revolution Transfer

The spacecraft is subject to the two-body problem equations perturbed by
J2 and low-thrust acceleration. Aerodynamic drag is presently neglected and
will be treated in Sec. 5. As already mentioned, almost circular orbits and long
transfers are considered, and equations for eccentricity, argument of periapsis,
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and mean anomaly are neglected. For low eccentricity (e ≈ 0), radius, semima-
jor axis and semilatus rectum can be considered to be equal (r ≈ a ≈ p), and the
velocity always coincides with the circular value (V 2 ≈ µ/r); µ is Earth’s grav-
itational parameter. The harmonic coefficient J2 produces small short-period
variations of the orbital elements which are neglected in the approximation
adopted here. Only secular variation are accounted for, and, in particular for
RAAN Ω, the time derivative is expressed as [18]

Ω̇J2 = −(3/2)J2(rE/a)
2(V/r) cos ı = −(3/2)J2(rE/a)

2µ1/2a−3/2 cos ı (1)

and only depends on orbit semimajor axis a (i.e., radius) and inclination ı; rE
is Earth’s radius.

Gauss’ form of Lagrange’s planetary equations [18, 19, 20] is used. The dif-
ferential equations of the orbital elements are given as functions of orthogonal
components of the perturbing acceleration, in this case, the thrust-to-mass ra-
tio T/m. The radial acceleration component is zero when eccentricity is not
changed [11] and the out-of-plane thrust angle is the only control variable for
this problem. The secular perturbation Ω̇J2 due to Earth’s oblateness is added
to evaluate the RAAN rate of change. The time differential equations for semi-
major axis, inclination and RAAN are

da

dt
= 2

a

V

T

m
cosβ (2)

dı

dt
=

1

V

T

m
cosϑ sinβ (3)

sin ı
dΩ

dt
=

T

m
sinϑ sinβ − J2

3

2

(rE
a

)2 V

a
cos ı sin ı (4)

where the angle between thrust and orbit plane β has been introduced. These
equations are rewritten using the longitude along the orbit ϑ (measured starting
from the ascending node) as the independent variable, replacing time.

da

dϑ
= 2a

T/m

µ/a2
cosβ (5)

dı

dϑ
=

T/m

µ/a2
cosϑ sinβ (6)

dΩ

dϑ
=

T/m

µ/a2
sinϑ

sin ı
sinβ − J2

3

2

(rE
a

)2

cos ı (7)

with the additional time equation

dt

dϑ
=
√

a3/µ (8)

Both thrust and J2 perturbation are small, so semimajor axis, inclination and
thrust acceleration can be treated as constant in the right-hand side of these
equations.

4



The theory of optimal control [21, 22] is applied to determine the optimal
control law. The Hamiltonian is defined by associating an adjoint variable λ to
each differential equation

H = λa2Aa cosβ + λıA cosϑ sinβ + λΩ

[

A
sinϑ

sin ı
sinβ − J2

3

2

(rE
a

)2

cos ı

]

(9)

where the nondimensional acceleration A = (T/m)/(µ/a2) has been introduced.
Euler-Lagrange equations [21] state that the adjoint variables λ are actually
adjoint constants, since H does not depend on the state variables in the one-
revolution problem (as already stated, small orbital changes imply that a and ı
can be treated as constant in the Hamiltonian).

The optimal thrust angle β is obtained by nullifying the partial derivative
of H

tanβ =
λı cosϑ+ (λΩ/ sin i) sinϑ

2λaa
(10)

It is important to note that the generic form of the optimal control as a function
of state and adjoint variable does not formally depend on the actual performance
index which is maximized and on the specific boundary conditions of the prob-
lem. One can introduce the angle ϑ0

tanϑ0 =
λΩ/ sin ı

λı
(11)

and the quantity Λ =
√

λ2
ı + (λΩ/ sin i)2 to rewrite

λı = Λcosϑ0 λΩ/ sin i = Λsinϑ0 (12)

The optimal thrust angle is easily written as

tanβ =
Λ

2aλa
cos(ϑ− ϑ0) = K cos(ϑ− ϑ0) (13)

The additional variable ϑ′ = ϑ−ϑ0 is introduced and the thrust angle is defined
by

cosβ = 1/K ′ sinβ = K cosϑ′/K ′ (14)

with K ′ =
√

1 + (K cosϑ′)2. The differential equations finally become

da

dϑ′
= A

2r

K ′
(15)

dı

dϑ′
= A

K cosϑ′ cos(ϑ′ + ϑ0)

K ′
(16)

dΩ

dϑ′
=

A

sin ı

K cosϑ′ sin(ϑ′ + ϑ0)

K ′
− J2

3

2

(rE
a

)2

cos ı (17)

Integration over one revolution has a solution with elliptic integrals. When
ϑ0 = 0 and J2 is neglected, these equations are the same as in Edelbaum’s
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problem [11] for changes in a and ı. If the corresponding changes are indicated
as ∆a0 and ∆ı0 one can easily prove that

∆ı = ∆ı0 cosϑ0 ∆Ω = (∆ı0/ sin ı) sinϑ0 − 3πJ2(re/a)
2 cos ı (18)

Therefore, the angle ϑ0 allows one to split the effect of out-of-plane thrusting
between inclination and RAAN change.

Edelbaum showed that, when constant β with a sign switch every half rev-
olution (at ϑ = ϑ0 + π/2 + kπ for any integer k) is used instead of the optimal
varying angle from Eq. (13), the performance decrease is minimal, and this sub-
optimal law is adopted here. With constant β, the equations of motions become
analytically integrable. Subsequent integration along two half-revolutions, e.g.,
from ϑ0−π/2 to ϑ0+π/2 and then from ϑ0+π/2 to ϑ0+3π/2 readily provides
the changes over a complete revolution:

∆a = 4π
T

m

a3

µ
cosβ (19)

∆ı = 4
T

m

a2

µ
sinβ cosϑ0 (20)

∆Ω = 4
T

m

a2

µ

sinβ

sin ı
sinϑ0 − 3πJ2

(rE
a

)2

cos ı (21)

∆t = 2π

√

a3

µ
(22)

3. Multiple-Revolution Transfer

The differential equations to describe the multiple-revolution transfer are
based on the previous analysis. The orbital elements changes which are obtained
with constant-beta during one revolution are divided by the time needed for its
completion to approximate the time derivatives of the orbital elements. The
spacecraft mass is also added to the state equations, as mass consumption cannot
in general be neglected for multiple-revolution transfers. One has

da

dt
= 2

T

m

√

a3

µ
cosβ (23)

dı

dt
=

2

π

T

m

√

a

µ
sinβ cosϑ0 (24)

dΩ

dt
=

2

π

T

m

√

a

µ
sinβ(sinϑ0/ sin ı)− J2

3

2

(rE
a

)2
√

µ

a3
cos ı (25)

dm

dt
= −

T

c
(26)

where c = g0Isp is the effective exhaust velocity, considered to be constant in the
present analysis, g0 is the gravitational acceleration on Earth’s surface and Isp
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is the specific impulse. The same indirect optimization approach of the previous
analysis is adopted for this problem. The Hamiltonian is the defined as

H =
2

π

T

m

√

a

µ

(

πλaa cosβ + λı sinβ cosϑ0 + λΩ sinβ
sinϑ0

sin ı

)

−λΩJ2
3

2

(rE
a

)2
√

µ

a3
cos ı− λm

T

c
(27)

and the Euler-Lagrange equations are

dλa

dt
= −3λaa

T

m

√

1

µa
cosβ − λı

[

1

π

T

m

√

1

µa
sinβ cosϑ0

]

−λΩ

[

1

π

T

m

√

1

µa
sinβ(sinϑ0/ sin ı) + J2

21

4

(rE
a

)2
√

µ

a5
cos ı

]

(28)

dλı

dt
= λΩ

[

2

π

T

m

√

a

µ
sinβ

sinϑ0

sin2 ı
cos ı− J2

3

2

(rE
a

)2
√

µ

a3
sin ı

]

(29)

dλΩ

dt
= 0 (30)

dλm

dt
= 2

T

m2

√

a

µ

[

λaa cosβ + λı
1

π
sinβ cosϑ0 + λΩ

1

π
sinβ

sinϑ0

sin ı

]

(31)

It is worth noting that a and ı can no more be treated as constant, as relevant
changes characterize the multiple-revolution transfer.

The transfer control variables are β, ϑ0 and the thrust magnitude T . First,
the Hamiltonian derivative with respect to ϑ0 is nullified to obtain

tanϑ0 = λΩ/(λı sin ı) (32)

and then the same is done with respect to β to find

tanβ =
λi cosϑ0 + λΩ sinϑ0/ sin ı

πaλa
(33)

In this paper, a maximization problem is posed and either −tf (minimum time)
or mf (minimum propellant consumption) is maximized. The optimal controls
must maximize the Hamiltonian in agreement with Pontryagin’s Maximum Prin-
ciple and the correct quadrants must be selected: cosβ must have the same sign
as λa and sinβ as λi cosϑ0+λΩ sinϑ0/ sin ı. One can arbitrarily select sinβ > 0
(i.e., β between 0 and 180 degrees) and correspondingly select the quadrant for
ϑ0 to finally obtain

sinβ = Λ/
√

Λ2 + (πaλa)2 (34)

cosβ = πaλa/
√

Λ2 + (πaλa)2 (35)

sinϑ0 = λΩ/(Λ sin ı) (36)

cosϑ0 = λı/Λ (37)
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It is worth noting that the optimal controls vary continuously with time, in
contrast to the one revolution transfer. However, since they are based on an
approximation of the differential equations governing the dynamical system (in
turn obtained with the sub-optimal constant-beta control law), the control his-
tory will not be the actual optimal control law. Indeed, the objective of this
paper is to demonstrate that this building-block method can be adopted for the
fast evaluation of large sets of transfers. A more precise (and computationally
slower) calculation of the optimal control law is beyond the scope of this study.

The Hamiltonian is linear with respect to the thrust magnitude and can be
rewritten as

H = TSF − λΩJ2
3

2

(rE
a

)2
√

µ

a3
cos ı (38)

where the switching function SF has been introduced

SF =
2

π

1

m

√

a

µ

√

(πaλa)2 + λ2
ı +

(

λΩ

sin ı

)2

−
λm

c
=

2

π

1

m
Λ′ −

λm

c
(39)

The thrust assumes its maximum value when SF > 0, whereas the engine must
be turned off when SF < 0, in agreement with Pontryagin’s Maximum Principle.

The adjoint variables can be interpreted as influence functions [21], in the
sense that, at any point of the trajectory, they represent the derivative of the
performance index with respect to a change of the corresponding variable. As
a general trend, an adjoint variable has the same sign of the desired overall
change of the corresponding variable, but, locally along the trajectory, it may
also have the opposite sign. Large absolute values of an adjoint variable, signal
the increased necessity/convenience of using thrust to change the corresponding
state variable. Therefore, the relative ratio of λa and Λ determines the optimal
split of the thrusting effort between in-plane and out-of-plane maneuvering, and
ϑ0 (related to the ratio between λi and λΩ) the preference between changing
inclination or RAAN.

4. Optimization Problem

The actual control law depends on the boundary conditions that define the
prescribed transfer and on the performance index. In this paper, the initial
orbital elements a0, ı0, and Ω0 are imposed; Ω0 = 0 is fixed by properly selecting
the reference axis. The target orbit that must be reached at the end of the
transfer is specified by its elements at the initial time t0 = 0, that are aT , ıT ,
and ΩT0. Target RAAN is perturbed by J2 with rate (Ω̇J2)T (function of aT
and ıT only) and at the final time the following conditions must hold: af = aT
(no drag acting on the target), ıf = ıT , and Ωf = ΩT0 + (Ω̇J2)T tf .

The theory of optimal control also provides the boundary conditions for
optimality [21, 22]. In the case of a minimum time trajectory with free final
mass, the boundary conditions are Hf − λΩ(Ω̇J2)T = 1 and λmf = 0. In this
case the switching function is always positive, and the engine is always on at
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Minimum final time Maximum final mass
State equations Eqs. 23, 24, 25, 26

Euler-Lagrange equations Eqs. 28, 29, 30, 31

Boundary conditions

af = aT
if = iT

Ωf = ΩT0 + (Ω̇J2)T tf
λmf = 0

Hf − λΩ(Ω̇J2)T = 1
λmf = 1
tf = k

Unknowns tf , λa0, λi0, λΩ0, λm0

Table 1: Optimization problem formulation

maximum thrust. The five boundary conditions at tf determine the five problem
unknowns, i.e., tf and the initial values of the adjoint variables. The condition
on the final value of the Hamiltonian is actually only a scaling condition, as
the problem is homogeneous in the adjoint variables, and can be replaced by
specifying one of the initial values, e.g., λΩ (which is constant). Note that
the proper sign must be selected to avoid solutions with negative time-of-flight.
As a rule of thumb, the sign of λΩ is the same as the difference between the
perturbed RAAN values of the final and initial orbits, evaluated at the expected
final time of Edelbaum’s transfer (i.e., the transfer that neglects perturbations
and RAAN) for the same changes of semimajor axis and inclination. In the case
of maximum final mass, one has λmf = 1 (which becomes the scaling condition);
the switching function can now become negative and the engine must be turned
off when this condition occur. In addition, one has either tf = k for specified

final time or Hf −λΩ(Ω̇J2)T = 0 for free final time. It is worth noting that this
conditions is equivalent to SFf = 0, as the J2 perturbation on spacecraft and
target is obviously the same at rendezvous.

The optimization problem formulation is summarized in Table 1, both for
the minimum final time and maximum final mass problems.

In some cases, a decrease of the orbit altitude is required to increase the
effect of J2 perturbation on the spacecraft, which may penetrate the atmosphere.
A constrained optimization problem must be defined in this case, by fixing a
minimum altitude constraint (e.g., hlim = 200 km). When the constraint must
be introduced, a three-arc structure becomes optimal. The spacecraft follows the
optimal control law during the initial and final arcs, from t0 to t1 and from t2 to
tf . It flies at constant altitude (i.e., with β = 90 deg) during the intermediate
arc from t1 to t2. The height constraint is conveniently enforced at point 2,
where the additional boundary condition a2 = rE + hlim is introduced. The
boundary conditions for optimality state continuity for H and adjoint variables
at both t1 and t2, except λa2 which has a free discontinuity. From Hamiltonian
continuity at t1 one derives λa1− = 0 (subscripts - and + distinguish values just
before and after the relevant point when a discontinuity occurs). In a similar
way, At t2 one has λa2+ = 0. The three boundary conditions on a2, λa1−, and
λa2+ determine the three additional unknowns t1, t2, and λa2+. It is worth
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Minimum final time Maximum final mass
State equations Eqs. 23, 24, 25, 26

Euler-Lagrange equations Eqs. 28, 29, 30, 31

Boundary conditions

af = aT
if = iT

Ωf = ΩT0 + (Ω̇J2)T tf
a2 = rE + hlim

λa1− = 0
λa2+ = 0

λmf = 0

Hf − λΩ(Ω̇J2)T = 1
λmf = 1
tf = k

Unknowns t1, t2, tf , λa0, λa2+, λi0, λΩ0, λm0

Table 2: Optimization problem formulation with altitude constraint

noting that λa does not influence the equations and control laws during the
constrained arc (cosβ = 0); the integration of the corresponding differential
equation can be omitted during this arc. The resulting optimization problem
formulation is summarized in Table 2.

The physical meaning of the adjoint variables allows for interesting observa-
tions. In Edelbaum’s problem (no perturbations and no constraint on Ω), λΩ

is zero and λi is constant. When the spacecraft is moving outward (positive
λa and cosβ) λa has a negative derivative and β grows, as the plane change
is less expensive far from the Earth. The well-known relation sinβ ∝ 1/V ,
which characterizes Edelbaum’s problem, can be easily demonstrated by refor-
mulating the problem with a or V as the independent variable [11]. Note that
a non-monotonic change of a may be required, depending on the prescribed
transfer, and therefore the formulation with time as the independent variable is
preferred here to maintain a general solution. It should also be noted that, when
λΩ = 0, the switching function results to be constant. The minimum-propellant
problem has therefore the switching function constantly null (singular arc) and
the transfer cost does not depend on the thrust magnitude, as any value (even
variable during the maneuver) leads to the same consumption (but different
time of flight).

The Euler-Lagrange equations also reflect that a pure change change in Ω,
with same initial and final inclination, is not performed at constant ı. For direct
orbits (cos ı > 0), the derivative of λı is positive, meaning that the inclination
adjoint variable must initially be negative (ı is reduced) and then turns positive
(ı is increased and returned to the initial value). This strategy reflects the fact
that the cost of RAAN change is smaller for an orbit plane close to the equator.
As a matter of fact, the optimal maneuver minimizes the rotation of angular
momentum, and does not follow a constant-ı path. Similar observations pertain
to retrograde orbits.

The effect of J2 appears when a constraint on the final RAAN value is
imposed and λΩ is not equal to zero. The case of a direct orbit and a RAAN
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increase (λΩ > 0) is used as an example. The derivative of both λa and λı

have an additional negative contribution, compared to the non-perturbed case.
In the case of no overall changes of both semimajor axis and inclination, λa

and λı are therefore initially positive and then become negative: a and ı are
initially increased to reduce the negative Ω drift caused by J2, which obviously
contrasts the required RAAN change. Similar observations can be made in the
other cases.

5. Aerodynamic Drag and Drag Sail

The presence of aerodynamic forces is treated with the same approach used
for the zero-drag transfer. Lift is usually negligible and only the effects of drag
will be analyzed in this work. The perturbing acceleration due to drag D is
given by

dv

dt
=

D

m
=

1

2

ρCDS

m
v2rel

vrel

vrel
(40)

where CD (typically close to 2.2) is the drag coefficient associated with the
surface S, ρ is the atmospheric density. The velocity relative to atmosphere
vrel differs from the inertial velocity v as because of Earth rotation ωE and

vrel = v − ωE × r (41)

with magnitude

vrel =

√

(
√

µ

a
− ωEa cos ı

)2

+ (ωEa sin ı cosϑ)
2

(42)

The effect of drag can solely be roughly estimated as the atmospheric density
has a large variability. The 1976 U.S. Standard Atmosphere is adopted here.
The optimization method is however independent of the atmospheric model,
and can be readily adapted to different models. The full details on how the
model is built are in [23]. Using the tabulated data, the density profile ρ (z)
between altitudes from z = 86km and z = 1000km can be calculated with the
basic equation form

ρ (z) = exp(Az4 +Bz3 + Cz2 +Dz + E) (43)

where the value of the coefficients are listed in table 3.
Gauss’ planetary equations under the sole influence of aerodynamic drag D

are

da

dt
= 2

a

V

DV

m
(44)

dı

dt
=

1

V

DW

m
cosϑ (45)

sin ı
dΩ

dt
=

1

V

DW

m
sinϑ (46)

11



where drag components along the velocity vector DV and perpendicular to the
orbit plane DW are introduced. The out-of-plane component is related to the
Earth and atmosphere rotation by Eq. (41) and, after algebraic manipulation,
the drag components are written as

DV = −
ρSCD

2

(
√

µ

a
− ωEa cos ı

)

√

(
√

µ

a
− ωEa cos ı

)2

+ (ωEa sin ı cosϑ)
2

(47)

DW = −
ρSCD

2
(ωEa sin ı cosϑ)

√

(
√

µ

a
− ωEa cos ı

)2

+ (ωEa sin ı cosϑ)
2

(48)
The differential equations with drag effect are averaged over one revolution

using the average between minimum and maximum values reached during one
revolution for vrel

vrel = 0.5

(
√

µ

a
− ωEa cos ı

)

+ 0.5

√

(
√

µ

a
− ωEa cos ı

)2

+ (ωEa sin ı)
2

(49)

One should note that DW is an even function and its effect on Ω vanishes over
one revolution, as the right-hand side of Eq. (48) results to be odd.

The averaged contributions of drag are added to thrust and J2 contributions
to obtain the differential system

da

dt
= 2

T

m

√

a3

µ
cosβ + ρ

SCD

m
vrela

(

√

a3

µ
ωE cos ı− 1

)

(50)

dı

dt
=

2

π

T

m

√

a

µ
sinβ cosϑ0 −

1

4

√

a3

µ
ρ
SCD

m
vrelωE sin ı (51)

dΩ

dt
=

2

π

T

m

√

a

µ

sinβ

sin ı
sinϑ0 −

3

2
J2

(rE
a

)2
√

µ

a3
cos ı (52)

dm

dt
= −

T

c
(53)

Table 3: Density formula coefficients

Altitude, km A B C D E

86-91 0.000000 −3.322622 × 10−6 9.111460 × 10−4
−0.2609971 5.944694

91-100 0.000000 2.873405 × 10−5
−0.008492037 0.6541179 −23.62010

100-110 −1.240774 × 10−5 0.005162063 −0.8048342 55.55996 −1443.338

110-120 0.000000 −8.854164 × 10−5 0.03373254 −4.390837 176.5294

120-150 3.661771 × 10−7
−2.154344 × 10−4 0.04809214 −4.884744 172.3597

150-200 1.906032 × 10−8
−1.527799 × 10−5 0.004724294 −0.6992340 20.50921

200-300 1.199282 × 10−9
−1.451051 × 10−6 6.910474 × 10−4

−0.1736220 −5.321644

500-750 8.105631 × 10−12
−2.358417 × 10−9

−2.635110 × 10−6
−0.01562608 −20.02246

750-1000 −3.701195 × 10−12
−8.608611 × 10−9 5.118829 × 10−5

−0.06600998 −6.137674
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The Hamiltonian becomes

H = λa

[

2
T

m

√

a3

µ
cosβ + ρ

SCD

m
vrela

(

√

a3

µ
ωE cos ı− 1

)]

+

+λı

[

2

π

T

m

√

a

µ
sinβ cosϑ0 −

1

4

√

a3

µ
ρ
SCD

m
vrelωE sin ı

]

+

+λΩ

[

2

π

T

m

√

a

µ

sinβ

sin ı
sinϑ0 −

3

2
J2

(rE
a

)2
√

µ

a3
cos ı

]

+

−λm
T

c
(54)

and the Euler-Lagrange equations, with vrel averaged over one revolution, are

dλa

dt
= −λa3

T

m

√

a

µ
cosβ

+λa
SCD

m

(

ρvrel + a
∂ρ

∂a
vrel + aρ

∂vrel
∂a

)

−λa
SCD

m

ωE

nS/C
cos ı

(

5

2
ρvrel + a

∂ρ

∂a
vrel + aρ

∂vrel
∂a

)

−λı
1

π

T

m

1
√
aµ

sinβ cosϑ0

+
λı

4

SCD

m

ωE

nS/C
sin ı

(

3

2

ρ

a
vrel +

∂ρ

∂a
vrel + ρ

∂vrel
∂a

)

−λΩ

[

1

π

T

m

1
√
aµ

sinβ

sin ı
sinϑ0 +

21

4
J2

(rE
a

)2 nS/C

a
cos ı

]

(55)

dλı

dt
= λaa

[

ρ
SCD

m

∂vrel
∂ı

− ρ
SCD

m

ωE

nS/C

(

∂vrel
∂ı

cos ı− vrel sin ı

)]

+
λı

4
ρ
SCD

m

ωE

nS/C

(

vrel cos ı+
∂vrel
∂ı

sin ı

)

+λΩ

[

2

π

T

m

√

a

µ
sinβ

sinϑ0

sin2 ı
cos ı−

3

2
J2

(rE
a

)2

nS/C sin ı

]

(56)

dλΩ

dt
= 0 (57)

dλm

dt
= λaa

[

2
T

m2

√

a

µ
cosβ + ρ

SCD

m2
vrel

(

ωE

nS/C
cos ı− 1

)]

+λı

[

2

π

T

m2

√

a

µ
sinβ cosϑ0 −

1

4
ρ
SCD

m2
vrel

ωE

nS/C
sin ı

]

+λΩ

2

π

T

m2

√

a

µ

sinβ

sin ı
sinϑ0 (58)

13



The expressions for ∂vrel/∂a, ∂vrel/∂ı and ∂ρ/∂a are given by:

∂vrel
∂a

= −
1

4
nS/C −

ωE

2
cos ı+

−
(

nS/C − ωE cos ı
) (

1
2
nS/C + ωE cos ı

)

− (ωE sin ı)
2

2

√

(

nS/C − ωE cos ı
)2

+ (ωE sin ı)
2

(59)

∂vrel
∂ı

=
ωEa sin ı

2



1 +
nS/C

√

(

nS/C − ωE cos ı
)2

+ (ωE sin ı)
2



 (60)

∂ρ

∂a
= ρ

[

4A (a− rE)
3
+ 3B (a− rE)

2
+ 2C (a− rE) +D

]

(61)

where rE is the radius of the Earth and the coefficients A, B, C and D depend
on the altitude as described in Table 5.

The formal expressions for the optimal controls do not change for thrust
magnitude and angles; β, ϑ0, and the switching function are again given by
Eqs. (34)-(37), and Eq. (39). The Hamiltonian is linear with respect to the
thrust magnitude and also to the sail area, which can be considered an additional
control variable for a deployable/retractable sail. By introducing the spacecraft
mean motion nS/C =

√

µ/a3, H is rewritten as

H = SFT + SSS − λΩ

3

2
J2

(rE
a

)2

nS/C cos ı (62)

where SS is introduced to denote the sail switching function:

SS = ρ
CD

m
vrel

[

λaa

(

ωE

nS/C
cos ı− 1

)

− λı
1

4

ωE

nS/C
sin ı

]

(63)

The frontal area must assume its maximum value, that is the drag sail is fully
deployed, when SS > 0. On the other hand, the frontal area must assume its
minimum value, that is the drag sail is retracted, when SS < 0. One should
note that ωE/nS/C << 1, and SS is approximately proportional to −λa.

The enforcement of the altitude constraint is more complex when drag is
considered, as the simple condition cosβ = 0 during flight at constant altitude
is now replaced by

cosβ =

√

µ

a

ρSCD

2T
vrel

(

1−
ωE

nS/C
cos ı

)

= Da/T (64)

which states that thrust along the inertial velocity must equate the average
drag in this direction: T cosβ = Da. The thruster must be on and cosβ > 0 is
required to contrast drag. During the constrained arc the Hamiltonian must be
redefined to take the constraint into account

H = SFT + SSS − λΩ

3

2
J2

(rE
a

)2

nS/C cos ı

+ν

[

2
T

m

√

a3

µ
cosβ + ρ

SCD

m
vrela

(

√

a3

µ
ωE cos ı− 1

)]

(65)
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with ν an arbitrary constant, as it is multiplied by an identically zero term. Note
that H coincide with Eq. (54), but λa + ν must replace λa. The combination
of ν, T , β, ϑ0, and S that maximizes H while satisfying the constraint must
be selected. The optimality conditions for β and ϑ0 do not change but λa + ν
replaces λa in Eqs. (34) and (35), and, in a similar way, λa + ν appears in SF

and SS . The term λa+ν must be positive to ensure the correct thrust direction;
for this reason, SS is always negative (ωE << nS/C and only large negative λi

values, never encountered in the problems treated in this article, could make
SS positive). The sail is therefore always retracted during flight at constant
altitude.

By expressing cosβ = πa(λa+ν)/Λ′ and sinβ = Λ/Λ′ one can easily rewrite
the switching function

SF =
1

sinβ

2

π

1

m

√

a

µ

√

λ2
ı +

(

λΩ

sin ı

)2

−
λm

c
(66)

which now implicitly depends on thrust and sail drag, since the relation sinβ =
√

1− (Da/T )2 must hold. Two cases are possible to maximize H. Either

T = Tmax and the thrust angle is obtained from sinβ =
√

1− (Da/Tmax)2

when the corresponding SF > 0, or

sinβ =
2

π

c

mλm

√

a

µ

√

λ2
ı +

(

λΩ

sin ı

)2

(67)

and the thrust magnitude is given by T = Da/ cosβ when SF evauated at Tmax

is negative. For minimum-time problems maximum thrust must be used as SF

is always positive.
As far as the boundary conditions are concerned, Hamiltonian continuity

requires cosβ to be continuous, that, is,

√

µ

a1

ρSCD

2T
vrel1

(

1−
ωE

nS/C1

cos ı1

)

=
πa1λa1

√

Λ2
1 + (πa1λa1)

2
(68)

√

µ

a2

ρSCD

2T
vrel2

(

1−
ωE

nS/C2

cos ı2

)

=
πa2λa2+

√

Λ2
2 + (πa2λa2+)

2
(69)

These optimality conditions and the altitude limit implicitly determine the three
additional unknowns t1, t2 and λa2+, as summarized in table 4. Note that λa

must be actually integrated during the constrained arc, as it appears in the
other differential equations.

6. Boundary value problem solution

The boundary value problem is here solved with an iterative procedure which
uses Newton’s method to bring the errors to zero. First of all, tentative values
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Minimum final time Maximum final mass
State equations Eqs. 50, 51, 52, 53

Euler-Lagrange equations Eqs. 55, 56, 57, 58

Boundary conditions

af = aT
if = iT

Ωf = ΩT0 + (Ω̇J2)T tf
a2 = rE + hlim

Eqs. 68, 69
λmf = 0

Hf − λΩ(Ω̇J2)T = 1
λmf = 1
tf = k

Unknowns t1, t2, tf , λa0, λa2+, λi0, λΩ0, λm0

Table 4: Optimization problem formulation with altitude constraint (drag)

are assumed for the unknowns. They are collected in vector p. Then, the
differential equations are integrated. The authors here used the Adams-Moulton
variable-step and variable-order integration scheme, as it is more suitable to deal
with thrust discontinuities than a fixed-step scheme. After the integration, the
errors Ψ on the boundary conditions are found. Under linear approximation,
the correction of the tentative values must be

∆p = −K1

[

∂Ψ

∂p

]

−1

Ψ (70)

The matrix in (70) is numerically evaluated. The variation of the boundary
conditions ∆Ψ is computed by varying each unknown by a small amount ∆p
(10−6 ÷ 10−7) while keeping the others fixed and by integrating the equations.
The i-th row of the matrix can be approximated by ∆ΨT /∆p. The relaxation
factor K1(between 0 and 1) avoids moving away from the solution when large
theoretical corrections are computed.

Indirect methods may suffer from poor convergence. It is therefore of the
utmost importance that the initial guess is sufficiently close to the optimal so-
lution in order for the method to converge. A continuation scheme was here
adopted to solve this issue. Given the parameters of initial and final orbit,
the minimum time solution is first achieved, and the maximum final mass solu-
tions are then evaluated by gradually increasing the transfer time. The initial
values of the current converged solution are taken as initial guess for the next
transfer. This ensures that the tentative values are heuristically close enough
to the optimal ones. User’s experience helps to find the initial tentative values
of the minimum time solutions, which have a simpler convergence as no engine
switch is present. Edelbaum’s solution, neglecting RAAN change, can be used
to estimate the arrival time, at which the RAAN difference between chaser and
target is evaluated. This value, in turn, suggests which changes of semimajor
axis and inclination help reducing the difference and therefore the sign of the
initial values of the corresponding adjoint variables. Arbitrary magnitudes (e.g.,
equal to unity) can be assigned to them; different magnitude combinations can

16



be tried if convergence is not obtained.

7. Results

Drag is initially neglected and minimum-time solutions are presented first;
selected minimum-propellant trajectories are then discussed. Minimum-time
and minimum-propellant solutions with drag with be finally presented. The
initial orbit altitude is fixed at 400 km with initial inclination of 51.6 degrees
(ISS). A small 15-kg spacecraft is considered; available thrust is 10 mN with a
specific impulse of 2500 s.

7.1. Minimum-Time Solutions

Better insight can be obtained with a simpler problem, and trajectories
with constant acceleration are initially considered. In this case, the solutions
result to be perfectly symmetric when altitude and inclination change are 0;
the adjoint variables reach 0 and change sign at the mid-point, and the thrust
angles during the second half are specular with respect to the first half. The
constant-acceleration case (i.e., c = ∞) is initially adopted to obtain minimum-
time solutions. For constant mass and acceleration, the equations for m and λm

can be neglected.
The transfer is characterized by the values of a0, af , ı0 and ıf , and by

the relative RAAN angle ∆Ω0 = ΩT0 − Ω0 at t0. For each combination of
a0, af , ı0 and ıf , there is an optimal value of initial phase angle ∆Ω∗ that
corresponds to a global minimum of flight time (and propellant consumption).
The global minimum is found by letting ΩT0 free, leading to boundary condition
for optimality λΩ = 0. In this case, thrust is only used to attain the prescribed
final values of a and ı, while Ω reaches ΩT thanks to the effect of J2 only.

The trip time grows if the initial phase angle ∆Ω0 is different from ∆Ω∗;
part of the thrusting effort must now be used also to change Ω, both directly and
with a different strategy that modifies a and ı histories in order to exploit J2.
The results for transfers with an altitude change of -200 km and different values
of inclination changes are shown in Figure 1. The value of ΩT0 for the globally
optimal solution is close to 1 degree in the three cases, even though slightly
different values pertain to each curve. At the selected altitude and inclination,
J2 perturbation is modified more effectively by changing a rather than ı, and the
optimal strategies follows this guideline to attain the required RAAN. Figure
2 presents semimajor axis and inclination histories for ΩT0 = ±10 degrees:
when ∆Ω0 > ∆Ω∗ (by a sufficiently large margin), a is initially increased to
reduce the effect of J2 on the chaser spacecraft, thus bringing the orbit nodes
closer. A reduction of ı is also beneficial because it reduces the cost of changing
Ω; therefore the trip time is lower when ∆ı is negative, whereas an imposed
increase in ı acts unfavorably. On the other hand, when ∆Ω0 < ∆Ω∗ the
spacecraft semimajor axis should be reduced below the target value, but this
is not allowed by the presence of the atmosphere. The RAAN change must
now be obtained mainly by the direct use of thrust, which is more effective if
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Figure 1: Minimum trip time as a function of the target initial RAAN offset.
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Figure 2: Minimum-time trajectories for ∆a = −200 km and ∆Ω0 = 10 degrees.

the inclination is reduced. However, the increased J2 effect on the chaser at
lower inclination is in contrast to the required RAAN change, and the maneuver
with ıT < ı0 results to be less efficient and longer. Minimum-time missions with
variable mass exhibit similar behavior; the symmetry of the solutions is however
lost, due to the changing acceleration.
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Figure 3: Minimum-propellant trajectories for ∆a = −200 km and ∆Ω0 = +10 degrees (full
circle = thruster on, empty circle = thruster off).

7.2. Minimum-Propellant Solutions - No Drag

The thruster is always on in minimum-time solutions, but the introduction
of coasting arcs may be beneficial in terms of propellant consumption. As a
matter of fact, if sufficient time is available, the chaser can wait for the angle
between the orbit planes to become ∆Ω∗ and then perform the globally op-
timal transfer defined in the previous subsection. For shorter available times,
minimum-propellant solutions become of interest.

Two different structures for the optimal solution are found, depending on
the orbit characteristics, or, more precisely, on whether ∆Ω is changing towards
of moving away from ∆Ω∗. The first possibility arises when the chaser and
target orbit planes are moved closer by the effect of J2: the case of a -200 km
change of semimajor axis, constant inclination, and ΩT0 = 10 degrees, is used
as an example. Solutions for different time of flight are compared in Fig. 3. The
minimum-time solution sets a lower bound on the time of flight. If the available
time is increased from this value (which is about 10 days for this case), a coast
arc appears to separate two burns. The required increase of semimajor axis is
reduced compared to the minimum-time solution, as time can now be spent on a
suitable orbit where the spacecraft waits for J2 to make the orbital planes closer
(e.g., 15-day solution in Fig. 3). For time of flight close to 19 days, the initial
burn vanishes and the global-optimum solution can be flown after waiting on
the initial orbit for about 17 days. The propellant consumptions are compared
in Table 5.

An opposite situation occurs when the angle between the orbit planes is
increased by J2 effect, as when the required change of semimajor axis is positive.
As an example, the case of a +200 km change of semimajor axis, again with
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Figure 4: Minimum-propellant trajectories for ∆a = +200 km, ∆Ω0 = 10 degrees and
∆Ωf = 0 (full circle = thruster on, empty circle = thruster off).

constant inclination and ΩT0 = 10 degrees, is presented. The strategy of waiting
on the initial orbit is not suitable (unless a complete revolution is performed
in the node relative motion). Solutions for different time of flight are shown in
Fig. 4. The minimum-time solution (about 14.5 days) requires an increase of
semimajor axis beyond the target value to change the sign of the nodes relative
motion. If the time of flight is increased, a coast arc is again introduced at a
suitable height to wait for J2 to make the orbit plane closer. The 20-day and
30-day solutions are shown in Fig 4.

The trajectory structure is symmetrical to the case with a semimajor axis
reduction. However, these solutions cannot reach the global optimum unless
time grows to infinity, with a slowly decreasing propellant consumption as time
is increased. As a matter of fact, if sufficient time is allowed, a different strategy
becomes available; instead of contrasting the relative node motion of the initial
orbit with respect to the target, one can favor it, that is, instead of reducing
∆Ω to 0, it is increased to 2π. Example solutions are shown in Fig. 5.

For relatively short times of flight (e.g., 200 days), this strategy initially
reduces the semimajor axis to the minimum altitude; the constant-altitude flight
shows a coasting arc that separates two burns that actively correct Ω (and ı);
the mission cost is quite large (1.8 kg). For longer times of flight (e.g., 300 days)
thrust is not used on the constant-altitude flight, where instead the spacecraft
waits for J2 to perform the plane change. For even longer times (400 days), the
minimum altitude is not reached and the waiting orbit is between the minimum
and the initial orbit. The propellant consumption has decreased to 0.168 kg
for this solution. Finally, the waiting orbit becomes the initial orbit and the
global optimum is reached; in this case, however, almost two years (725 days)
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Figure 5: Minimum-propellant trajectories for ∆a = +200 km, ∆Ω0 = 10 degrees and
∆Ωf = 2π (full circle = thruster on, empty circle = thruster off).

are required to attain this optimal solution. The trip time at which this strategy
bests the solution that takes ∆Ω to 0 instead of 2π obviously depends on the
initial ∆Ω; in this case, with ∆Ω0 only at 10 degrees, about 700 days are
required. It is interesting to note how the altitude change limitations due to
the atmosphere force the search for large inclinations changes to achieve the
required J2 effect on the orbit.

Table 5: Propellant consumption for ∆a = ±200 km, ∆i = 0 and ∆Ω0 = 10 .

∆a = −200 km

Trip time, days Propellant consumption, kg
10 (minimum) 0.345

15 0.117
19 (global optimum) 0.071

∆a = +200 km

Trip time, days Propellant consumption, kg
14.5 (minimum) 0.507

20 0.272
30 0.170

725 (global optimum) 0.068

7.3. Transfers with Drag Sail

Drag can profitably be exploited to reduce the altitude when required. Drag
adds to thrust during braking phases in minimum-time solutions, reducing trans-
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Figure 6: Minimum-time trajectories with dragsail for ∆a = −200 km (full triangle = sail is
opened).

fer time and saving propellant. If sufficient time is available, in minimum-
propellant solutions drag is used instead of thrust during the braking phases, fur-
ther reducing the propellant consumption. Numerical results consider a space-
craft frontal area (sail retracted) equal to 0.04m2 and an open sail area of 4m2.
CD = 2.2 in both cases.

Figure 6 compares minimum time trajectories for ∆a = −200 km, ∆i = 0
km, and ∆Ω0 = ±10 degrees. Node regression is larger for the target (lower
altitude) and the orbit planes are moving closer for ∆Ω0 = +10 degrees. The
optimal maneuver uses thrust to increase altitude and enhance the regression
rate difference, and then both thrust and drag to attain the lower target orbit.
An opposite strategy is used for ∆Ω0 = −10 degrees, but the transfer time
is larger as initial and target orbit planes are moving apart. In addition, the
altitude constraint limits the regression rate difference that can be achieved,
and thrust must be exploited to actively rotate the orbit plane. Inclination is
reduced (again, using thrust) to keep the rotation cost lower. It is worth noting
that the sail is always closed at an altitude slightly higher than the limiting
value. The same characteristics can be found in Figure 7, where trajectories for
∆a = +200 km are presented.

Figures 8 shows minimum-propellant trajectories for ∆a = −200 km, ∆i =
0, and ∆Ω0 = +10 degrees (orbits moving closer). The optimal strategy uses
a short initial thrusting arc to increase altitude and regression rate difference
for transfer times above the minimum value (e.g. 14 days). The thruster is
then turned off and the chaser waits for J2 to act, first with the sail closed and
then with an open sail. Due to the large altitude, drag has a minimal effect,
and the thruster must then be turned on again to attain the target orbit in
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Figure 7: Minimum-time trajectories with dragsail for ∆a = +200 (full triangle = sail is
opened).

the prescribed time; only when altitude becomes sufficiently small, the thruster
can be turned off again and the final descent is accomplished with drag only.
The global optimum is attained at about 18 days. The propellant consumption
would be zero if drag had no effect on inclination: the chaser could wait on
the initial orbit for the proper orbit alignment and then use the sail alone to
reduce the altitude to the target value. However, the small drag influence on
inclination requires a very short initial thrusting arc to compensate for this
effect; on the other hand, descent to the final altitude only requires an open sail
and no thrusting is needed after this short initial arc.

For ∆a = +200 km, ∆i = 0, and ∆Ω0 = −10 (again, orbits moving closer)
and time of flight slightly above the minimum, the constant-altitude phase is
flown at full thrust only in the initial part; at a given time, which depends
on the available time of flight, the optimal control switches from T = Tmax,
cosβ = Da/Tmax and sinβ =

√

1− (Da/Tmax)2, to sinβ given by Eq. (67).
Thrust then returns at the maximum value at the end of the constant-altitude
phase to start the ascent to the final orbit. When the available time of flight
reaches about 11 days, the engine is turned off during the descent, and the
remaining altitude reduction is obtained by the sail only. The engine is then
turned on during the constant-altitude flight, again with reduced thrust. Thrust
evolution for duration of 10, 10.5, 11 and 12 days are compared in figure 9. The
sail is closed (triangles) shortly before the start of the constrained flight for trip
time up to 11 days, but there is a long and slow descent phase with closed sail
for a 12-day duration. In this case, the spacecraft still exploits a relatively large
regression rate difference, but the length of the constrained arc, where active
thrusting is needed to contrast drag, is reduced, thus saving propellant. Drag
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Figure 8: Minimum-propellant trajectories with dragsail for ∆a = −200 km, ∆Ω0 = +10
degrees (full circle = thruster on, empty circle = thruster off, full triangle = sail is opened) .
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Figure 9: Thrust evolution for short minimum-propellant trajectories with dragsail for
∆a = +200 km, ∆Ω0 = −10 degrees (full square = start of constrained arc, empty trian-
gle = sail is closed) .

only depends on altitude and is the same during the constrained arcs. Larger
values of thrust (i.e., larger sinβ) when less time is available mean that more
propulsive effort is dedicated to actively change the orbit plane.

At 12.5 days the minimum altitude is not reached: the sail is closed at a
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Figure 10: Minimum-propellant trajectories with dragsail for ∆a = +200 km, ∆Ω0 = −10
degrees (full circle = thruster on, empty circle = thruster off, empty triangle = sail is closed)
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Figure 11: Propellant consumption with dragsail for ∆a = ±200 km, ∆Ω0 = ±10 degrees.

proper altitude to wait for J2 to accomplish the desired plane rotation, before
turning the thruster on and attain the final orbit. As shown in figure 10, which
shows some trajectories for this case, at 14 days there is still a short initial
propelled arc, whereas only the sail is used for altitude reduction at 18 days.
The global optimum, at about 21 days, does not have the initial propelled/sail-
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aided descent phase and only has the final thrusting arc. One should note that
there is a slow altitude reduction during coasting arcs with sail closed, more
visible at lower altitudes.

The benefit provided by the dragsail is shown in figure 11, which compares
propellant consumption as a function of trip time for sail-aided transfers and
solutions with no sail (the frontal area remains at the minimum value 0.04m2),
again for ∆a = −200 km, ∆i = 0, and ∆Ω0 = +10 degrees, and ∆a = +200 km,
∆i = 0, and ∆Ω0 = −10 degrees. The first case exhibits the larger improve-
ments as the benefit of using the sail to reduce altitude is obvious: A one-day
reduction of the minimum time can be attained, while the propellant reduction
for the same time of flight ranges from about 80 g (shortest time) to about 60
g (in correspondence of the sail-assisted global optimum which only requires 12
g of propellant). Note that global optimum for the no-sail case is only attained
at 58 days and has a 40 g propellant consumption.

Lower benefit is found for the case that requires an altitude increase, as
expected. However, for the shortest time of flight, an initial height reduction
is required to exploit J2, and the sail is still capable of providing propellant
savings up to 30 g, whereas the benefit vanishes at the global optimum time (21
days, 68 g of propellant).

Table 6: Propellant consumption for ∆a = ±200 km, ∆i = 0 and ∆Ω0 = ±10

∆a = +200 km

∆Ω0 = −10

Trip time, days
Prop. consumption

(with sail), kg

Prop. consumption

(no sail), kg

10 0.323 0.353 (min.time)

15 0.113 0.130

20 0.073 0.076

21 (global opt.) 0.068 0.068

∆a = −200 km

∆Ω0 = +10

Trip time, days
Prop. consumption

(with sail), kg

Prop. consumption

(no sail), kg

9 0.318 (min. time) -
10 0.256 0.341 (min. time)

15 0.064 0.113

18 0.012 (global opt.) 0.075

58 - 0.040 (global opt.)

Table 7 shows the CPU times that were required to obtain the first con-
verged solutions for the transfers. All simulations where computed on an In-
tel(R) Core(TM) i7-4720HQ. The computational cost for the solution of the
proposed problems results to be quite small. The authors did not encounter
major problems with convergence when following the procedure described in
Section 6. As for the maximum final mass problems, the times reported are the
average of all transfers (from minimum time to global optimum). As a general
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trend, problems that require the three-arc structure take the heaviest toll on
CPU time, as expected. In addition, solution of scenarios without the dragsail
tends to be faster.

Table 7: CPU time for minimum time and maximum final mass transfers

Minimum time

Transfer CPU time (ms)

∆a = −200 km, ∆i = 0 and ∆Ω0 = +10 322

∆a = −200 km, ∆i = 0 and ∆Ω0 = −10 833

∆a = +200 km, ∆i = 0 and ∆Ω0 = +10 293

∆a = +200 km, ∆i = 0 and ∆Ω0 = −10 501

Maximum final

mass

Transfer Avg CPU time (ms)

∆a = −200 km, ∆i = 0 and ∆Ω0 = +10
360 (with sail)

313 (no sail)

∆a = +200 km, ∆i = 0 and ∆Ω0 = −10
489 (with sail)

284 (no sail)

8. Conclusions

Several mission concepts, such as active removal of multiple debris or ser-
vicing of satellite constellations, may require the evaluation of a large number
of LEO transfers to define optimal strategies for the mission accomplishments
(e.g., the removal/servicing sequence and the time length to be assigned to each
mission leg). The indirect optimization approach proposed in this paper trans-
forms the optimization problem into a boundary value problem with a limited
number of parameters, which can be easily and rapidly solved. The proposed
method therefore allows for fast evaluation of minimum-time and minimum-
propellant transfers in LEO, thus enabling fast trade-off studies (e.g., trip time
versus propellant) and preliminary analysis of problems involving large sets of
targets. This method can be used as an alternative to existing techniques.

The analysis of several cases has highlighted the different strategies that may
be optimal, depending on the transfer characteristics in terms of relative node
position, orbital elements and available time of flight. Variations of semimajor
axis and inclination are sought to change and exploit the effect of J2 on the
orbit plane and limit the propellant consumption. The introduction of drag
in the dynamical model allows for the analysis of trajectories aided with a
dragsail. Relevant propellant savings can be obtained, in particular when an
orbit height reduction is required, but also when the target orbit is higher and
height reduction must be sought to increase J2 effect. These savings must be
obviously contrasted to the weight of the sail system; for instance, if the 4−m2

sail provides a 100 g propellant saving, a specific weight below 25g/m2 would
make the sail convenient. The benefit of a dragsail obviously increases when
multiple transfers are required, summing the propellant savings obtained with
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the same dragsail in each transfer. There are hurdles to be solved before sail
technological maturity becomes sufficiently high (for instance, related to drag
deployment and retraction, possibly multiple times, and sail control) but these
results seem promising.
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