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Abstract: In the area of synthetic sensors for flow angle estimation, the present work aims to describe
the verification in a relevant environment of a physics-based approach using a dedicated technological
demonstrator. The flow angle synthetic solution is based on a model-free, or physics-based, scheme
and, therefore, it is applicable to any flying body. The demonstrator also encompasses physical
sensors that provide all the necessary inputs to the synthetic sensors to estimate the angle-of-attack
and the angle-of-sideslip. The uncertainty budgets of the physical sensors are evaluated to corrupt the
flight simulator data with the aim of reproducing a realistic scenario to verify the synthetic sensors.
The proposed approach for the flow angle estimation is suitable for modern and future aircraft, such
as drones and urban mobility air vehicles. The results presented in this work show that the proposed
approach can be effective in relevant scenarios even though some limitations can arise.

Keywords: air data system; flow angle; angle-of-attack; angle-of-sideslip; flight dynamics; flight
testing; synthetic sensor; analytical redundancy; model-free; physics-based

1. Introduction

Following the recent aircraft crashes that occurred with the Boeing 737-MAX, the
European Union Aviation Safety Agency (EASA) has become open to the use of synthetic
sensors to estimate the flow angles [1]. The objective is to improve the reliability of
redundant flow angle measurements, even using soft techniques starting with modern
aircraft. To accommodate future applications of alternative solutions for flow angle
estimations, a working group is defining the new standard AS7984 “Minimum Performance
Standards, for Angle of Attack (AoA) and Angle of Sideslip (AoS)” to cover the various
sensor technologies used to measure flow angles [2].

The flow angle synthetic sensor provides the same measurements as an equivalent
physical sensor but without the use of dedicated equipment for this purpose. Generally
speaking, a synthetic sensor, in fact, merges flight data already available on board in
order to provide an additional measurement of one or more flight parameters. Therefore,
a synthetic sensor can be used in replacement or combined with a conventional (physical)
sensor with clear benefits from the point of view of: (i) reduction of weights and volumes;
(ii) energy efficiency; (iii) dissimilarity with respect to conventional solutions.

In the field of synthetic sensors, different categories and examples are available in the
literature [3–6], whereas the MIDAS project’s output [7] aims to be certified. The majority
of the synthetic sensors developed so far, including those of the MIDAS project, suffer from
common issues: (i) they can only be used on the aircraft where calibrated; (ii) they should
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be tuned on the aircraft’s current configuration and flight conditions; (iii) they require a
tuning phase based on flight data.

State-of-the-art air data sensors are typically probes and vanes protruding externally
from the aircraft fuselage, able to provide a direct measurement of air data, mainly pressures,
flow angles and air temperature. In the era of digital avionics, synthetic sensors can be
added to physical (or mechanical) sensors in order to analytically increase the system
redundancy [8,9]. Another potential application is to use synthetic sensors to monitor
physical sensors and to accommodate possible failures [10,11]. The concurrent use of
dissimilar sources of the same air data (physical and synthetic ones) can be beneficial
for solving some issues related to common failure modes or incorrect failure diagnosis of
modern air data systems [12–14]. Moreover, synthetic sensors can be used to overcome some
issues towards certification related to next generation air vehicles, for example, unmanned
aerial vehicles (UAVs) [15] and urban air mobility (UAM) aircraft [16] without any limitations
to the application domain [17–19].

Some examples of the synthetic estimation of flow angles can be found in [20–26].
Model-based (e.g., Kalman filter) and data-driven (e.g., neural networks) are the approaches
commonly used to estimate flow angles that are designed ad hoc for a particular aircraft
and, therefore, they are affected by changes of configuration and flight regime. A model-free,
or physics-based, nonlinear scheme, named ASSE—Angle-of-Attack and Sideslip Estimator—is
proposed in [27] and aims to have a general validity and to therefore be independent from
the aircraft application or flight regime.

In fact, ASSE deals with an analytical approach that is able to provide a generic
synthetic sensor for flow angle estimation applicable to any flying body independently from
the flight configuration and without the need to be calibrated. ASSE is based on an analytical
formulation (or scheme) that, compared to the state-of-the-art, is better suited to be certified
for civil aviation. The present work is part of the project SAIFE [28]—Synthetic Air Data
and Inertial Reference System—where a demonstrator of the ASSE technology is designed
and manufactured to verify the Technology Readiness Level (TRL) 5. The technological
demonstrator is based on “all-in-one” air data and inertial system (commonly known as
ADAHRS) able to provide multiple information to pilots or to automatic control systems,
partially based on synthetic sensors that are used for flow angle estimation. The proposed
approach for flow angle estimation does not require dedicated physical sensors but at the
same time guarantees, under recognisable circumstances, the same reliability of flow angle
vanes (or probes) in order to optimise the efficiency of on board avionics for both modern
and future aircraft.

The main aim of the current work, as part of the project SAIFE, is to verify the TRL 5
of the ASSE technology. For this goal, a technological demonstrator is conceived and fully
characterised in order to evaluate the uncertainty budgets related to all physical sensors
feeding the synthetic sensors. Therefore, results of the present work describe the flow
angle estimation performance of the ASSE scheme in a relevant simulated scenario. It is
worth underlining that results presented in this work have a general validity as the flight
simulator is only used to generate coherent and, hence, the proposed ASSE scheme can
be applied to any flying body to estimate the flow angles. Moreover, the technological
demonstrator is equipped with all necessary components to be ready for flight tests for
future validation in real environments.

The SAIFE project’s demonstrator concept is introduced in Section 2 with a focus on
the architecture and its physical sensors. The ASSE scheme is briefly presented in Section 3
in order to highlight the necessary inputs and to discuss some practical limitations emerged
from the present work. The characterisation tests of the physical sensors and the consequent
sensor’s noisy models are defined in Section 4, whereas the approach for TRL 5 verification
and results are presented in Section 5 before concluding the work.
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2. The ASSE Technological Demonstrator Concept

The ASSE technological demonstrator is depicted in Figure 1a along with: (a) external
power supply to be connected both to the aircraft power bus or to domestic plug; (b)
global navigation satellite system (GNSS) antenna; (c) magnetometer antenna; (d) pitot
boom with AoA and AoS vanes. The ASSE demonstrator, encompassing both air data,
inertial and heading reference systems (ADAHRS) is able to provide the following direct
measurements:

• from the Air data System (ADS):

1. Dynamic pressure qc (or, as alternative, total pressure);
2. Absolute pressure p∞;
3. Ambient temperature T;
4. Angle-of-attack AoA (as a reference value);
5. Angle-of-sideslip AoS (as a reference value);

• from the Attitude and Heading Reference System (AHRS):

6. 3-axis angular rates;
7. 3-axis linear accelerations;
8. 3-axis magnetometer;
9. 2-axis inclinometer;
10. GNSS position and velocity;

The output rate is 100 Hz. In order to provide ADS outputs, the demonstrator shall be
interfaced with at least an external probe (e.g., a Pitot probe) able to measure the dynamic
and absolute pressure and a temperature probe (e.g., outside ambient temperature, OAT).
Whereas, for AHRS outputs, common equipment (described in Section 2.3) is used that can
be installed inside the fuselage. From the aforementioned direct measurements, several
parameters can be calculated, such as the attitude angles, the heading and the true airspeed,
whereas, the flow angles are estimated using the ASSE technology (described in Section 3.1).
Therefore, the only probes protruding externally from the fuselage are related to pressure
and temperature measurements.

(a) (b)

Figure 1. ASSE demonstrator design. (a) A view of the ASSE technological demonstrator developed
under the SAIFE project, (b) Arrangement design. Courtesy of SELT Aerospace & Defence.

2.1. State-of-the-Art of Air Data System Sensors

As far as low speed (Mach number below 0.3) air vehicles are concerned, the air
temperature is commonly measured with OAT, which is able to directly measure the
ambient static temperature with a sensing element exposed to the external airflow.

As far as the pressures are concerned, two probe technologies are available: (1) the
single-function probes; and (2) the multi-function probes. The conventional pressure
probes (or single-function probes, SFP) considered here are total tubes (for the total
pressure measurement), Pitot-static (or simply Pitot) probes (for static and total pressure
measurements) or static ports (for static pressure measurement). In the majority of the
examples, the conventional pressure probes are not equipped with pressure transducers, so
that they have to be connected pneumatically to dedicated air data modules (ADMs), an
air data computer (ADC) or a vehicle management computer (VMC). On the other side,
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a multi-function probe (MFP) is a probe with enhanced capabilities able to provide at least
two pressure measurements and one flow angle measurement. The pressure measurements
are usually related to static and total pressures, whereas the flow angle is referred to a local
flow angle and only a combination of at least two MFPs can provide both AoA and AoS
calculation. In the MFP category, the optical air data sensors could be considered even
though there is no certified product at the moment because some issues still remain to be
solved [29], for example, turbulence, vortex and wind gusts can affect the accuracy.

Considering the state-of-the-art of the current technologies, three realistic architectures
for air data and inertial reference system are compared in Figure 2. An ADS based on SFP
leads to a high number of LRUs to be installed protruding outside from the A/C fuselage
as schematically represented in Figure 2a with a consequent increase of weight and power.
However, the SFPs are mature and available worldwide. Whereas, MFPs are available only
from three manufacturers [30] but it can assure a reduced number of LRUs and the absence
of pneumatic tubes as represented in Figure 2b. In Figure 2c, a possible ADS based on flow
angle synthetic sensors is presented. Along with the chance to use SFP probes, the other
main advantages of an ADS based on flow angle synthetic sensors are: (i) a reduced number
of LRUs with a consequent reduction of weights and volumes; (ii) no power required for
anti-icing systems improving the overall ADS energy efficiency; (iii) improved safety due
to dissimilarity with respect to other conventional flow angle vanes/probes.

(a) SFP-based (b) MFP-based (c) SS and SFP-based

Figure 2. Generic three realistic simplex air data sensing architectures able to provide a complete set
of air data. The dashed lines of AoS sensors indicate that they could not be mandatory.

It is worth underlining that the realistic sensing architectures presented in Figure 2
can provide the same air dataset in a simplex configuration. As some flight parameters
can be safety critical; according to safety studies, a suitable redundancy should be assured,
for example, for airspeed and AoA. Therefore, some external probes should be duplicated,
or even triplicated, to satisfy the safety requirements. Although the system redundancy
on board large airplanes does not represent an issue, the same can lead to some obstacles
to UAVs or UAM vehicles due to the reduced fuselage surface suitable for air data probe
installation. Therefore, the solutions based on fewer external LRUs can be more attractive
for those categories.

2.2. Demonstrator’s Architecture

The ASSE demonstrator is based on the TEENSY 4.1 board that is able to manage
digital and analog interfaces as described in Figure 3. It is designed to be interfaced with
AHRS sensors (described in Section 2.3), air data transducers (described in Section 2.4) and
a ground computer. It is worth highlighting that the ADS is also equipped with AoA and
AoS common vanes because during the demonstration they are used as reference values
during actual flight tests.
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Figure 3. The architecture of the ASSE technological demonstrator. The black arrows represent data
bus connections, the blue arrows represent pneumatic connections.

The AHRS and ADC are installed in a single unit (or LRU) as described in Figure 1b.
The reason behind a two-layer board is to keep the center of gravity as close as possible to
the gyroscope and the accelerometers.

The aircraft heading and attitudes during dynamic manoeuvres are evaluated using
ad hoc Kalman filters exploiting available data from the gyroscope, accelerometers,
magnetometers and GNSS. For the scope of the present work, the attitude angles are
unnecessary and they are replaced with inclinometer information for integration tests.

2.3. Attitude, Heading and Reference Sub-System

The ASSE demonstrator is based on fibre optic gyroscope (FOG), a solid state
accelerometer unit, a GNSS receiver and a 3-axis magnetometer as represented in Figure 3.

2.4. Air Data Sub-System

The ASSE demonstrator also includes an air data sub-system comprising an ADC
with pressure transducers, calibrated interfaces for OAT and flow angle vanes. The ADC is
calibrated to work in the airspeed range [0 kn, 174 kn] in the altitude range [−1800 ft, 35,000 ft].

3. Nonlinear ASSE Scheme

In this section, the ASSE scheme is presented in order to give some crucial information
about the proposed technology.

Two reference frames are considered: the inertial reference frame FI = {XI , YI , ZI}
and the body reference frame FB = {XB, YB, ZB} as described in Figure 4. The vector
transformation from the inertial reference frame FI to the body frame FB is obtained
considering the ordered sequence 3-2-1 of Euler angles: heading, elevation and bank
angles. As the vector subscript denotes the reference frame where the vector is represented,
the relationship between the inertial velocity vI , the relative velocity vB and the wind
velocity wI can be written as:

vI = CB2IvB + wI , (1)

where CB2I is the direction-cosine matrix to calculate vector components in the inertial
reference frame from the body reference frame [31]. It is worth recalling that the inverse
transformation is CI2B = CT

B2I , that is, the direction-cosine matrix to calculate vector
components in the body reference frame from the inertial reference frame [31]. The relative
velocity vB can be expressed as function of its module and flow angles, α and β, as

vB = V∞ îWB = V∞

(
cos β cos αîB + sin β ĵB + cos β sin αk̂B

)
, (2)

where V∞ is the magnitude of the relative velocity vector, or true airspeed (TAS), îB, ĵB and
k̂B are the three unit vectors defining the body reference axes and îWB is the unit vector of
vB depending only on α and β.
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Recalling that ΩB is defined as the body angular rate matrix [32], the coordinate
acceleration aB can be written as:

aB = CI2BaI = v̇B + ΩBvB + CI2BẇI = aXB îB + aYB ĵB + aZB k̂B. (3)

Figure 4. Representation of inertial and body reference frames with positive flow angles (α, β), linear
relative velocities (u, v, w), angular rates (p, q, r) and the velocity triangle between inertial velocity vI ,
the relative velocity vB and the wind velocity wI .

3.1. The ASSE Synopsis

As known, the time-derivative of the relative velocity’s magnitude can be expressed as:

V̇∞ =
vT

Bv̇B

V∞
⇒ V̇∞V∞ = vT

B(aB −CI2BẇI), (4)

where all terms are measured at the same time instant. Moreover, the relative velocity
vector vB at time t can be expressed starting from vB at a generic time τ, with t ≥ τ, as

vB(t) = vB(τ) +
∫ t

τ
v̇B(T ) dT . (5)

Henceforth, in order to ease the notation, the independent variable of the integrand
function is omitted and the time of the measurement is reported as subscript. For example,
the relative velocity evaluated at time τ is denoted as vB,τ .

Recalling Equation (3), Equation (5) can be rewritten as:

vB,t = vB,τ +
∫ t

τ
(aB −ΩBvB −CI2BẇI) dT (6)

and

vB,τ = vB,t −
∫ t

τ
aB dT +

∫ t

τ
ΩBvB dT +

∫ t

τ
CI2BẇI dT . (7)

Replacing vB,τ with Equation (7), Equation (4) can be written at time τ as:

V∞,τV̇∞,τ =

[
vB,t +

∫ t

τ
ΩBvB dT

]T
(aB −CI2BẇI)τ , (8)

where all terms depending on vB, and hence on the flow angles, are collected on the right
hand side.

The ASSE scheme based on the zero-order approximation [27] assumes that the integral
term

∫ t
τ ΩBvB dT of Equation (8) is constant in the generic time interval [τ, t], therefore

∫ t

τ
ΩBvB dT = (ΩBvB)t∆t, (9)
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where ∆t = t− τ. Considering the latter expression, Equation (8) can be rewritten as:

V∞,τV̇∞,τ +

[∫ t

τ
aB dT −

∫ t

τ
CI2BẇI dT

]T
(aB − ẇBCI2BẇI)τ =

=V∞,t îT
WB,t(I−ΩB,t∆t)(aB −CI2BẇI)τ .

(10)

Equation (10) is denoted in [27] as the basic expression of the zero-order ASSE scheme
referred to the generic time τ where the flow angles, α(t) and β(t), are the only unknowns
and all other terms are supposed to be measured. For the latter reason, the unknown
variables are always referred to as current time t, henceforth, the flow angles are represented
without subscripts related to time.

Considering the previous notations, Equation (10) can be presented as:

nτ = îT
WB,tmτ , (11)

where

nτ = V∞,τV̇∞,τ +

[∫ t

τ
aB dT −

∫ t

τ
CI2Bẇ dT

]T

(aB −CI2Bẇ)τ (12)

and
mτ = V∞,t(I−ΩB,t∆t)(aB −CI2BẇI)τ = hτ îB + lτ ĵB + mτ k̂B. (13)

It is worth underlining that, in Equation (13), all parameters are referred to as time
τ, whereas the true airspeed V∞,t is always referred to as time t and, hence, AoA and
AoS as well. Rewriting Equation (11) back in time starting from t to n-th generic τi with
i ∈ [0, 1, . . . , n] where τ0 ≡ t and AoA and AoS are always referred to at the same time t.
Therefore, the following system of n + 1 nonlinear equations, or ASSE scheme, is obtained:

nt = îT
WB,tmt

nτ1 = îT
WB,tmτ1

...
nτn = îT

WB,tmτn ,

(14)

where the AoA and AoS at time t are assumed to be the only unknowns, the wind
acceleration ẇ is considered to be negligible in the time interval and all other parameters
can be measured. Therefore, the flow angle estimation based on the ASSE scheme requires
direct measurements of: (1) TAS; (2) body angular rates p, q and r and (3) coordinate
acceleration vector aB. It is worth highlighting that the AHRS does not measure the
coordinate acceleration vector but it can be calculated from the inertial acceleration directly
measured by the AHRS in addition to the aircraft attitudes (or Euler angles).

Equation (14) is the generic form of the proposed zero-order ASSE scheme based
on n + 1 equations. In this work, an expansion in the past is considered (τi+1 < τi).
The most suitable solver can be adopted to solve the system of Equation (14) for AoA and
AoS estimation.

3.2. Practical Implementation

As discussed in [33], solving the ASSE nonlinear scheme can be challenging dealing
with real signals that are affected by uncertainties mainly related to random noise, bias,
drift of the sensors. In fact, more robust solvers can be considered to solve the ASSE scheme
that are more tolerant to the input noise. In this work, the nonlinear ASSE scheme [34] with
200 time steps (or equations) is adopted to validate the ASSE demonstrator. The number
of equations indicates that the ASSE scheme is applied considering a 2 s time observation.
The latter choice is based on the experience gained with the present project to improve
the ASSE performance characteristics in the presence of noisy input with respect to results
presented in [33]. In this work, the system of nonlinear equations is solved using an
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iterative method based on the Levenberg–Marquardt algorithm [35]. The first guess in
iteration methods is crucial but it is hardly realistic considering a reliable first guess in
practical applications; therefore, the proposed scheme is applied, adopting null values as
the initial condition.

As known from [27], the ASSE scheme can be applied only during dynamic flight
conditions. Moreover, from [34], the linear formulation can lead to understanding where ASSE
can be applied or not. In order to introduce the reliability criteria, the linearised ASSE scheme
is discussed. Considering Taylor series expansions of trigonometric functions, the versor of
Equation (2) can be approximated at first order (i.e., cos(x) ≈ 1 and sin(x) ≈ x) as:

îWB,t ≈ ĩWB,t = [1, β, α]T . (15)

Therefore, writing Equation (14) for time t and a generic previous time τ (with τ < t),
the following system of two linear equations is obtained:{

nt = îT
WB,tmt ≈ ht + ltβlin + mtαlin

nτ = îT
WB,tmτ ≈ ĩT

WB,tmτ = hτ + lτ βlin + mταlin.
(16)

Moreover, considering that the wind acceleration vector ẇ is negligible, for example, if
the two observed time steps are sufficiently close to consider the wind vector constant in
the time interval [τ, t], Equation (16) can be rewritten as:αlin,ẇ≈0 =

aY,t(V̇∞,τ−aX,τ)−aY,τ(V̇∞,t−aX,t)
Dẇ≈0

βlin,ẇ≈0 =
aZ,τ(V̇∞,t−aX,t)−aZ,t(V̇∞,τ−aX,τ)

Dẇ≈0
,

(17)

where
Dẇ≈0 = lt,ẇ≈0mτ,ẇ≈0 −mt,ẇ≈0lτ,ẇ≈0 (18)

is the determinant of the system evaluated with negligible wind accelerations and it shall
be nonzero to guarantee the existence of the closed-form solution.

In order to evaluate possible flight conditions leading to a null determinant, it is worth
noting that the determinant Dẇ≈0 does not depend on the time derivative of the airspeed
but only on the true airspeed, body accelerations and angular rates; the latter weighted by
the chosen time interval ∆t. In fact, when the time interval tends to zero, the m vector of
Equation (13) can be approximated as mτ = [hτ , lτ , mτ ]

T ≈ V∞,t[aX,τ , aY,τ , aZ,τ ]
T yielding

to the following determinant approximation:

Dẇ≈0,∆t→0 = V2
∞,t(aY,taZ,τ − aZ,taY,τ). (19)

Along with the existence condition discussion presented in [34], from Equation (19)
it emerges that a null simplified determinant could lead to very large errors. Therefore,
some thresholds are defined according to a trial and error approach where the nonlinear
ASSE scheme would lead to very large errors (larger than 5°). The proposed values can be
possible values for real applications even though they should be verified in an extended
flight envelope. In this work, the following thresholds are considered:

1. vertical/lateral inertial acceleration:

• aZ > athr = 0.5 m s−2 for AoA estimation
• aY > athr = 0.5 m s−2 for AoS estimation

2. determinant of Equation (18): D̃ > Dthr = 0.2 m4/s6,

where the determinant Dẇ≈0 of Equation (18) is denoted henceforth as D̃ for simplicity of
notation. The latter conditions are used to drive the integration tests of the demonstrator’s
algorithms. In fact, even in the case of larger time intervals (i.e., ∆t > 0), if lateral or vertical
inertial accelerations are very small (i.e., aY → 0 or aZ → 0, respectively) the determinant
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tends to zero and the condition number will be very large leading to a very noise-sensitive
scheme. It is worth underlining that, in this work, the thresholds do not influence the
results because they are only applied after the ASSE solution is computed.

Moreover, considering that there are no metrological standards to evaluate the synthetic
sensor performance [36], some criteria are defined to evaluate the flow angle estimation
performed by the nonlinear ASSE scheme. In this work, the flow angle estimations
are analysed using the mean, maximum, 1σ and 2σ errors. The latter choice, inspired
by industrial experience, is useful for providing an overall overview of the flow angle
estimation performances. In the present work, 1σ and 2σ intended the value such that
the probability Pr(−σ ≤ X ≤ σ) = 68.3% and Pr(−2σ ≤ X ≤ 2σ) = 95.4% also in the case
the error is not normally distributed. If the mean error can be easily removed from the
synthetic sensor estimations, the maximum and the 2σ errors should be specified according
to their operative scopes. In fact, if AoA and AoS are used for monitoring or displaying
purposes, maximum absolute errors up to 5° could be accepted, whereas, for control and
navigation applications the performance requirements could be more demanding. However,
considering the stage of the present project, the following thresholds are considered in the
current work:

• maximum absolute error < 5°
• 2σ error < 2°.

4. Characterisation of the ASSE Demonstrator’s Sensors

The section introduces the methods and results of the characterisation activities for
the ASSE demonstrator’s sensors. Calculated uncertainties are used to corrupt simulated
flight data with realistic errors that are added to reproduce a relevant testing scenario as
defined in this section.

The three-axes gyroscope and the three-axes accelerometer are tested separately to
verify their performances independently from manufacturer’s data sheets using a rotating
platform to verify the angular rates, whereas tilting and sliding platforms are used to verify
the linear acceleration performances. Once the AHRS sensors are installed in the ASSE
demonstrator, the same characterisation tests are performed to verify possible misalignment
issues. For the sake of clarity, the characterisation presented in this section is related to the
technological demonstrator.

In more detail, three dedicated facilities are used to calibrate the inertial sensor at
the best accuracy level. The fibre optic gyroscope (FOG) is calibrated against a rotating
platform. The platform is based on a precision air-bearing table driven by a microstep
motor. The platform is able to generate smooth and accurate rotation ranging from fractions
of a degree per second to the full range of the device, which is greater than 400 ° s−1.

The FOG is mounted in three orthogonal positions in order to calibrate the three
axes and to check for the orthogonality of the measurement axis. The accuracy of the
orthogonality is checked by a precision autocollimator and the accuracy of the rotating
table is checked by comparison with the National Angle Standard (REAC) [37].

The accelerometers, or the inertial measurement unit (IMU), is calibrated for very
low accelerations with a tilt table platform where the projection of the acceleration gravity
vector parallel to the platform is used as a reference acceleration. The technique has
been already used for the calibration of the accelerometers on board the ESA spacecrafts
BepiColombo and JUICE with destinations of Mercury and Jupiter [38]. For higher
accelerations, the device is calibrated using a facility built to the purpose making use
of dynamic laser interferometry having an accuracy of at least 1× 10−4 m s−2. In this case,
the accelerometers are also calibrated at the three orthogonal axes.

The ADS is stimulated using the pressure test bench. Thanks to suitable probe adapters,
the air data probe is connected pneumatically to the pressure test bench that is able to
generate both the static and the total pressures. Moreover, the pressure test bench is able to
simulate both constant and dynamic flight conditions according to predefined steps that can
be set by the user. The temperature sensor is connected and left to the ambient temperature.
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4.1. Gyroscope

The FOG is tested to characterise the uncertainties on the measurement for several
constant angular rates and periodic angular rates with several frequencies in order to
evaluate both steady-state and dynamic errors and, hence, to evaluate the FOG’s expanded
uncertainty. An example of the steady-state gyroscope measurements is represented in
Figure 5a with respect to the reference values on the Z-axis. From the Figure 5a it is clear
that at 0 Hz, the gyroscope is characterised by a linear behaviour; in fact, the regression
slope is 1.00 and the R2 = 1.00. Moreover, a cross-coupling between the three axes is visible
even though it is less than 0.05 %. Including dynamic analysis, the expanded uncertainty on
the angular rates measured by the ASSE demonstrator is evaluated as Q(0.05, 5× 10−4ν).
The notation Q(0.05, 5× 10−4ν) is intended to be the quadratic sum of two terms: the first is
the constant, the second is proportional to the measured value ν. For example, for 100 ° s−1,

the uncertainty is U =
√

0.052 +
(
100 · 5× 10−4)2

=
√

0.0025 + 0.0025 ≈ 0.071 ° s−1. If the
error distribution is normal, the U = 2σ. In this work, the latter assumption is adopted.
Therefore, the single axis gyroscope measurements, p, q, r, are corrupted with a white noise
whose 1σ depends on the measurement itself. For example, the pitch rate q is corrupted

using a white noise with 1σ calculated as q1σ = 1
2

√
0.052 + q2

(
5× 10−4)2 ° s−1.
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Figure 5. Example of AHRS data analysis. (a) Constant angular rate on the Z-axis, (b) Dynamic
accelerations at 80 Hz.

4.2. Inertial Measurement Unit

The IMU is tested to characterise the uncertainties on the measurement for several
constant accelerations and periodic accelerations with several frequencies in order to
evaluate both steady-state and dynamic errors and, therefore, to evaluate the expanded
uncertainty. An example of dynamic measurements with periodic reference accelerations
at 80 Hz are represented in Figure 5b. From the Figure 5b it is clear that at 80 Hz, the
inertial measurement unit loses accuracy. In fact, even though the linearity is maintained,
because with a linear regression R2 = 1.00, the slope is 0.941, whereas for very low
frequencies (less than 5 Hz) the regression slope is 1.00 for each of the three axis. This
particular behaviour is taken into account with a very large expanded uncertainty of
Q(0.007, 0.02ν) up to 10 g and up to 80 Hz. It is worth underlying that for realistic aircraft
applications, limiting the frequency to 10 Hz as discussed in Section 4.8, the expanded
uncertainty can be recalculated as Q(0.007, 1× 10−3ν). In this work, the largest values
are considered for conservative reasons. The single axis acceleration measurements, aX,
aY, aZ, are corrupted with a white noise whose 1σ depends on the measurements itself.
For example, the longitudinal accelerations aX are corrupted using a white noise with 1σ

calculated as aX,1σ = 1
2

√
0.0072 + a2

X0.022 m s−2.
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4.3. Inclinometer

The two-axes inclinometer is tested to characterise the uncertainties on the measurement
for several constant inclinations in order to evaluate the steady-state errors and, therefore,
to evaluate its expanded uncertainty. As the inclinometer is only used for initialisation
purposes, it is not considered in the uncertainty chain for the ASSE scheme. In fact,
the attitude angles are calculated with a dedicated algorithm but they are not involved in
the verification activities of the present work. However, the inclinometer is used to verify
the ASSE algorithm during integration tests where the attitude angle is used to derive the
inertial acceleration a from the proper acceleration a + g measured by the IMU, where the
vector g is the gravity vector. The measured expanded uncertainty is Q(0.2, 0.01ν) in the
range [−60°, 60°].

4.4. Calibrated Airspeed

Some airspeed profiles are simulated in terms of velocity and altitude using the
pressure test bench. As said before, the pressure test bench has two independent pressure
ports to provide both static and dynamic pressures. The air data probe is connected
pneumatically to the pressure test bench using a suitable probe adapter. With the latter
experimental setup, the air data test set is able to stimulate the ADC with predefined
airspeed and pressure altitude according to a predefined rate that can be programmed by
the user. Preliminarily, the ADC of the ASSE demonstrator is calibrated using reference
values of airspeed generated using the pressure test bench.

The 2nd order calibration polynomial is derived fitting the error measured during the
bench tests at ambient temperature as represented in Figure 6a. The residual maximum
error after the calibration is about 0.05 m s−1 as can be noted in Figure 6a.

20 40 60 80 100

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

(a) (b)

Figure 6. Calibrated airspeed analysis. (a) Measured and calibration of the IAS calculated by the
ASSE demonstrator, (b) Noise on the CAS measurement.

A high-pass filter with 1 Hz cutoff frequency is used to evaluate the random noise on
the CAS measurement. From Figure 6b, it is clear that the noise on the measurement of the
CAS is less than 1.3× 10−3 m s−1.

The air data test set can maintain a constant value of airspeed with internal controllers
with a total uncertainty of 0.26 m s−1. This leads to the assumption that the CAS measurement
uncertainty is dominated by unknown bias errors and less influenced by the random noise
on the measurement. Therefore, the uncertainty of the CAS measurement is modelled
as the sum of: (1) a bias not depending on the CAS itself calculated as the sum of the
residual error after the calibration plus the contribution of the reference values generated;
(2) white noise whose 1σ value is derived from the maximum of Figure 6b to be conservative.
Therefore, in this work, the realistic CAS (or the CAS with uncertainties) is obtained using
CASbias = 3.1× 10−2 m s−1 and CAS1σ = 1.3× 10−3 m s−1.
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As far as the dynamic pressure error is concerned, the main uncertainty can be

evaluated considering the sole CASbias as qc,bias =

√
1
2 ρSL

∣∣∣(CAS±CASbias)
2 −CAS2

∣∣∣,
where ρSL = 1.225 kg/m3.

4.5. Altitude

Some constant altitudes are simulated in terms of static pressure using the pressure
test bench. As said before, using suitable probe adapters, the air data probe is connected
pneumatically to the pressure test bench that is able to stimulate the ADC’s absolute
pressure transducer. As a first step, the ADC of the ASSE demonstrator is calibrated using
reference values of static pressure (or altitudes) generated using the pressure test bench.

A linear regression is used to fit the error measured during the bench tests at ambient
temperature as represented in Figure 7a. The residual maximum error after the calibration
is about 3 Pa, as can be seen from Figure 7a.

(a) (b)

Figure 7. Altitude and vertical speed uncertainty analysis. (a) Static pressure, (b) Vertical speed.

Considering 30 s time windows, the random noise is allocated to the 1σ error of the
measured static pressure. The noise on the measurement of the static pressure is less than
0.1 Pa and it is practically constant if compared with the mean errors. For conservative
reasons, the latter value is used in this work.

From the latter analysis, the static pressure measurement uncertainty is dominated
by unknown bias errors and less influenced by the random noise of the measurement.
Therefore, adopting the same model of the CAS presented in Section 4.4, the uncertainty on
the static pressure measurement is modelled as the sum of a constant bias and white noise.
Therefore, the uncertainty model of the static pressure is obtained using p∞,bias = 3.0 Pa
and p∞,1σ = 0.1 Pa. Applying the proposed static pressure error model in a realistic altitude
range between −500 m and 3000 m for ultralight aircraft applications, the maximum
uncertainty is enclosed in ±3 Pa (or ±0.36 m) as can be noted from Figure 7a. It is
worth underlining that the latter result is related to the sole ASSE demonstrator without
considering any position errors due to the aircraft installation.

4.6. Vertical Speed

In this section, the vertical speed uncertainty is evaluated even though it is not used
in the ASSE scheme. In fact, it is reported here to provide some additional information
of the ADC performance. Some constant vertical speeds are simulated in terms of static
pressure using the pressure test bench connected to the ADC using suitable probe adapters.
Results are presented in Figure 7b and it is clear that the VS uncertainty is dominated by
the random noise. Therefore, the calculated expanded uncertainty for the vertical speed is
Q(−0.00551, 0.00518ν).
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4.7. True Airspeed

The same uncertainty model of the CAS can be applied to the TAS measurement with
higher values due to uncertainty related to the temperature and pressure uncertainties.
In fact, the error in terms of the TAS calculation can be estimated as:

TAS =

√
2(qc ± qc,bias)R(T ± ∆T)

p∞ ± p∞,bias
= V∞ + TASbias, (20)

where R = 287.06 J kg−1 K−1 is the air specific gas constant. The quantity ∆T = ±2.5 °C,
whereas qc,bias and p∞,bias are the largest bias error calculated according to models presented
in Section 4.4 and Section 4.5 respectively. Therefore, in this work, the resulting
TASbias = ±0.47 m s−1, whereas TAS1σ = CAS1σ.

4.8. Time Derivative of the Airspeed

The airspeed time derivative is a crucial measurement for ASSE applications. As the
direct measurement cannot be taken, several schemes [39] are considered in this work:
(i) backward two point 1st order; (ii) backward three point 2nd order; (iii) backward four
point 3rd order; (iv) backward five point 4th order; (v) backward six point 5th order;
(vi) backward seven point 6th order; (vii) centred three point 2nd order; (iix) centred five
point 4th order. The numerical derivative is denoted as ˜̇y. In order to evaluate the numerical
estimation error at several frequency of several derivative schemes, a linear increasing
frequency cosine function and its exact derivative are defined as

y = cos 2π f t

ẏ = −4π fmax
t

tend
sin 2π f t,

(21)

where t ∈ [0, tend] is the time in seconds and f = fmax
t

tend
is the increasing frequency and

fmax = 10 Hz is the maximum frequency. The maximum frequency is chosen considering
the target application of the ASSE demonstrator during flight trials. In fact, as an ultralight
motorised aircraft is chosen for flight tests, the highest dynamic mode frequencies are
not greater than 5 Hz. The same can be applicable for UAV, UAM, general aviation and
civil aircraft. Considering a constant sampling time, the absolute error | ˜̇y− ẏ| is reported
in Figure 8a as a function of the frequency for several schemes. It is clear that: (1) the
lower the frequency, the lower the error; (2) the higher the scheme order, the lower the
error. The same conclusions can be obtained from another analysis that are summarised in
Figure 8b. In the latter analysis, only five frequencies are selected (1 Hz, 2.5 Hz, 5 Hz, 7.5 Hz
and 10 Hz) and the 1σ error (i.e., ˜̇y− ẏ) is calculated over an entire period. As noted before,
the 7-point backward scheme shows the best performance among the backward schemes
with comparable performances to those achieved with the 5-point centred scheme.

(a) (b)

Figure 8. Error estimation of the numerical derivative estimation of Equation (21) at different frequencies.
(a) Numerical derivative estimation at different frequencies, (b) 1σ error for different frequencies.
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The 1σ error analysis reported in Figure 8b is very important to build the error model
for the airspeed time derivative as shown at the end of the current section.

Although the best solution could be a centred derivative scheme, in this work,
the backward schemes are preferred as the refresh rate of the estimated flow angles is
considered aligned to all other parameters. Of course, other implementations with one or
two step delays (i.e., 3-point and 5-point centred schemes respectively) can be accepted
according to the specific final application (e.g., if it does not affect the control logics).
However, the choice of the differential scheme is not made at the moment as the objective
of the present analysis is to characterise the numerical derivative uncertainty.

The ASSE demonstrator’s sampling rate is not constant due to the hardware
implementation of several devices with different output rate and computational load.
In fact, the ASSE demonstrator sampling rate is 0.01 s ± 0.002 s as experienced in a log file
record of more than 2 min.

Using the pressure test set, constant airspeed rates are generated at a constant altitude
in order to avoid interference of the total and static pressure controllers. However, from the
frequency analysis of Figure 9a, it emerged that the positive airspeed rates are affected
by the pressure test set’s controller (between 0.5 Hz and 20 Hz), whereas the negative
rates are only dominated by high frequency dynamics as can be seen from Figure 9b.
Therefore, only the negative airspeed rates are considered in order to isolate the effect of
the derivative scheme.

(a) (b)

Figure 9. Frequency analysis of the numerical airspeed time derivative using the backward
three-point scheme. (a) Positive TAS rate, V̇∞ = 0.50 m s−2, (b) Negative TAS rate, V̇∞ = −0.51 m s−2.

Thirty second time windows with constant airspeed rates are considered in order to
evaluate the numerical errors of the airspeed time derivative with respect to the scheme
adopted. As can be noted in Figure 10, the more points that are considered in the numerical
scheme, the higher the errors. The latter phenomenon is due to the sampling time of the
ASSE demonstrator that is not perfectly constant as mentioned before.

(a) (b)

Figure 10. Airspeed time derivative using different numerical schemes. (a) Null TAS rate,
V̇∞ = 0.01 m s−2, (b) Negative TAS rate, V̇∞ = −0.51 m s−2.
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In Table 1 the error distributions for all the schemes considered in this work are reported.

Table 1. Numerical error analysis using different numerical schemes for airspeed time
derivative calculation. With 1σ, 2σ and 3σ is intended the value such that the probability
Pr(−σ ≤ X ≤ σ) = 68.3%, Pr(−2σ ≤ X ≤ 2σ) = 95.4% and Pr(−3σ ≤ X ≤ 3σ) = 99.7% also in
case the error is not normally distributed.

Mean
V̇∞

Error
(m s−2)

5 Point
Backward

4 Point
Backward

3 Point
Backward

2 Point
Backward

5 Point
Centred

3 Point
Centred

0.01 m s−2

σ
0.12 0.08 0.06 0.04 0.03 0.03

−0.51 m s−2 0.35 0.28 0.21 0.13 0.11 0.09
−1.00 m s−2 0.69 0.56 0.40 0.25 0.23 0.18
0.01 m s−2

2σ
0.23 0.17 0.12 0.08 0.07 0.06

−0.51 m s−2 0.67 0.51 0.37 0.23 0.20 0.17
−1.00 m s−2 1.15 0.91 0.72 0.46 0.41 0.35
0.01 m s−2

3σ
0.35 0.25 0.18 0.12 0.11 0.09

−0.51 m s−2 1.52 1.21 0.95 0.58 0.38 0.31
−1.00 m s−2 3.11 2.55 2.00 1.24 0.76 0.62

Overall, in order to establish the optimal scheme and, hence, the related uncertainty
model, a trade-off between static performance (reported in Table 1) and dynamic performance
(described in Figure 8) should be carried out. As far as the backward schemes are concerned,
the lowest numerical errors are obtained with the 5 point stencil considering the 1σ error
due to the frequency effects of Figure 8b but it shows the largest errors when applied to the
ASSE technological demonstrator (Figure 10) for the reasons mentioned before. On the other
hand, the 2 point stencil shows the opposite performance: the best performance during
steady derivative conditions (Figure 10) and the worst with dynamic derivative conditions
(Figure 8). As the present characterisation aims to define an uncertainty budget for the
airspeed time derivative, the numerical scheme selection is out of the scope. However,
considering the backward schemes, the 3 point backward scheme can be a good compromise
between steady state error (≈0.4|V̇∞|) from Table 1 and the dynamic error (≈0.073 m s−2

at 10 Hz) from Figure 8b. Therefore, the total 1σ uncertainty of the time derivative of the
airspeed can be approximated as 1σV̇∞

= 0.073 + 0.4|V̇∞|.
The frequency limit of 10 Hz is applicable to the majority of modern aircraft, whereas

higher frequencies are only limited to very high performance aircraft (e.g., military ones)
that should be investigated separately. Moreover, the use of a low-pass filter would also
be beneficial to reducing the steady state errors but, at the same time, it would introduce
higher delays during dynamic manoeuvres. As said before, the best trade-off should be
studied but the latter analysis is out of the present work’s scope.

5. TRL 5 ASSE Verification

As both accelerometers and gyroscope sensors cannot be excited at the same time,
the TRL 5 verification of the proposed flow angle synthetic estimator is made up of two
complementary activities: (1) integration verification stimulating the accelerometers or the
gyroscope along with the air data reproduction, aiming to verify the correct implementation
of all necessary algorithms; (2) flight simulations using corrupted data to feed the flow
angle synthetic estimator according to noise characterisation introduced in Section 4.

5.1. Integration Verification

The integration verification, or single point verification, aims to verify the correct
implementation of all necessary routines and mainly to verify the correct communication
interface between the ASSE software module and all other physical sensors. To this purpose,
the linearised ASSE scheme of Equation (17) is used because more adequate to the scope.
The nonlinear scheme would have required longer time histories of flight manoeuvres that



Electronics 2022, 11, 165 16 of 22

are not feasible in the laboratory environment. In fact, the nonlinear ASSE scheme is tested
using flight simulations as reported in Section 5.2.

The test points are designed according to criteria presented in Section 3.2. A first test
dataset is conceived, exploiting both the inertial acceleration and the angular rate at the
same time as reported in Table 2. The value reported in Table 2 shall be considered as
reference values and, therefore, the test results are reported according to the mean values
recorded for 1 s in order to limit the effect of the measurement noise. Moreover, when the
flow angle is denoted as N/A it means that the linear scheme of Equation (17) leads to
unrealistic values.

Comparing the reference values and the measured values of the flow angles, it is
clear that the estimations are implemented correctly even though a residual error can be
noted. The latter errors mainly arise because of the deviation from the reference values and
those actually realised during the integration tests. For example, considering the test case
1, the value of the reference airspeed time derivative is 1 m s−2 whereas the mean value
obtained during the test with the pressure test set is 0.96 m s−2 because of the limitation of
the experimental setup itself. The deviation of 4% on the V̇∞ leads to the 0.2° error on the
AoS measurement. On the other hand, the acceleration and the angular rates are affected
by very low error as described in Section 4.

Table 2. Numerical ASSE estimation exciting both the accelerometer and the gyroscope with steady
state values.

Test # TAS(
m s−1) V̇∞(

m s−2) a
[aX , aY , aZ]

T

(g)

ω

[p, q, r]T

(◦ s−1)

Flow Angle Ref.
(AoA, AoS)

(◦)

Flow Angle Meas.
AoA, AoS

(◦)

1 10 1 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 5.80 N/A, 5.6
2 10 2 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 11.6 N/A, 11.3
3 10 2.5 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 14.6 N/A, 14.0
4 10 1.5 [0, 1, 0]T [0.707,−0.707, 0]T N/A, 8.8 N/A, 8.4
5 10 −0.5 [0, 0, 1]T [−0.707,−0.707, 0]T −2.92, N/A −3.1, N/A
6 10 0.25 [0, 0, 1]T [−0.707,−0.707, 0]T 1.46, N/A 1.3, N/A
7 10 1 [0, 0, 1]T [−0.707,−0.707, 0]T 5.84 , N/A 5.84, N/A

A second test dataset is prepared, exploiting both the inertial acceleration and the
attitudes at the same time as reported in Table 3. The attitudes are generated using a single
axis tilting table. As mentioned before, the main errors arise from the deviation between
the air data reference values (TAS and its time derivative) and those actually realised in
the laboratory.

Table 3. Numerical ASSE estimation exciting the accelerometer with steady state values.

Test # TAS
(m s−1)

V̇∞

(m s−2)

Attitudes
(Pitch, Roll)

(◦)

Flow Angle Ref.
(AoA, AoS)

(◦)

Flow Angle Meas.
AoA, AoS

(◦)

8 10 0.25 96 , 0 N/A, 14.3 N/A , 13.7
9 10 −0.5 102, 0 N/A, −14.3 N/A , −15.7
10 10 0.5 114, 0 N/A, 7.16 N/A, 6.9
11 10 0.25 0, 84 14.4, N/A 13.0, N/A
12 10 −0.5 0, 78 −14.2, N/A −15.1, N/A
13 10 0.5 0, 66 7.39, N/A 7.7, N/A

Considering the results obtained and reported in Tables 2 and 3, the communication is
correctly implemented between the ASSE software module and all other physical sensors.

5.2. Verification by Simulation

Flight simulated data are obtained using a coupled 6 degree of freedom nonlinear
(ultralight) aircraft model equipped with nonlinear aerodynamic and thrust models designed
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accordingly to flight test results and the engine data sheet. The simulation is run using the
explicit Euler scheme with a fixed time step of 10 ms and, therefore, τ1 = t− 10 ms aiming
to simulate the ASSE demonstrator output rate. As the simulator does not implement any
sensor noise, all simulated signals are noise-free and synchronised. In order to evaluate
preliminarily the ASSE sensitivity to noise, the input signals are corrupted using error
models described in Section 4.

A stall manoeuvre, described in Figure 11a, is performed to excite the AoA up to
maximum values. After a short dive, the stall manoeuvre is performed producing initially
an increase of airspeed and then a smooth deceleration leading to high angle-of-attack,
as can be seen in Figure 11a, with limited changes in angle-of-sideslip and lateral acceleration
aY. The angle-of-sideslip sweep manoeuvre is performed, exciting the angle-of-sideslip in
a large range whereas the angle-of-attack is almost constant as can be seen in Figure 11b as
well as the vertical acceleration aZ.

(a) (b)

Figure 11. Verification manoeuvres. The shaded areas indicate the regions where the corresponding
inertial acceleration modules are below the predefined threshold athr and dotted areas indicate where
the determinant is below a predefined threshold Dthr. (a) Stall manoeuvre, (b) AoS sweep manoeuvre.

In Figure 11 those flight conditions where the ASSE is not reliable or applicable are
indicated. As presented in Section 3.2, some thresholds exist where the analytical ASSE
solution cannot be reliable. The criteria of Section 3.2 are sequentially applied. If the
absolute value of the inertial acceleration is below the threshold athr, the ASSE scheme
leads to unrealistic solutions characterised by very large errors (higher than 5°). The latter
condition is represented using dark shaded areas in the Figure 11. Whereas, if aY > athr
and/or aZ > athr, the determinant D̃ is evaluated: if the determinant absolute value is
below the threshold Dthr, the ASSE scheme leads to unreliable solutions where errors up to
5° can be produced. This latter condition is represented using dotted areas in Figure 11. In
order to guarantee the flow angle estimation during dynamic manoeuvres, each criteria
is considered satisfied only if it is verified for at least 100 consecutive samples, that is,
equivalent to 1 s in this work.

From Figure 11a, it is clear that the AoS cannot be estimated during the stall manoeuvre
using the ASSE scheme because the lateral acceleration is below the defined threshold athr
and the AoS is around the null value. Whereas, the AoA can be estimated using the ASSE
scheme in the time window [5 s, 34 s]. As far as the AoS sweep manoeuvre is concerned,
the AoA can be estimated in the time window [6 s, 17 s]. On the other hand the AoS could
be estimated in the time window [5 s, 45 s] but accepting less reliability from 21 s onwards.

Results of the AoA and AoS estimations using the nonlinear ASSE scheme are presented
in Figure 12. First of all, it can be noted that the sign of the CAS bias does not play a significant
role as both the dashed red (TASbias = 0.47 m s−1) and blue (TASbias = −0.47 m s−1) lines are
not distinguishable.
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(a) (b)

(c) (d)

Figure 12. AoA and AoS estimation using the nonlinear ASSE scheme during the verification
manoeuvres. The shaded areas indicate the regions where the corresponding inertial acceleration
modules are below the predefined threshold athr and the dotted areas indicate where the determinant
is below a predefined threshold Dthr. (a) AoA estimation during the stall manoeuvre, (b) AoS
estimation during the stall manoeuvre, (c) AoA estimation during the sweep manoeuvre, (d) AoS
estimation during the sweep manoeuvre.

As said before, during the stall simulation, the AoS cannot be estimated using the
nonlinear ASSE scheme as can be observed in Figure 12b. In fact, except for a very limited
time range between 12 s and 20 s where the error estimation is below ±5°, the error is not
acceptable. On the other hand, the AoA is estimated with adequate accuracy in the time
window [5 s, 34 s] as the error is always below ±2.5°. However, the AoA estimation is less
accurate at the beginning of the manoeuvre (time ≈ 5 s) where the determinant criteria
are not satisfied even if the acceleration criteria are satisfied. These latter considerations,
as also observed in [27], limit the application of the ASSE scheme at the beginning of
the manoeuvre because the scheme relies on previous time steps (related to steady-state
conditions) and, hence, not significant equations are considered in the scheme to be solved.
Therefore, a preliminary conclusion leads to consider the determinant condition crucial,
that is, as important as the acceleration criteria, when the manoeuvre begins.

As far as the AoS sweep manoeuvre is concerned, the vertical acceleration aZ is small,
even though it is beyond the threshold in the time window [6 s, 17 s] where the ASSE
scheme is used to estimate the AoA as in Figure 12c. Even though the estimation is not very
accurate, the error is bounded in ±2.5°, which is acceptable for the scope of the present
work. On the other hand, the AoS estimation can be performed with the nonlinear ASSE
scheme for the entire manoeuvre except for the initial steady state conditions where the
acceleration criteria are not met. However, from ≈22 s the determinant criteria are not
met and, in fact, large errors (up to ±5°) can be noted. It is worth noting that, when the
D̃ > Dthr the AoS estimation is biased with respect to the true value.
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The error analysis proposed in Table 4 does not have a general validity on the
performance of the ASSE scheme for AoA and AoS estimation because it would require
the simulation of a whole flight envelope that is practically impossible. Moreover, a better
strategy should be defined to take into account the conclusions of the present work. In fact,
the proposed error analysis is intended to provide an overview of the ASSE possible
performance in a realistic simulated environment (as required for TRL 5 validation) along
with the integration verification tests.

At first sight, the OR condition between the determinant and the acceleration criteria
would lead to more accurate results only because the ASSE scheme is applied to less flight
data where the conditions are more suitable. However, it should be noted that the very
large AoA maximum error is mainly due to the transition at the beginning of the stall
manoeuvre (Figure 12a). On the other hand, the large AoS maximum error is experienced
when the AoS values are quite constant and null as can be noted in Figure 12d, leading to a
large 2σ as well.

Therefore, from the proposed results and error analysis, the OR condition should be
preferred to achieve very low errors (2σ < 2°). Moreover, more stringent performance
requirements on the flow estimation would require other solvers as mentioned before,
rather than an iterative approach to solve the nonlinear ASSE scheme.

Table 4. ASSE estimation error analysis of the mean, absolute maximum, 1σ and 2σ errors.
With 1σ and 2σ the value is intended such that the probability Pr(−σ ≤ X ≤ σ) = 68.3% and
Pr(−2σ ≤ X ≤ 2σ) = 95.4% also in case the error is not normally distributed.

Flow Angle ASSE Exclusion
Criteria

Mean Error
(°)

Max Abs.
Error (°)

1σ Error
(°)

2σ Error
(°)

AoA
D̃ < Dthr OR aY,Z < athr -0.19 3.02 0.60 1.66

aY,Z < athr 0.18 3.02 0.61 1.67

AoS
D̃ > Dthr OR aY,Z > athr 0.04 2.52 0.41 1.74

aY,Z > athr -0.52 5.80 2.11 4.73

6. Conclusions

Within the scenario of flow angle synthetic estimators, the project SAIFE’s scope is to
design and manufacture a suitable technological demonstrator in order to verify at TRL 5 a
model-free approach for flow angle estimation. The proposed approach is based on the
rearrangement of classical flight mechanic equations in order to obtain a set of nonlinear
equations, or the ASSE scheme. As the proposed scheme is only applicable when the aircraft
is manoeuvring, practical thresholds are used to identify the flight conditions where the
flow angle estimation is more reliable. The technological demonstrator is able to provide
all necessary inputs to the ASSE scheme: true airspeed, angular rates, inertial accelerations
and aircraft attitudes. In the present work, the inputs provided by physical sensors are
characterised in order to evaluate the uncertainty budget on the performed measurements.
This latter aspect is crucial for testing the nonlinear ASSE scheme in a realistic scenario for
the TRL 5 verification. Firstly, the technological demonstrator is tested in the laboratory
both to evaluate the uncertainty budget of the physical sensors and to verify the correct
implementation of the required algorithms. Secondly, the ASSE scheme is tested using
flight simulations data that are corrupted with realistic uncertainties. In order to tolerate
the uncertainties of the input signals, 200 nonlinear equations are used to define the ASSE
scheme, that is, data collected for 2 s. The latter choice highly depends on the physical
sensors used and, therefore, on the particular aircraft application. The numerical results
show low errors with 2σ < 2° both for AoA and AoS that are within the initial objectives.
It is worth noting that results of the present work can be applied to any flying body to
estimate the flow angles as the proposed ASSE scheme is model-free. On the other hand,
the proposed setup relies on iterative methods to solve a scheme of 200 nonlinear equations
and is unlikely to fit with a practical implementation. Further investigations are required
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to solve the ASSE scheme using alternative solvers that, for example, may contribute to
reducing the number of nonlinear equations.
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The following abbreviations are used in this manuscript:

A/C Aircraft
ADAHRS Air Data System, Attitude and Heading Reference System
AHRS Attitude and Heading Reference System
ADC Air Data Computer
ADS Air Data System or Sub-system
AoA Angle-of-Attack
AoS Angle-of-Sideslip
ASSE Angle-of-Attack and -Sideslip Estimator
CAS Calibrated Airspeed
FOG Fibre Optical Gyroscope
GNSS Global Navigation Satellite System
IMU Inertial Measurement Unit
LRU Line Replaceable Unit
MFP Multi-Function Probe
OAT Outside Air Temperature
SAIFE Synthetic Air Data and Inertial Reference System
SFP Single-Function Probe
SL Sea level
SS Synthetic Sensor
TAS True Airspeed
TAT Total Air Temperature
TRL Technology Readiness Level
UAM Urban Air Mobility
UAV Unmanned Aerial Vehicles
VMC vehicle management computer
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