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Dipartimento di Automatica e Informatica
Politecnico di Torino
{luca.cagliero,moreno.laquatra,paolo.garza,elena.baralis } @polito.it

Abstract—Timeline summarization methods analyze times-
tamped, topic-specific news article collections to select the key
dates representing the event flow and to extract the most relevant
per-date content. Existing approaches are all tailored to a single
language. Hence, they are unable to combine topic-related content
available in different languages. Enriching news timelines with
multilingual content is particularly useful for (i) summarizing
complex events, whose main facets are covered differently by
media sources from different countries, and (ii) generating news
timelines in low-resource languages, for which there is a lack of
news content in the target language.

This paper presents three alternative approaches to address
cross-lingual timeline summarization. They combine state-of-the-
art extractive summarization methods with machine translation
steps at different stages of the timeline generation process. The
paper also proposes novel Rouge-based evaluation metrics cus-
tomized for cross-lingual timeline summarization with a twofold
aim: (i) quantifying the ability of the cross-lingual process to
enhance available content extraction in the target language and
(ii) estimating summarizer effectiveness in conveying additional
content from other languages. A new multilingual timeline bench-
mark dataset has been generated to allow a thorough analysis of
the factors that mainly influence summarization performance.

Index Terms—Cross-lingual summarization, Timeline Summa-
rization, Natural Language Processing

I. INTRODUCTION

Describing complex real-world events is helpful for various
purposes, among which content curation, disaster manage-
ment, and social media analyses.News events are commonly
reported in the form of textual news articles. The news
content reflects the context of publication (e.g., country, time
period), the current level of knowledge on the covered topic,
and the authors’ viewpoint. Thus, to capture all the relevant
event facets, it is necessary to analyze large news collections
published in different countries.

News timelines are concise descriptions of specific events or
topics. They consist of a selection of key event dates, enriched
with the most salient per-date textual content. TimeLine Sum-
marization (TLS, in short) aims at automating the two main
steps in the process, date selection and date summarization,
by jointly exploiting Natural Language Processing, Graph
Mining, and Deep Learning techniques [1]. Current TLS
approaches rely either on supervised techniques (e.g., [2]),
which learn predictive models from a set of topic-related news
articles annotated with a reference timeline, or on unsupervised
approaches (e.g., [3]), which analyze news content and date-
level relationships to capture the underlying event aspects.

Existing TLS approaches focus on summarizing collections
of news articles that are all written in the same target language.

This hinders the use of multilingual content, written in non-
target languages, in the date selection and date summarization
steps. Analyzing a timestamped collection of multilingual
news articles can be beneficial for (i) summary enrichment,
i.e., selecting new dates or text portions that are not present in
the collection written in the target language and (ii) summary
focus, i.e., leveraging the references to specific events/dates
that appear in the non-target language to augment the impor-
tance of specific content in the timeline generation for the
target language.

For example, let us consider the generation of a news
timeline relative to the Covid-19 pandemic for a target lan-
guage. As an example of enrichment, when the department of
health of a foreign country releases new scientific evidence
on the effectiveness of a specific medical treatment, this can
be pointed out in the news timeline even if the local news
agencies of the target country do not report it. As an example
of focus, the enforcement of mobility restrictions in many
different countries may boost the importance of similar content
and focus the summary for the target language on this content.

Existing  Cross-Lingual Summarization architectures
(e.g., [4]-[6]) cannot address the above issues because (1)
they are not designed to tackle the TLS problem, i.e., they
ignore news timestamps. (2) They operate on a single-
language news source and a single (but different) language
for the target summary. Hence, they are not able to handle
multiple source languages at the same time.

We propose an approach to jointly address date se-
lection and date summarization in a multilingual context,
namely Cross-Lingual TimeLine Summarization (CL-TLS).
We present three ad hoc CL-TLS methods, conveniently
combine graph ranking, machine translation, and sentence-
based summarization. To this end, we also tailor three existing
summarization methods, based on sentence-level embedding
models, to handle multilingual news content. Furthermore,
we quantify the ability of the proposed methods to address
timeline focus and enrichment by proposing two novel Rouge
evaluation metrics. Finally, we extend an English language
TLS benchmark [7] and release a new multilingual version
tailored to CL-TLS, namely ML-Crisis. We evaluate CL-TLS
performance on ML-Crisis under multiple aspects and gain
insights into the effectiveness and usability of the proposed
methods.

a) Contributions: To the best of our knowledge, the
present work is the first addressing Cross-Lingual TimeLine
Summarization. It tackles the following main issues.



o Interleaving of machine translation and summarization.
We present three alternative methods to address CL-
TLS. They combine graph-based date selection, machine
translation, and sentence-based news summarization in
different manners. They all overcome the limitations of
the existing single-language TLS pipeline, which cannot
incorporate multilingual news content.

o Evaluation metrics. We propose two novel Rouge-based
evaluation metrics tailored to the CL-TLS problem. They
specialize timeline evaluation to capture the ability of
the CL-TLS to (1) include additional content not present
in the news articles written in the target language and
(2) enhance the selection of the available content in the
target language. We denote the first metrics as ECL-
Rouge (related to enrichment) and the second as FCL-
Rouge (related to focus).

e Benchmark dataset. We release a multilingual bench-
mark dataset for CL-TLS evaluation. Unlike existing
benchmarks, it also includes news articles and reference
timelines in languages other than English.

II. RELATED WORK

Cross-Lingual Summarization (CLS) entails generating an
abstractive summary, for a target language, of a news article
collection written in a source language. The key differences
between CLS and TLS are enumerated below: (1) CLS source
and target languages are different, whereas in TLS they are the
same. (2) TLS requires timestamped news articles, whereas in
CLS the publication dates are not required. (3) TLS generates
a news timeline, consisting of both key dates and per-date
summaries. Conversely, in CLS date selection and per-date
content selection are out of scope.

The CL-TLS problem presented in this work differs from
both CLS and TLS: (1) It takes as input a multilingual
set of news articles, including articles written in the target
language and not. (2) Similar to TLS (and unlike CLS), it
requires timestamped articles. (3) Unlike both TLS and CLS,
it addresses date selection and date summarization by also
considering the influence of news content written in non-target
languages. In a nutshell, it considers summary enrichment and
focus due to multilingual content. Hereafter we briefly survey
related work in CLS and TLS.

a) Cross-Lingual Summarization: Existing CLS ap-
proaches incorporate a machine translation step to translate the
news content from the source to the target language. Machine
translation can be applied either prior to text summariza-
tion (early approach) or after (late approach). For example,
in [8] and [9] the authors respectively propose early and
late approaches. They integrate a regression-based model to
maximize the sentence translation quality. Since the present
work relies on unsupervised methods, the aforesaid works
are radically different. In [10] the authors address CLS on
a bilingual English-Chinese corpus. They exploit graph-based
methods that incorporate both language-specific and bilingual
sentence-level similarity scores. Unlike [10], the Late trans-
lation method presented in this paper relies on multilingual

TABLE I
SUMMARY OF NOTATIONS AND THEIR MEANINGS.
L Set of languages
Q Set of topics
1T Target language in £
T Reference time period in which the news story happened
Ny News articles written in language I € £, published in 7" and pertinent

to the news story

DWMY) Set of publication dates of the news articles in N

S(Ni, d)  Subset of sentences in A assigned to date d € D(N;)

R Reference timeline for language | € £

D(R:) Set of dates in the reference timeline R;

S(Ry, d) Subset of sentences in R; associated with any article published on date
d € D(Ry)

contextualized embeddings [11] and integrates also an ad hoc
submodular optimization function. More recently, the study
presented in [5] optimizes the choice of the summary content
by incorporating also the translation quality. To this end, they
evaluate text similarity at multiple levels, i.e., single words,
sentences, and entire summary.

Deep Learning-based approaches to CLS have recently been
proposed. For example, in [12] the authors focus on training
a noisy abstractive summarizer for low-resource languages,
whereas the work in [13] presents an end-to-end CLS archi-
tecture performing summarization and machine translation at
the same time. Further research efforts have been devoted to
applying multi-task learning in source-to-target summariza-
tion [6] and to determining which source words should be
translated using attention [4]. To the best of our knowledge,
none of the above-mentioned architectures are designed for
CL-TLS.

b) TimeLine Summarization: A relevant body of work
has been devoted to tackling the TLS problem. The proposed
methods can be classified as (1) Date selection methods, which
specifically address the identification of the most salient dates
(e.g., [14], [15]) (2) Date summarization methods, whose main
goal is to extract the per-date summaries (e.g., [16], [17]),
and (3) Full pipeline methods, which address both the tasks
mentioned above (e.g., [18], [19]). The main contribution of
the present work is the integration of multilingual news content
to standard TLS. To the best of our knowledge, multilingual
news are not addressed in previous TLS approaches.

III. PROBLEM STATEMENT

We formally state the newly proposed cross-lingual timeline
summarization problem. For the sake of clarity, the used
notation is summarized in Table L.

A news story describes the complex events happened in
the reference time period 7. A large set of news articles N
pertinent to the news story is available for each language [ €
L. Our goal is to generate an extractive summary of the main
news story events written in a target language 7 € L.

The traditional TimeLine Summarization (TLS) problem [1]
exclusively considers the news content written in the target
language, i.e., it disregards all articles in N, [ # I7. The aim
of TLS is twofold: (i) Select the publication dates on which the
main events happened, i.e., pick the most representative pub-
lication dates from the candidate date set D(N;,.) associated



with the news articles in NV,.. (ii) Generate a news timeline
TL(l7) for the target language 7. It consists of a selection
of sentences relative to the news articles associated with the
previously selected dates.

This paper presents an extension of the traditional TLS
problem, namely Cross-Lingual TimeLine Summarization (CL-
TLS, in short). CL-TLS aims at enriching the news story
summarization process with multilingual content. More specif-
ically, it first selects the most relevant dates from the entire
multilingual news article set, i.e., it picks the best representa-
tive dates from the extended candidate sets D* = U;c . D(N)).
Notice that the candidate dates include also those associated
with news articles written in non-target languages. Next,
for each selected date d € D* it generates a summary of
the date-specific news content by conveying either extractive
information for the target language or abstractive content from
non-target ones (e.g., translations of sentences extracted from
the non-target language corpora).

Adding multilingual content to the TLS pipeline is poten-
tially beneficial for two main reasons. (1) Improve focus. It
improves the selection quality of the already available content
on the target language, especially when the event descriptions
are too general and miss relevant event aspects (low-resource
news flows). (2) Enrich content. it enriches the available
content with new dates (and corresponding content) that are
missing in the target language.

IV. CROSS-LINGUAL TIMELINE SUMMARIZATION

We present three alternative CL-TLS methods. The key
differences between them are in the ways we combine the fol-
lowing three core elements: the graph ranker, the summarizer,
and the machine translator.

a) Graph ranker: This module takes as input a directed
weighted graph G=(V,E), whose vertices V are dates D(N}),
l € L, whereas E is a set of paired vertices weighted by
a relevance score. A directed edge e : dj — ds, e € E,
dy,ds € V connects vertex d; to vertex ds if a news article
published in d; contains at least one sentence referencing
do. For the identification of in-text date references we use
HeidelTime temporal tagger [20] whereas the relevance score
is computed as the number of date-granularity references from
d; — ds. This module returns a ranking of vertices in V.
Previous approaches to traditional TLS consider as relevance
scores either the number of explicit date-level references or
the date-level content similarity [14].

The date ranking function reflects the authoritativeness of
the vertex in the graph-based model. A variety of different
functions can be integrated, e.g., vertex in-degree, out-degree,
PageRank [21], HITS [22]. Following the guidelines provided
in [14], we currently use the date-level references as relevance
score and the vertex in-degree as ranking function.

b) Sentence-based summarizer: Summarization algo-
rithms can be either single-language, if they can handle news
articles all written in the same language thus can be denoted
as the following function Sumg;,

S(MT 5 d) = SumSL(S(MT, d))

or inherently multilingual, if they are capable of processing
article sentences written in different languages and can be
denoted as follows

S(MTa d) = Sum]V]L(S(MTvd)v S(M*vd)a BERE) S(M**vd))

where I* #£ I** #£ ... £,

To allow sentence-based summarization methods to han-
dle multilingual news content we apply ad hoc modifica-
tions to a selection of existing single-language summariz-
ers. Specifically, we propose to tailor the following three
existing summarization methods all relying on sentence-level
vector representations: (1) SubModular [23], which is based
on submodular optimization, (2) Centroid-Opt [19] and (3)
EmbeddingRank [24], which perform graph ranking. The key
idea is to integrate a recently proposed multilingual sentence
embedding representation, namely Sentence-BERT [25]. Each
sentence is modelled as a vector in a common latent space,
which is characterized by the following properties: (1) seman-
tically related sentences are represented by similar vectors and
(2) sentence translations in different languages are represented
by aligned vectors. Multilingual vector alignment enables
the computation of the pairwise similarity between sentences
written in different languages. Therefore, the integration of
Sentence-BERT-based vector representations in the aforesaid
summarizers enables the handling of news multilingual con-
tent.

¢) Machine translator: This module takes an arbitrary
sentence written in a non-target language and translates it
in the target language. Currently, in our implementation we
have used the multilingual mBART translation system [26].
However, alternative translators can be trivially integrated.

A sketch of the proposed CL-TLS pipelines is given in
Figure 1, where we consider the Italian as target language,
whereas the news timelines written in French, Spanish, and
English are all together used to enrich the news content in
the target language. A separate description of each method is
given below.

A. Single-language method

The single language method (namely Single) performs a
cascade of the graph ranking and summarization steps to the
news articles in the target language. The first step aims at
selecting the key publication dates, whereas the last extracts
the most salient per-date sentences. Since it ignores the news
content written in languages other than the target one, it
corresponds to the traditional TLS pipeline.

B. Early translation method

The early translation method (Early, in short) focuses on
translating all the news content in the target language first.
To this end, it performs a cascade of machine translation,
graph ranking, and summarization. The latter step can be
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Fig. 1. Sketch of the proposed pipelines.

accomplished by any summarization method as the provided
input sentences are all written in the target language.

This method is recommended when the machine translation
step is particularly effective in handling the languages and
topics covered by the non-target news content. Conversely,
if the quality of the translation is not guaranteed, then the
summarization step could be biased.

C. Mid translation method

The mid translation method (namely Mid) first summarizes
the news articles published on the same date separately
for each language. Next, it performs sentence-level machine
translation to all summaries written in a non-target language.
Finally, it selects the key timeline dates on top of the translated
summaries. To this end, the graph ranking process considers
only the date-level references that appear in the summarized
content. The motivation behind it is to early discard the
references coming from lowly informative news content so
that the date selection process relies on a smaller subset
of higher-quality references. Notice that the output of the
graph ranking step may consist of an arbitrary number of
per-summaries sentences. Therefore, in few cases, the (user-
specified) maximal summary length can be exceeded. To
handle these exceptions, a further stage of date-level content
summarization is applied whenever strictly necessary.

D. Late translation methods

To alleviate the effect of machine translation on the sum-
marization step the late translation method (namely Late)
performs machine translation at the latest possible time point.
It performs graph ranking followed by per-date multilingual
summarization. At the latter stage, the Sentence-BERT-based
summarizers are able to compare and rank sentences written
in different languages. Finally, the ranked list of news article
sentences is explored to produce the output news timeline. To
this end, two alternative strategies can be applied: (1) Pick
the top ranked sentences written in the target language thus
skipping those written in any other language (namely Late-
Skip) or (2) Pick the top ranked sentences and apply machine
translation whenever necessary, i.e. to translate a sentence
written in a non-target language but placed at the top of the
rank (namely Late-Translate).

V. EVALUATION METRICS

TLS outcomes are commonly evaluated by comparing them
with a hand-written reference timeline provided by a pool
of domain experts (i.e., the ground truth). Rouge [27] is
the most established toolkit used to quantify the syntactic
overlap between the generated timeline and the reference
one. It counts the percentage of overlapped textual units.
According to the end-user preferences, it supports different
metrics (e.g., Rouge-1 for unigrams, Rouge-2 for bigrams,
Rouge-L for the longest matching sub-sequence). Separately
for each Rouge metric, TLS system performance is quantified
by the corresponding precision, recall, and Fl-score values.
Since in the TLS context both the input news content and
the reference summary are timestamped, the timeliness of the
selection is usually evaluated by considering the following
Rouge variants: concatenation, agreement, and alignment [28].
Concatenation-based scores (concat, in short) replicate the
standard ROUGE evaluation concatenating all the per-date
summaries into a unique summary, regardless of the associated
timestamp. Agreement-based scores (agreement) tailor the
summary comparisons to the dates that actually occur in
the reference timeline. Alignment-based scores (namely align)
rely on an approximated date matching between the selected
dates and the reference ones. Whenever a date is missing in
the reference timeline, an approximated match is found by
considering the closest date in the reference timeline. Then,
a penalty is applied to take the inaccuracy in date selection
into account during per-date summary evaluation. Hereafter,
we will consider the align+m:1 Fl-score proposed in [28].

Similar to TLS, in the CL-TLS scenario the output timeline
TL(Ir) for the target language can be evaluated by comparing
it with the reference timeline R;. However, the benefits from
multilingual data analyses in terms of focus and enrichment
objectives are unclear.

With the aim at investigating the separate contribution of
multilingual data to focus improvement and target enrichment
we propose two ad hoc Rouge metrics, namely Focused Cross-
Lingual Rouge (FCL-Rouge) and Enriched Cross-Lingual
Rouge (ECL-Rouge).



a) Enriched Cross-Lingual Rouge: ECL-Rouge aims at
comparing the per-date summaries in the output and reference
timeline by focusing on those publication dates that do not
appear in the target language, i.e., in the Rouge score compu-
tation it considers only the publication dates s.t.

Dpcr = (D(Rl) n U
{leT, 14T}

D(A)) /DNir)

The key idea is to disregard the timeline portion that refers
to any content that is potentially retrievable from the news
articles written in the target language. By removing all the
dates appearing in the news articles of the target language, the
possible presence of additional dates in the output timeline is
exclusively due to their presence in the non-target news con-
tent. Therefore, traditional TLS methods are, by construction,
unable to get non-zero ECL-Rouge scores whereas CL-TLS
ones are capable of exploiting multilingual content to enrich
the news timeline.

b) Focused Cross-Lingual Rouge: FCL-Rouge aims at
comparing the per-date summaries in the output and reference
timeline by focusing exclusively on those dates that appear in
the target language, i.e., in the Rouge scores computation it
considers the dates s.t.

Dpcor = D('R,Z) N D(MT)

The idea behind is to specifically study the effect of content
enrichment on the target language. Notice that the presence of
additional content written in languages other than the target
indirectly influences the selection of dates or sentences from
the target news content (either positively or negatively).

VI. BENCHMARK DATASET

The performance of TLS methods are commonly evaluated
on English-written benchmark datasets. Each dataset consists
of a set of source news articles and a set of reference timelines.
More in detail

e Timeline 17 [29]: 19 timelines extracted from various
news agencies. 9 topics per timeline. Different event types
(e.g., catastrophic events or civil wars).

o Crisis [7]: 22 timelines and 4 topics, all related to the
long-term armed conflicts happened in North Africa.

o Entities [19]: 47 timelines, each one on a single topic.
Most of the covered topics are related to life-spanning
events of famous people. The other ones are related to
business companies and no-profit organizations.

To the best of our knowledge, no multilingual benchmark
for TLS has been released. Hence we present ML-Crisis, a
multilingual version of the (English-written) Crisis dataset.
The dataset is available, for research purposes, upon request to
the authors. It consists of 16 timelines, each one written in a
different language (Italian, French, Spanish and English). The
covered topics and English-written news content correspond to

TABLE II
ML-CRISIS DATASET CHARACTERISTICS.

Language | Avg. # articles  Avg. # sentence: Avg. # timeline dates
English 5114.25 33801.75 25.75
Spanish 197.75 7135.0 45.25
French 117.25 6369.5 65.75
Ttalian 102.75 5448.75 96.25

those present in the original Crisis dataset'. The main dataset
properties are summarized in Table II.

The key steps of the procedure used to crawl the ML-Crisis

news data and reference timelines are enumerated below.

1) For each pair of language and topic (I;,¢;),l; € L,q; €
Q we define a seed of manually annotated keywords.

2) For each pair of language and topic we set a reference
time period 7.

3) We query the GlobalVoices news collection [30] to
retrieve the reference timelines separately for each lan-
guage and topic within the reference period. The articles
that include less than two keywords per topic are dis-
carded.

4) We query the Google News crawler? by properly setting
the date range filter to retrieve the multilingual news
content within the selected time range. To cover the news
story at best, in the Google News query the starting
and ending dates of the reference period have been
conveniently extended by ten days.

VII. EXPERIMENTS

We ran a set of experiments on the ML-Crisis benchmark
with the goal of (i) empirically exploring the effect of in-
tegrating multilingual news content into a target collection,
(i) evaluating timeline summarization performance using clas-
sical Rouge evaluation metrics, and (iii) quantifying summary
enrichment and focus using ad hoc Rouge metrics.

A. Experimental setup

a) Hardware: Experiments were run on a machine
equipped with AMD® Ryzen 9® 3950X CPU, Nvidia® RTX
3090 GPU, 128 GB of RAM and running Ubuntu 20.04 LTS.

b) Evaluation metrics: In compliance with previous stud-
ies on TLS (e.g., [3]), we collect the traditional Rouge-1 and
Rouge-2 precision, recall, and F1-score for the following met-
rics: concatenation, agreement, and alignment. Furthermore,
to quantify the level of enrichment and focus due to CL-TLS
we collect the metrics for ECL-Rouge and FCL-Rouge as well
(see Section V).

c) Summarizers: We test the following state-of-the-art
summarizers using the configuration settings recommended by
the respective authors.

Single-language models: (1) TextRank-BM25 [31]: Estab-
lished graph-based summarization methods that relies on the
the Okapi-BM25 text similarity score [32]. (2) CoreRank [33]:

'To ensure consistency among languages, we considered a single reference
timeline per topic for the English language
Zhttps://www.news.google.com (latest access: May 2021)
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a recently proposed summarizer that combines submodular
optimization with graph-based text modelling. (3) ELSA [34]:
a recently proposed itemset- and LSA-based summarization
system. (4) SubModular [23], which relies on submodular opti-
mization, (5) Centroid-Opt [19] and (6) EmbeddingRank [24].
Models tailored to the cross-lingual context: (1) SubModu-
lar [23], (2) Centroid-Opt [19], and (3) EmbeddingRank [24].
d) Execution time: We report here the average execution
time taken by the core CL-TLS modules: (i) Graph ranking:
0.2-1.38s. (ii) Summarization (per single date): 2.30-5.69s. (iii)
Machine translation (per sentence): 0.07s.

B. Dataset exploration

To our purposes, we explore the date- and content-level
relationships between the news articles written in different
languages. We quantify the percentage of dates in the reference
timeline added to the target collection separately by each addi-
tional language. Specifically, the heatmap in Figure 2 reports,
for each target language, the fraction of new reference timeline
dates added by separately considering each language-specific
collection. It answers the following question: how many new
reference dates could be potentially revealed when adding an
additional language to the target one?. The contribution is
maximal for the Italian language (e.g., adding English-written
news content yields a 42% date enrichment), fair for French,
low for Spanish, and very low for English. The topic-related
news flows in Italian and French can be deemed to be low-
resource. This is confirmed by the significantly lower number
of available articles and sentences compared to the English-
written collection (see Table II).

The heatmap in Figure 3 shows a variant of the aforesaid
statistics. Each new date is weighted by the number of added
sentences. The rationale is that the additional dates on which
many articles are published are deemed as the most relevant
ones for summarization purposes. The comparison between
the weighted and unweighted statistic confirms the knowledge
gap between Italian/French and English/Spanish languages in
the ML-Crisis dataset.

C. Summary evaluation using standard Rouge

Tables III-VI compare the standard Rouge results on ML-
Crisis separately for each target language. As expected, the
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benefits for adding multilingual content to the Spanish and
English collections are limited. Conversely, in Italian and
French the early and mid translation methods outperform the
single-language method.

We also run a statistical test to verify the significance of the
difference in performance between the CL-TLS methods using
the two-sided paired approximate randomization test [35]. To
this end, we compare the outcomes achieved by the summariz-
ers available in all methods, i.e., SubModular [23], Centroid-
Opt [19], and EmbeddingRank [24]. The results confirm that
Mid and Early methods perform significantly better than all
the other methods in terms of Rouge-1 Alignment (with
significance level 0.05) for the Italian and French languages,
respectively.

D. Summary evaluation using CL-Rouge metrics

In Table VII we compare the ECL- and FCL-Rouge
outcomes achieved by a representative method (Early) and
summarizer (TextRank-BM25) pair. The obtained levels of
enrichment and focus are practically zero for the English
language, whereas are fairly relevant for Spanish, French,
and Italian. Notably, for the Spanish target incorporating the
multilingual content is beneficial even if the percentage of
newly added dates is rather low. Note that such a positive effect
cannot be highlighted by using the Standard Rouge metrics.

Figures 4 and 5 compare similar results obtained by dif-
ferent methods (the Late-Skip method is missing for ECL-
Rouge because, by construction, it cannot achieve non-zero
values). Unlike with traditional Rouge metrics, we achieve
relevant FCL- and ECL-Rouge scores’ improvements with the
Late-Translate method for the Spanish and French targets,
respectively.

VIII. CONCLUSIONS

We address the novel problem of cross language timeline
summarization (CL-TLS). It focuses on extracting a timeline
for a topic-specific news article collection by also considering
related news content written in languages other than the
target language. Our approach allows enriching the gener-
ated timeline summary with novel information derived from



TABLE III
CL-TLS ROUGE RESULTS ON ML-Crisis. TARGET LANGUAGE: ITALIAN.

Summarizer [ Date F1 [ Concat R1 | Concat R2 | Agr t R1 | Agr t R2 | Alignment R1 [ Alignment R2
Single
ELSA 0.2535 0.3517 0.0779 0.0296 0.0041 0.0441 0.0051
TextRank-BM25 0.2535 0.3496 0.0794 0.0276 0.0041 0.0420 0.0051
CoreRank 0.2535 0.3253 0.0742 0.0282 0.0042 0.0414 0.0052
EmbeddingRank 0.2535 0.3587 0.0810 0.0298 0.0045 0.0444 0.0055
Centroid-opt 0.2535 0.3502 0.0771 0.0272 0.0037 0.0417 0.0049
Submodular 0.2535 0.3511 0.0781 0.0269 0.0037 0.0410 0.0048
Early
ELSA 0.2688 0.4855 0.1567 0.0591 0.0076 0.0766 0.0091
TextRank-BM25 0.2688 0.4816 0.1659 0.0651 0.0108 0.0849 0.0131
CoreRank 0.2688 0.5043 0.1652 0.0604 0.0090 0.0806 0.0113
EmbeddingRank 0.2688 0.4550 0.1545 0.0586 0.0078 0.0763 0.0095
Centroid-opt 0.2688 0.4783 0.1615 0.0595 0.0078 0.0778 0.0095
Submodular 0.2688 0.4657 0.1584 0.0594 0.0080 0.0767 0.0097
Mid
ELSA 0.2929 0.4851 0.1571 0.0609 0.0073 0.0802 0.0092
TextRank-BM25 0.3113 0.4818 0.1651 0.0706 0.0122 0.0898 0.0143
CoreRank 0.3133 0.5211 0.1636 0.0628 0.0095 0.0857 0.0116
EmbeddingRank 0.3198 0.4586 0.1585 0.0713 0.0109 0.0882 0.0130
Centroid-opt 0.3114 0.4856 0.1632 0.0726 0.0110 0.0919 0.0129
Submodular 0.3002 0.4745 0.1608 0.0660 0.0104 0.0855 0.0125
Late Translate
EmbeddingRank 0.2688 0.5062 0.1597 0.0590 0.0083 0.0760 0.0100
Centroid-opt 0.2688 0.5056 0.1601 0.0591 0.0083 0.0760 0.0100
Submodular 0.2688 0.5065 0.1602 0.0591 0.0083 0.0761 0.0100
Late Skip
EmbeddingRank 0.2688 0.3093 0.0757 0.0338 0.0058 0.0427 0.0064
Centroid-opt 0.2688 0.3078 0.0755 0.0336 0.0058 0.0427 0.0064
Submodular 0.2688 0.3104 0.0759 0.0337 0.0058 0.0427 0.0064

multilingual content. We propose different CL-TLS methods
and two novel Rouge-based metrics used to evaluate CL-
TLS performance under various perspectives. The most im-
portant takeaways from the empirical evidence achieved on
a newly released benchmark dataset are as follows. (1) The
scarser the topic-related news collection in the target language
(e.g., Italian), the clearer the benefits from the integration
of multilingual news content. (2) Traditional Rouge scores
are unable to quantify the value added by multilingual data
integration, whereas the ECL- and FCL-Rouge metrics provide
deeper insights into this specific aspect. (3) The summariza-
tion methods that rely on sentence embedding representation
can be adapted to postpone machine translation after text
summarization. As highlighted by the ECL-Rouge score, this
change is beneficial for content enrichment. Future extensions
of the current work will address the integration of abstractive
summarization models in the CL-TLS pipeline.
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TABLE IV
CL-TLS ROUGE RESULTS ON ML-Crisis. TARGET LANGUAGE: FRENCH.

Summarizer [ Date F1 [ Concat R1 | Concat R2 | Agr t R1 | Agr t R2 | Alig t R1 | Alig t R2
Single
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EmbeddingRank 0.2999 0.4108 0.1224 0.0432 0.0082 0.0621 0.0106
Centroid-opt 0.2999 0.4242 0.1233 0.0444 0.0083 0.0640 0.0107
Submodular 0.2999 0.4186 0.1228 0.0453 0.0096 0.0648 0.0122
Early
ELSA 0.3446 0.4317 0.1423 0.0709 0.0089 0.0989 0.0117
TextRank-BM25 0.3446 0.4070 0.1515 0.0823 0.0172 0.1143 0.0219
CoreRank 0.3446 0.4468 0.1500 0.0773 0.0134 0.1075 0.0172
EmbeddingRank 0.3446 0.3767 0.1366 0.0708 0.0092 0.0999 0.0132
Centroid-opt 0.3446 0.3945 0.1406 0.0721 0.0102 0.1011 0.0137
Submodular 0.3446 0.3811 0.1353 0.0713 0.0095 0.1003 0.0131
Mid
ELSA 0.2651 0.4226 0.1399 0.0540 0.0077 0.0788 0.0101
TextRank-BM25 0.2694 0.4229 0.1556 0.0674 0.0156 0.0971 0.0199
CoreRank 0.2837 0.4479 0.1452 0.0657 0.0127 0.0927 0.0163
EmbeddingRank 0.2430 0.3833 0.1415 0.0540 0.0113 0.0829 0.0153
Centroid-opt 0.2344 0.4057 0.1419 0.0528 0.0096 0.0816 0.0131
Submodular 0.2535 0.3945 0.1423 0.0558 0.0107 0.0829 0.0142
Late Translat
EmbeddingRank 0.3446 0.4346 0.1333 0.0715 0.0093 0.0991 0.0122
Centroid-opt 0.3446 0.4365 0.1337 0.0714 0.0091 0.0993 0.0120
Submodular 0.3446 0.4350 0.1334 0.0715 0.0092 0.0991 0.0121
Late Skip
EmbeddingRank 0.3446 0.3896 0.0990 0.0540 0.0080 0.0721 0.0099
Centroid-opt 0.3446 0.3917 0.0996 0.0540 0.0080 0.0720 0.0099
Submodular 0.3446 0.3915 0.0997 0.0540 0.0080 0.0720 0.0099
TABLE V
CL-TLS ROUGE RESULTS ON ML-Crisis. TARGET LANGUAGE: SPANISH.
Summarizer [ Date F1 [ Concat R1 | Concat R2 | Agr t R1 | Agr t R2 | Alignment R1 [ Alignment R2
Single
ELSA 0.3478 0.4104 0.1394 0.0849 0.0302 0.1010 0.0325
TextRank-BM25 0.3478 0.4114 0.1441 0.0935 0.0338 0.1118 0.0374
CoreRank 0.3478 0.4242 0.1383 0.0821 0.0264 0.0998 0.0294
EmbeddingRank 0.3478 0.4002 0.1332 0.0873 0.0321 0.1038 0.0345
Centroid-opt 0.3478 0.4049 0.1318 0.0875 0.0277 0.1040 0.0300
Submodular 0.3478 0.3934 0.1352 0.0845 0.0314 0.1011 0.0339
Early
ELSA 0.3063 0.3108 0.1030 0.0564 0.0097 0.0708 0.0115
TextRank-BM25 0.3063 0.3345 0.1136 0.0669 0.0149 0.0860 0.0182
CoreRank 0.3063 0.3627 0.1125 0.0596 0.0097 0.0775 0.0125
EmbeddingRank 0.3063 0.3068 0.1072 0.0565 0.0089 0.0726 0.0112
Centroid-opt 0.3063 0.3093 0.1034 0.0580 0.0090 0.0742 0.0115
Submodular 0.3063 0.3089 0.1089 0.0577 0.0095 0.0742 0.0121
Mid
ELSA 0.2659 0.3356 0.1180 0.0547 0.0196 0.0752 0.0218
TextRank-BM25 0.2467 0.3577 0.1307 0.0579 0.0209 0.0796 0.0239
CoreRank 0.2561 0.3390 0.1130 0.0479 0.0134 0.0711 0.0160
EmbeddingRank 0.2806 0.3125 0.1131 0.0564 0.0142 0.0773 0.0171
Centroid-opt 0.2567 0.3146 0.1112 0.0445 0.0081 0.0657 0.0107
Submodular 0.2640 0.3098 0.1086 0.0529 0.0129 0.0726 0.0157
Late Translate
EmbeddingRank 0.3063 0.3665 0.1094 0.0581 0.0083 0.0732 0.0099
Centroid-opt 0.3063 0.3670 0.1096 0.0582 0.0084 0.0731 0.0099
Submodular 0.3063 0.3668 0.1095 0.0584 0.0083 0.0735 0.0099
Late Skip
EmbeddingRank 0.3063 0.4301 0.1292 0.0779 0.0234 0.0936 0.0256
Centroid-opt 0.3063 0.4319 0.1310 0.0792 0.0251 0.0950 0.0273
Submodular 0.3063 0.4306 0.1292 0.0779 0.0235 0.0936 0.0256




TABLE VI
CL-TLS ROUGE RESULTS ON ML-Crisis. TARGET LANGUAGE: ENGLISH.

Summarizer [ Date F1 [ Concat R1 | Concat R2 | Agr t R1 | Agr t R2 | Alignment R1 [ Alignment R2
Single
ELSA 0.2254 0.3018 0.0460 0.0323 0.0037 0.0420 0.0044
TextRank-BM25 0.2254 0.3238 0.0568 0.0413 0.0075 0.0522 0.0088
CoreRank 0.2254 0.2994 0.0575 0.0362 0.0070 0.0490 0.0090
EmbeddingRank 0.2254 0.2869 0.0481 0.0369 0.0051 0.0480 0.0064
Centroid-opt 0.2254 0.3079 0.0521 0.0373 0.0053 0.0491 0.0069
Submodular 0.2254 0.2942 0.0508 0.0369 0.0053 0.0486 0.0066
Early
ELSA 0.2298 0.2807 0.0374 0.0285 0.0049 0.0357 0.0054
TextRank-BM25 0.2298 0.3213 0.0516 0.0410 0.0077 0.0538 0.0092
CoreRank 0.2298 0.2823 0.0549 0.0387 0.0090 0.0499 0.0107
EmbeddingRank 0.2298 0.2868 0.0485 0.0347 0.0040 0.0453 0.0048
Centroid-opt 0.2298 0.2955 0.0481 0.0369 0.0050 0.0470 0.0063
Submodular 0.2298 0.2889 0.0496 0.0344 0.0054 0.0454 0.0068
Mid
ELSA 0.1829 0.3003 0.0462 0.0205 0.0026 0.0320 0.0048
TextRank-BM25 0.2082 0.3246 0.0570 0.0357 0.0083 0.0478 0.0112
CoreRank 0.1568 0.2926 0.0483 0.0227 0.0047 0.0360 0.0081
EmbeddingRank 0.1707 0.2960 0.0451 0.0253 0.0050 0.0406 0.0073
Centroid-opt 0.1445 0.3063 0.0440 0.0201 0.0041 0.0314 0.0059
Submodular 0.1637 0.2985 0.0456 0.0204 0.0038 0.0348 0.0058
Late Translate
EmbeddingRank 0.2298 0.2915 0.0427 0.0222 0.0037 0.0317 0.0047
Centroid-opt 0.2298 0.2931 0.0423 0.0221 0.0037 0.0317 0.0047
Submodular 0.2298 0.2920 0.0428 0.0223 0.0038 0.0319 0.0048
Late Skip
EmbeddingRank 0.2298 0.2839 0.0397 0.0236 0.0041 0.0321 0.0046
Centroid-opt 0.2298 0.2842 0.0396 0.0234 0.0041 0.0319 0.0046
Submodular 0.2298 0.2842 0.0398 0.0237 0.0041 0.0322 0.0046
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