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Abstract: Wildfires are one of the natural hazards that the European Union is actively monitoring
through the Copernicus EMS Earth observation program which continuously releases public in-
formation related to such catastrophic events. Such occurrences are the cause of both short- and
long-term damages. Thus, to limit their impact and plan the restoration process, a rapid intervention
by authorities is needed, which can be enhanced by the use of satellite imagery and automatic burned
area delineation methodologies, accelerating the response and the decision-making processes. In this
context, we analyze the burned area severity estimation problem by exploiting a state-of-the-art deep
learning framework. Experimental results compare different model architectures and loss functions
on a very large real-world Sentinel2 satellite dataset. Furthermore, a novel multi-channel attention-
based analysis is presented to uncover the prediction behaviour and provide model interpretability.
A perturbation mechanism is applied to an attention-based DS-UNet to evaluate the contribution of
different domain-driven groups of channels to the severity estimation problem.

Keywords: wildfire severity prediction; deep neural networks; multi-channel attention-based analysis

1. Introduction

In the last decade, the attention to environmental problems significantly increased to
safeguard natural resources [1,2], preserve flora and fauna and the different ecosystems,
and prevent catastrophic events and natural disasters. Among such natural disasters,
forest fires demonstrated an increasing trend in recent years [3,4], causing large losses
and damages to ecosystems and municipalities. In this paper, we focus our attention
on the increasing problem of forest fires, which are causes of both short- and long-term
damages: economical loss, environmental damages [5,6], and high risk for living beings,
but also higher risk of soil erosion [7] and high recovery time due to reforestation. As
a consequence of such disasters, the importance and the ability to monitor forests and
affected areas are becoming crucial in decision-making processes led by authorities and
governments [8]. As such, the need for proper tools and data is indeed relevant to the field:
open data, aerial data acquisitions through aircraft, drones, and satellite imagery represent
important ways to timely collect data and evaluate critical information, especially in times
of natural disasters.

Thanks to the availability of high-resolution images from Sentinel-1 and Sentinel-2
missions, the adoption of satellite acquisitions by the scientific community is growing.
As an example, the work in [9] analyzed the problem of tree mortality leveraging on
satellite imagery and forest surveys, whereas the work in [10] proposed the integration of
multispectral satellite data for rapid assessment of forest damage caused by extreme events,
such as storms. Therefore, the implementation of machine learning and deep learning
models combined with large scale satellite imagery enables the research community and
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public authorities to analyze areas at a continental scale in a short amount of time, providing
useful insights to decision-makers. More specifically, convolutional neural networks
(CNNs) for satellite image analyses proved to be extremely effective in detecting forest
wildfires and burnt area detection [11–13].

In this paper, we focus on the adoption of state-of-the-art deep learning segmentation
models applied to satellite acquisition to automatically detect areas damaged by previous
forest wildfires and provide a discrete severity level estimation within fixed ranges. In
particular, we investigate multi-channel explainability strategies driven by the introduction
of an attention mechanism in the segmentation models. To the best of our knowledge, no
previous works introduced an attention-driven mechanism to support the interpretability
of multi-channel deep learning models in the field of automatic burned area detection,
providing benefits in decision support systems and supporting local authorities’ operations
during the environmental monitoring processes.

The novel contributions of the current work can be summarized as follows:

• Extensive experimental comparison of a wide range of model architectures and loss
functions for deep learning wildfire severity prediction models on real-world satel-
lite data.

• Application of state-of-the-art deep-learning models to a very large dataset (24 GB)
for wildfire severity prediction.

• Extension of a state-of-the-art Double-Step deep learning Framework (DSF) by intro-
ducing an attention mechanism to the UNet segmentation model.

• Analysis of multi-channel model interpretability by exploiting both the newly intro-
duced attention-based mechanism and domain knowledge.

The paper is structured as follows. Section 2 introduces the related works. Section 3
describes the proposed state-of-the-art Double-Step deep learning Framework (DSF) and
all its components. Section 4 describes the dataset, the experimental design, and discusses
the results. Finally, Section 5 presents conclusions and future developments.

2. Related Work

In this section, we first review previous works on different strategies for wildfire pre-
diction. Then, moving to the CNN solutions, we analyze the state-of-the-art architectures
addressing semantic segmentation problems, and we focus on applying these techniques to
our task, highlighting the differences with our proposed solution. Finally, in Section 2.1, we
provide an overview of the available explainability techniques suitable for the computer
vision domain.

Burnt area delineation is a well-known problem in remote sensing literature. Many
approaches address this task by exploiting different satellite indexes techniques [14,15],
eventually assessing a severity level estimation [16,17]. Satellites collect information across
multiple bandwidths which are sensitive to different land features. Therefore, combinations
of specific acquisition channels can be used to detect the presence of water bodies [18],
vegetation [19], burnt areas [20], snow, and, in principle, any kind of terrain [21–24] with
the application of thresholding strategies [25] such as the Otsu’s method [26,27]. These
combinations of acquisition channels are known in the literature as indexes.

Normalized Burn Ratio (NBR) [28,29] and Burned Area Index for Sentinel-2 (BAIS2) [20]
are some of the aforementioned indexes specifically designed for burned area detection.
Considering the 12 bandwidths available from Sentinel-2 L2A products, NBR is the nor-
malized difference between the Near-Infrared (NIR) and the short wavelength infrared
(SWIR) channels (8 and 12, respectively). BAIS2 instead combines vegetation properties
obtained from a band ratio in the red-edge spectral domain (bands 6 and 7) and a band
ratio involving bands 8A and 12, recognized to be efficient in determining burnt regions.
Further indexes can be obtained by comparing pre-fire and post-fire acquisitions, as for
delta Normalized Burn Ratio (dNBR) [16], computed as dNBR = NBRPRE −NBRPOST .
Then, the dNBR can be quantized to generate a severity scale. This approach is computa-
tionally fast and is generally considered very accurate. Therefore, it is still largely adopted
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by the scientific community [17,30]. The European Forest Fire Information Service (EFFIS)
of Copernicus program itself provides, in fact, an adjusted threshold for dNBR to identify
four different severity levels [31].

Severity prediction based on manual or automatic thresholding of these indexes is
addressed with a wide range of techniques [25,32,33]. However, dNBR also requires
acquisitions taken before the wildfire event, which might be difficult to obtain. Depending
on season and weather conditions, atmosphere, foliage, and ground morphology can
sensibly change. Moreover, cloud coverage can affect the visibility of the areas of interest
(AoI), making the comparison between pre- and post-fire images difficult overall. Summing
up, generated maps such as the ones provided by Copernicus EMS requires several days
to be completed and an eventual manual intervention, as the homogeneity between the
two events is not guaranteed. Some mapping operations are performed based on in situ
information, such as the Composite Burned Index (CBI) [34], but these are time-consuming
and require a large amount of extra data such as the evaluations of the soil and vegetation
conditions for the entire AoI.

These limitations offer the opportunity to investigate many different approaches, even-
tually involving machine learning and deep learning-based techniques, such as in [35,36].
Deep learning strategies have been largely adopted in the past to address many kinds
of predictions concerning wildfire events. Some techniques, such as those in [37,38], can,
for instance, be used to monitor the evolution of wildfires during the event to support
domain experts. Moving to the damaged region analysis, our proposed solutions solve the
aforementioned issues by only considering post-fire images and applying a supervised
prediction approach on pre-labeled severity maps. Specifically, we treat the wildfire delin-
eation and the severity prediction as image segmentation tasks. Such a problem is highly
present in the medical imaging field, in which the literature proposes a series of neural
network architectures [39–41]. Many works in remote sensing make large use of networks
such as U-Net [42], which is particularly suitable for analysis on small datasets. Li et al.,
in [43], use this architecture on Sentinel-2 images to map salt marsh along the coasts, while
others apply similar techniques to the segmentation of forests [44] or cloud coverage [45].
Concerning wildfire detection, different works as those in [11,46] address the task via CNN
models, but they lack to answer the damage level assessment question.

Among many other semantic segmentation architectures which have been proposed in
literature [47–49], the works in [50,51] demonstrated the U-Net architecture to be a valuable
choice for the wildfire damage severity estimation problem. The state-of-the-art solution
proposes a Double-Step U-Net architecture, addressing the wildfire delineation and the
severity prediction tasks separately. This double-step configuration relies on the Binary
Cross-Entropy (BCE) loss function on the first stage and on the Mean Squared Error (MSE)
loss on the second stage to estimate the final severity level. It is a straightforward fact that a
proper choice of model and loss functions can significantly improve the performance of the
models, as shown in [52,53]. For this reason, the goal of this work is to validate and extend
the results in [54], testing the proposed models to a widely extended set of images, and
introducing a multi-channel interpretability analysis by exploiting both domain knowledge
and a newly added attention-based mechanism. Analyzing the contribution of different
channels to the prediction provides insights into the contributions of each channel to
the deep learning model reasoning, a task which is typically addressed in Explainable
Artificial Intelligence.

2.1. Explainable Artificial Intelligence

Despite the high accuracy of deep neural networks such as CNN on image classi-
fication and segmentation tasks, their complex architecture hides their decision-making
process. The lack of comprehensibility increases the need to explain and understand their
decisions. This has led to the growth of a new research area called eXplainable Artificial
Intelligence (XAI).
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The different literature explainability techniques can be classified according to various
criteria [55]. The first possible classification is by the scope of the explanation: (i) local
explanation and (ii) global explanation. The former aims to explain single predictions of
the model, while the latter explains the model at a global level. Then, the explanations can
be classified as intrinsic if they are obtained by approximating them with an interpretable
white-box model, and in post hoc, if they analyze the model after training. A further classifi-
cation is (i) model-agnostic and (ii) model-specific. Model-agnostic methods can be applied
to any model, while model-specific techniques are limited to specific model architectures.
Finally, explanation methodologies can be classified by how they are produced, and the
most common are: (i) gradient-based and (ii) perturbation-based explanations.

Gradient-based explanations [56,57] are powerful methods that measure the spatial
importance of a particular class in images by exploiting the gradients of the outputs
over inputs and class activation mapping (CAM) [58] to show relevant portions of the
input images. Other similar techniques instead exploit saliency maps [59–61]. In contrast,
perturbation-based explanations evaluate how the outputs are affected by inputs’ changes.
For instance, the work in [62] uses a model-agnostic perturbation-based technique that
produces local explanations by training a simpler interpretable model that approximates
the prediction locally. Instead, the work in [63] produces local explanations of deep convo-
lutional neural networks by a process of perturbation over interpretable features extracted
from the hypercolumns. The authors of [64] propose a model-agnostic explainability tech-
nique based on a game-theoretic approach that iteratively removes combinations of inputs
features to measure the features’ importance.

Both gradient- and perturbation-based methods usually exploit heatmaps or similar
techniques to visualize the relevant pixels on the RGB channels to produce explanations.
However, most of these techniques were originally intended to explain classification models.
A first attempt to perform explainability on segmentation models was proposed in [65].
It implements various gradient-based visualization methods helping to understand and
visualize different layers of neural networks to explain its predictions. In our case, landing
data for wildfire severity prediction is composed of complex multi-channel inputs with
different bands besides RGB, making human understandability difficult. Moreover, the
aggregations of different channels have different and important domain-driven meanings.

This increases the need to analyze inputs based on the domain semantics. Therefore,
an explanation that visualizes only RGB channels would not be effective, especially for
domain experts.

Differently from previous works, in this paper, we combine a model-aware attention-
driven post hoc perturbation technique with landing wildfire domain knowledge to glob-
ally explain deep convolutional segmentation models by understanding the most relevant
inputs macro-bands. To the best of our knowledge, this is the first attempt to interpreting
and explaining the segmentation of deep neural networks for wildfire severity prediction.

3. Double-Step Deep-Learning Framework (DSF)

In this section, we recall the Double-Step deep learning Framework (DSF) in [54]
as a state-of-the-art approach addressing the wildfire severity prediction problem. The
DSF splits the task between a first wildfire binary detection and a consequent severity
prediction. Such a framework allows complete customization of both training loss functions
and backbone neural networks. The main building blocks of the DSF, separated into the
two tasks, are depicted in Figure 1 and are described in terms of functionalities in the
following section. Such backbones can be customized to obtain different configurations.
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Figure 1. Double-Step deep learning Framework architecture.

3.1. Wildfire Detection Task (First Step)

Binary-class backbone. This building block takes the satellite images and assigns
to each pixel a binary label (i.e., burnt or unburnt) regardless of the severity values of
the wildfire. Its output is a probability map with values in the range [0, 1]. The actual
components taken into account are summarized in Section 3.3.

Binary loss. The first backbone training is performed using an intermediate loss
function, constructed to compare the probability output with the ground-truth binary
mask. At this stage, among all the possible alternatives in the literature, we focus on
different standard and custom prediction loss functions depending on the features we want
to emphasize. The selection has been performed among the state-of-the-art alternatives
in image segmentation, as presented in [66]. In particular, Binary Cross-Entropy (BCE,
shortened B), Dice (shortened D), sIoU (shortened S), and two compound loss functions
(B + D, B + S) are considered. BCE is used to prioritize a per-pixel adhesion between the
prediction and the ground truth, while Dice and IoU involve higher-order correlations
between them. Consequently, the compound loss functions are developed to require both
features from the network output. They are defined as a weighted sum of the previous
functions as this strategy has been shown to improve neural network training in certain
domains [66]. In this work we inspected the effectiveness of B + D = 0.5 · BCE + 0.5 ·Dice,
and B + S = 0.5 · BCE + 0.5 · LsIoU.

Binary threshold. The binary-class backbone output is then passed through a sigmoid
function to get a probability map, which is then thresholded to obtain the final binary
mask. The choice of the threshold can increase or reduce the number of false-positive of the
prediction. Then, it enforces the trade-off between a high recall and a high precision. As
we have no evidence that privileging one of the metrics more than the other could improve
the performances, we decided on a balanced value fixed to 0.5. In the following, we will
provide more intuitions on the effects of an asymmetrical choice on this point.

3.2. Severity Prediction Task (Second Step)

Regression backbone. This second-step network in the pipeline is intended to derive
the actual severity map within the pixels in the region identified as burned by the first-step
network. The desired output is a map associating each pixel with a damage intensity level
between 0 and 4. This goal is performed by providing the satellite images masked by the
first backbone output binary mask as input. Predicted unburnt areas are suppressed to
reduce the data variability, obtaining a second backbone focusing mainly on the prediction
on the severity levels greater than 1 (i.e., above threshold).

An excessively permitting binary mask (i.e., a small threshold) would pass to the
second network a greater portion of the satellite image, reducing the benefits of the DFS.
On the other hand, with a too strict mask (i.e., a higher threshold), the second backbone
would be definitely unable to see and so identify relevant portion of the input images.
Then, accurate binary masks are fundamental to provide only the information related to
regions affected by wildfires as, in this way, the variability of the input data to learn is
reduced. For this reason, false-positive predictions (i.e., unburnt areas classified as burnt)
result in a reduction of network performance.
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Regression loss. After the training process of the binary-class backbone, an extra loss
function is used to train the regression backbone. During this second step, the weights of
the previous backbone are kept constant.

As this second task can both be viewed as a classification and a regression problem,
our decision in selecting optimal loss functions aims at minimizing the relevant KPIs of the
two. In this sense, the experiments of the following sections inspect the results obtained
with the Mean Squared Error (MSE), a generalization of the sIoU to a multiclass case, and
a combination of the MSE and the F1 score. The last two proposed alternatives intend to
give relevance to the network ability to exactly find the target severity class instead of just
minimize the distance.

The complete list of configurations tested in the experiment is summed up in Figure 2.
Each column specifies the identifier name, the binary loss, and the regression loss of the
referring configuration, respectively.

BCE

Dice

Comp. BCE, Dice

sIoU

BCE-MSE

Dice-MSE

sIoU-MSE

sIoU-sIoU

B+D-MSE

B+S-MSE
BCE-MSE·F1

Comp. BCE, sIoU

sIoU
MSE·F1

Binary Loss Regression
Loss

Config. Name

MSE

Figure 2. Loss function selection experiments. For each configuration (right column) the binary and
regression losses are connected with a line of the same color.

3.3. Backbone Architectures

The binary-class and the regression backbones can be implemented with a custom
encoder–decoder neural network. The network in the binary-class backbone is set up with
a sigmoid activation function in the output layer to generate the one-layered probability
map. In contrast, for the regression backbone, we do not use any activation function in the
last stage as the output values may range in [0, 4]. Therefore, to get the final result with the
five severity scale, we clip the network output within this range and round the values to
the nearest integer.

As the target damage severity level is an ordinal categorical variable with increasing
severity as the numerical value grows, we chose a regression backbone instead of a second
classification backbone to enforce such behavior. By using loss functions such as the MSE,
errors are penalized differently: classifying a completely destroyed (target severity 4) area
as not affected (predicted severity 0) is different compared to classifying the same area as a
severely damaged one (predicted severity 3). Thus, the adoption of a second classification
backbone would result in the absence of ordinal information during the learning process of
the backbone under analysis.

We propose four different alternative modules as backbone architectures. Specifically,
we selected the U-Net [42] as baseline and some variations, namely, U-Net++ [67], SegU-
Net [68], and Attention-U-Net. The last alternative introduces a Spatial Attention block in
the U-Net model.

When choosing one among the proposed backbone architectures, the same architecture
is used for both binary-class and regression backbones, ending up with four alternative
models. In the next sections, we refer to them with the names Double-Step U-Net (DS-UNet),
Double-Step U-Net++ (DS-UNet++), Double-Step SegU-Net (DS-SegU), and Double-Step
AttU-Net (DS-AttU).
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DS-UNet. This is the state-of-the-art solution to address the severity prediction
from [50]. Such architecture is exactly reproduced by our framework when choosing the
DS-UNet configuration.

DS-UNet++. This configuration maintains the same working principles of the previ-
ous one, differing only by the selected neural network. Specifically, U-Net++ enhances the
structure of the standard U-Net by adding convolutional layers in correspondence of the
skip connections between the encoder and the decoder.

DS-SegU. This configuration exploits one more variation of the standard U-Net,
inspired by another standard encoder–decoder architecture, SegNet [69]. As its main
feature, this network connects encoder and decoder via pooling indices, proper of SegNet
architecture, and skip-connections typical of the U-Net.

DS-AttU. Finally, this last configuration introduces an attention-based CNN. In partic-
ular, AttentionUNet presents the same structure of the U-Net in the formulation proposed
in [70] with the addition of up to four spatial attention layers inspired from the work in [71].

The operation of the Attention layer is exemplified in Figure 3 in a U-Net-like ar-
chitecture with four scale levels, i.e., four encoder/decoder blocks joined with the skip
connections. The layer of the scale s operates on the low-level feature vector xl

s of the
corresponding scale of the encoder and on the high-level one xh

s+1 from the decoder at
scale s + 1, such that both of them have the same dimensions H ×W × C. The two signals
are merged in a series of convolutional operations ending up in an attention map α of
dimension H ×W made of values between 0 and 1. Such operation is repeated 2 times in
parallel, merging the results in one resulting map to improve stability and robustness of
the result before applying to form the feature map of the level after.

C

16C

12

2C

4C

16C 8C

8C 4C

4C

8C

2C

2C C 1

CONV

R
eL
U

CONV

CONV

Figure 3. Visual representation of the Spatial Attention block of AttentionUNet.

While from one side, the values assumed by these layers can improve network perfor-
mance, making it more capable of focusing on specific portions of the input images during
the training phase, from the other side, they can also work as an Explainable AI tool in
inspecting the predictions.

Regardless of model and loss configuration, the logic behind the DSF strategy is
summarized in Algorithm 1. Once defined the model, all the blocks of the binary-class
backbone are indicated as “model-B”, while “model-R” stays for the regression backbone.
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The chosen binary threshold is represented as thr and the early_stopping condition is
fulfilled as mentioned before. The “train” statements indicated a complete set of feed-
forward and backward operations on the full dataset X.

Algorithm 1 Pseudocode for the DFS pipeline.

freeze model-R
epoch← 0
while epoch < max_epochs and not early_stopped do

train model
epoch← epoch + 1

freeze model-B
un-freeze model-R
epoch← 0
X ← X · [model-B(X) > thr]
while epoch < max_epochs and not early_stopped do

train model
epoch← epoch + 1

4. Experimental Results

In this section, we discuss the experimental results for all the state-of-the-art architec-
tures and configurations described in Section 3.

The next subsections are organized as follows. Section 4.1 describes the proposed
dataset, Section 4.3 defines the experimental setting, and Section 4.4 shows the results of
the different configurations of the DSF. In Section 4.5, we compare the performance of the
different architectures. Finally, Section 4.6 provides a multi-channel analysis of the learning
process by exploiting the attention levels of the DS-AttentionUNet.

4.1. Dataset Description

The proposed dataset consists of 73 Areas of Interest (AoI) gathered from different
European Regions by Copernicus EMS, which provides severity prediction and wildfire
delineation. For each of them, the service provides the four geographical coordinates which
define the AoI and the corresponding reference date. Such information has been used to
retrieve and select the most suitable satellite acquisitions from SentinelHub service [72].
Accepted regions are selected if the following constraints are satisfied [50]: (i) the satellite
acquisition must stay within the accepted range of the reference date, (ii) the data acqui-
sition must be available for at least the 90% of the desired AoI, and (iii) cloud coverage
must not exceed 10% of the AoI. Specifically, we define the accepted range of dates as the
time interval ranging from one month prior to one month following the activation date,
a date made available by Copernicus EMS. Thus, the accepted time interval is 2 months.
Furthermore, an extra analysis of coherence between the acquisition and the delineation
map has been performed by calculating the delta Normalized Burnt Ratio (dNBR) between
the pre-fire and post-fire images.

At this point, note that it is uncommon that some labeled wildfires take into account
information not totally contained in satellite images. For instance, this can happen when the
delineation map refers to recent events but neglects older ones that are still visible in the AoI.
Moreover, also concerning severity estimation, human annotators join information obtained
both from satellite images and from on-site patrols. Ignoring this consideration may lead
to treating both the effective networks’ mistakes and situations in which predictions differ
from the ground truth as errors of the same importance but they are still coherent with the
satellite inputs.

To reduce this problem, only AoIs having a sensible correlation between dNBR (calcu-
lated through the guidelines from [31] and filtering water as described in [73]) and grading
map are considered in the construction of the dataset.
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In the so-constructed dataset, each AoI, identified by a conventional product name,
is associated with pre- and post-fire images collected from Sentinel-1, Sentinel-2, and the
corresponding Digital Elevation Model (DEM). In this paper, only Sentinel-2 (L2A prod-
ucts) post-fire acquisitions are considered for the analysis, which consists of 12 channels
for each image. Therefore, network inputs represent terrain areas with matrices of size
W × H × D, where W and H are respectively width and height (with dimensions up to
5000× 5000), and D = 12 represents the 12 channels acquired by satellite sensors. Finally,
each sample presents the pixel-wise ground-truth grading map with 5 severity levels,
corresponding to the damage intensity caused by the wildfire, ranging from 0 (no damage)
to 4 (completely destroyed).

As the image resolutions are too high to be directly used to train the neural networks,
they are split into square tiles of size 480× 480 and passed to the neural network in batches
of size 16. Moreover, only tiles containing at least one burnt pixel are taken into account,
ending up with a total number of 475 tiles. Assuming that acquisitions belonging to
neighboring regions typically share the same morphology, data are split into folds based on
the geographical proximity of the AoIs. This choice has been made to reduce the leakage
effect in the training phase. In this way, we formed 7 different folds that we indicated with
color names. We adopt this separation for further cross-validation.

As shown in Figure 4, the so-defined folds present different distributions of pixels from
the 5 severity levels, which in any case are not equally distributed even in the complete
dataset. Moreover, different folds present significantly different distributions of the severity
levels, which confirms the difficulty of the prediction task. Furthermore, the plot shows
that class 0 (i.e., no damage) is highly predominant over all the others.
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Figure 4. Distribution of the severity levels for each fold and globally. Unburnt pixels percentages
are not shown and correspond to the complementary of the shown bars.

4.2. Hardware and Software Setting

The entire framework was developed in Python 3, the neural network models exploit
the PyTorch [74] framework. Further software packages that were used in this work
are Pandas [75], NumPy [76], and MatPlotLib [77]. To allow total reproducibility of the
experiments, the full source code, software versions, and the specific dataset information
are provided in the GitHub repository at https://github.com/dbdmg/rescue (accessed on
19 November 2021).

Experimental results are obtained using the computing cluster of HPC@PoliTO [78],
using a single NVIDIA Tesla V100 SXM2 GPU. On this hardware configuration, the training
time distribution has an average of 50 min, independently of the architecture. Models
with higher-time outliers converge within 2 h. The full dataset has a size of 24 GB and is
reachable through the GitHub repository.

https://github.com/dbdmg/rescue
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4.3. Experimental Design

Results are obtained via 7-fold cross-validation on the full dataset. For each dataset
fold, separated as described in the previous section, one run consists of a training phase
on all the other 6 folds. Among them, one is kept as validation set, while 5 folds compose
the actual training set. Given a test fold, the validating one is selected in such a way as
to have a minimum cardinality equal to 20% of the remaining dataset. For each model
configuration, cross-validations are repeated multiple times, averaging the results, to make
performance independent from the starting conditions.

Motivated by the limited dataset size and the class imbalance, data augmentation
techniques have been applied on the training set to increase the variability of the data at
each epoch, performing random rotations, horizontal/vertical flips, and random shears.
The two backbones of the DSF are trained separately, freezing one network’s weights when
the other is being trained. After applying data augmentation, the binary-class backbone is
trained on the set images organized in batches of 16. Adam optimizer is used with a fixed
learning rate of 1× 10−4. Then, the regression backbone training is performed with the
same parameters. We chose such parameters after applying a grid search on possible values
within specified ranges. We observed no relevant changes in model performance when
moving to learning rates of the same order of magnitude as the proposed one. Results
instead rapidly decrease when moving to higher or lower values. Concerning batch size,
we chose the highest one allowing our hardware settings to train all the models, although
slightly different values are observed to make no significant variations in the results. Each
of the processes is terminated either after 50 epochs or by means of an early-stopping
mechanism with a patience of 5 epochs and a tolerance of 1 × 10−3 evaluated on the
validation loss. We observe that most of the models training phases of the models get
stopped before the 30th epoch. Within this range, no signals of overfitting were found
in the loss function trend curves, suggesting that our configuration effectively prevents
related issues.

The evaluation metrics we adopted are Root Mean Squared Error (rMSE) for the
severity prediction and IoU on the intermediate step. Due to dataset class imbalance,
the first metric is computed separately for each severity level for a proper evaluation.
Specifically, we compute the rMSE between all the ground-truth pixels with the target level
and the corresponding pixel on the neural network predictions.

4.4. Loss Function Selection

To assess the performance of the overall framework, an evaluation of different pro-
posed loss functions is needed. In particular, we evaluated 5 different loss functions for
the binary backbone, as introduced in Section 3. This first step of the proposed solution
tackles the binary segmentation problem, i.e., burned area delineation. Table 1 shows the
performance achieved by all the considered architectures with the aforementioned loss
functions. We chose the IoU evaluation metric to compare the binary backbones with
the considered loss functions. Models with higher IoU scores perform better. The best
performance is achieved by the BCE loss in all the models: 0.75 IoU for the DS-UNet (being
the best overall), 0.74 for the DS-UNet++, 0.65 for the DS-SegU, and finally 0.72 for the
attention-based model.

Table 1. Performances in terms of IoU for the binary-class backbones trained with different loss
functions. The best loss configuration for each model is highlighted in bold.

Model BCE Dice B + D B + S sIoU

DS-UNet 0.75 0.43 0.55 0.12 0.20
DS-UNet++ 0.74 0.57 0.46 0.21 0.20
DS-SegU 0.65 0.26 0.24 0.17 0.18
DS-AttU 0.72 0.45 0.44 0.29 0.22
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Given the performance of the binary segmentation model, we now evaluate the quality
of the predictions made by the entire framework in the severity estimation problem in
terms of rMSE, considering the seven loss configurations presented in Section 3. More
specifically, the rMSE metric was evaluated only for the pixels whose severity level was
greater than 0, i.e., only damaged areas. The reason behind this decision is twofold: (i)
undamaged areas are mainly filtered by the binary backbone, for which we already assessed
the performance, and (ii) undamaged areas represent the most frequent class, thus leading
to possible incorrect evaluation of the results in terms of rMSE. Table 2 lists the performance
achieved by the considered models with different combinations of loss functions. The
metric was evaluated by computing the average value of rMSE for the four different classes.
Lower rMSE indicates better performances.

Table 2. Performances in terms of rMSE. Results on burnt-areas only, with different loss functions,
for the final regression backbone. The best loss configuration for each model is highlighted in bold.

Model BCE
MSE

Dice
MSE

B + D
MSE

B + S
MSE

BCE
MSE·F1

sIoU
sIoU

sIoU
MSE

DS-UNet 1.32 1.30 1.42 1.83 1.33 2.26 1.73
DS-UNet++ 1.41 1.41 1.39 1.55 1.40 2.23 1.61
DS-SegU 1.66 1.82 1.88 2.05 1.79 2.97 2.17
DS-AttU 1.38 1.47 1.41 1.45 1.35 2.62 2.18

Differently from the binary segmentation problem, no loss function demonstrated to
be the best performing one across the different models. Instead, among the four consid-
ered models, sIoU-based loss functions always performed the worst and second-to-worst
(except for DS-UNet architecture trained with sIoU-MSE losses). Such low performance is
motivated by the performance achieved in terms of IoU in the delineation task: in these
cases, the binary backbone is not able to correctly identify burned areas and thus the quality
of the severity estimation task is negatively affected.

4.5. Double-Step Architecture Comparison

In this section, a comparison of the four proposed architectures is performed: DS-
UNet, DS-UNet++, DS-SegU, and DS-AttU. For simplicity, the comparisons in the binary
context are performed by considering only the BCE loss, while no clear winner can be
identified within the severity estimation context.

In the burned areas delineation problem (Table 1), the DS-UNet and DS-UNet++
models were demonstrated to be the best performing architectures in terms of IoU, followed
by DS-AttU model. Instead, SegNet-based UNet achieved the worst performance with the
BCE loss.

Subsequently, analyzing the regression problem and the resulting average value of
rMSE obtained by the four considered architectures (Table 2), it is possible to observe that
no architecture outperforms the others, independently from the loss functions used for the
training process. An exception is the DS-SegU model, which always performs the worst or
second-worst with every considered loss configuration. Computing the mean and median
rankings on the rMSE scores achieved by the three remaining architectures, we obtained
the following:

• DS-UNet: 1.857 (mean), 2 (median);
• DS-UNet++: 1.857 (mean), 2 (median);
• DS-AttU: 2.429 (mean), 2 (median);

Consequently, no clear advantage of one architecture concerning the others can be
observed as the loss functions changes, especially between DS-UNet and DS-UNet++
architectures. According to rMSE metric, the four most performant configurations are
DS-UNet with Dice-MSE, BCE-MSE, and BCE-MSE·F1, followed by DS-AttU with BCE-
MSE·F1 configuration. All the mentioned models with the corresponding loss functions
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achieved an rMSE score lower than 1.5. Thus, the DSF achieves good-quality results
over the entire dataset, making in general mistakes from one class to neighboring ones,
considering the severity level, e.g., a completely destroyed pixel may be classified as
severely damaged, or vice versa. Such a result could provide beneficial information to
first responders and an initial estimation of damage severity through remote sensing for
recently extinguished wildfires.

4.6. Multi-Channel Attention-Based Analysis

To address the interpretability of the trained models, in the following we focus on a
multi-channel analysis of the DS-AttU architecture. All the following evaluations refer to
the attention-based model trained with the BCE-MSE·F1 losses. As shown in the previous
sections, the AttentionUNet backbone is characterized by the presence of some attention
layers in different points of the architecture. These components are built in such a way
as to allow the detection of the areas in which the network is concentrating the most
attention. The patterns of model attention can drive the investigation of the correctness of
the learning process of the model. Even though the DS-AttU presents four attention layers
for each backbone, we concentrate our analyses on the last layer. In this way, we intend
to investigate the most complete set of information the network gets before making the
final prediction.

Two examples of binary-class backbone output with the relative attention map are
shown in Figure 5. The attention map is shown in the third column. Red pixels highlight
higher values, while blue pixels highlight lower values of attention. Figure 5a shows
that the attention layer output emphasizes a region that is larger than the final prediction,
recalling that this mechanism has to be intended as a correlated but different process with
respect to the actual network output. In the following, we inspect such a process to find
relations to the network input and the resulting performance.

(a)

(b)

Figure 5. Visualization of the last binary attention level compared to the network prediction. The
first column is the RGB visualization of the input, the second is the binary ground truth, the third
is the attention map (the intensity scale goes from blue to red for lower to higher attention values,
respectively), while the last is the prediction. Rows (a) and (b) are two satellite examples from coral
and cyan fold, respectively.

We know from domain experts that not all the 12 channels of Sentinel-2 L2A input
images share the same importance in wildfire detection. An ideal solution should focus its
attention both on the right position and on the most relevant input channels. Moreover,
satellite channels carry information depending on the central wavelength they are sensible
at. Therefore, it could be misleading to consider each channel separately since they can
be grouped using the associated spectral bands. Particularly regarding wildfire detection,
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the work in [79] shows how reflectance in vegetation zones presents peaks separating
the electromagnetic spectrum, as the satellite channels, into peculiar ranges. From these
considerations, we propose to analyze the channels’ impact on the network by considering
them grouped into domain-driven macro-bands as reported in Table 3.

Table 3. Band aggregations following the common responses to terrain bodies.

Group Sentinel-2 L2A Band Central Wavelength (nm)

AER Band 1–Coastal aerosol 442.7

RGB
Band 2–Blue 492.4
Band 3–Green 559.8
Band 4–Red 664.6

VRE
Band 5–Vegetation red edge 704.1
Band 6–Vegetation red edge 740.5
Band 7–Vegetation red edge 782.8

NIR
Band 8–NIR 832.8
Band 8A–Narrow NIR 864.7
Band 9–Water vapour 945.1

SWIR Band 11–SWIR 1613.7
Band 12–SWIR 2202.4

The first group (AER) consists of Band 1, which is generally used for analysis on water
bodies [80] and atmosphere. Even though its central wavelength is close to bands 2, 3, and
4, we consider Band 1 in a separate group, as it is not in the range of visible wavelengths.
The three RGB channels are the only ones in the human-eye visible range. They recall,
with different order, the usual 3 channels of an RGB image, thus the name of the second
group. The third multi-band collects all the channels in the Vegetation Red Edge (VRE)
range, which is a Near-Infrared region characterized by a rapid change in reflectance of
vegetation. Then, the fourth group collects the other Near-Infrared (NIR) channels and the
band 9. Finally, the last group collects the remaining channels in the Short-Wave Infrared
(SWIR) region.

To investigate the network’s ability to identify the most significant features, we per-
formed a new test pipeline, alternatively presenting to the trained network input images
obtained after an occlusion-perturbation process of some portions: such portions of the
image are set to zero for each group of channels. We chose zero as perturbation value
because it was already used in case of unavailable or invalid data: in the case of missing
data from satellites, invalid pixels were encoded with zeros. Furthermore, such encod-
ing is also used by the binary-class backbone, which masks the identified non-burned
areas with zero-valued pixels. Hence, the usage of zero-valued pixels for the occlusion-
perturbation mechanism in the analysis of the attention-guided explainability is motivated
by the pre-existing encoding of invalid and to-be-ignored pixels.

Specifically, we applied three different types of perturbations:

• The all_occlusion perturbation sets to zero all the pixels belonging to the given
macro-band group (i.e., all its channels/bands).

• The up_attention_occlusion perturbation sets to zero all the pixels belonging to the
given macro-band and with an attention value greater than a defined threshold.

• The down_attention_occlusion perturbation, instead, sets to zero all the pixels
belonging to the given macro-band and with an attention value lower than a de-
fined threshold.

For instance, for the RGB Group, the all_occlusion perturbation sets to 0 all the pixels
of the R, G, B channels; the up_attention_occlusion perturbation only the pixels of the R,
G, B channels with attention greater than the threshold; and down_attention_occlusion
perturbation only the pixels of the R, G, B channels with attention lower than the threshold
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(for all inputs in the dataset). The process is repeated and produces a new perturbed
version of the dataset for each group and for each perturbation type.

The model’s performance on the entire original dataset is compared with each per-
turbed version of the dataset and may be affected by the perturbation in one of the follow-
ing cases:

• If the performance decreases, the perturbation negatively affected the model, and
therefore the original perturbed inputs were positively impacting on the original correct
model’s predictions.

• If the performance remains the same, the perturbed inputs were neutral for the model.
• Finally, if the performance increases, the perturbed inputs were negatively impacting the

model’s behavior on the original inputs.

We expect that the most relevant macro-bands groups would significantly affect
performance as they are supposed to be fundamental in the prediction. In contrast, the
least significant macro-bands groups would not considerably affect performance. Finally,
if the perturbation of some macro-bands groups will increase the performance, then the
model learned some pattern related to those groups incorrectly.

Moreover, we expect that a totally unreliable attention layer would present comparable
performance when excluding high-attention and low-attention zones. Instead, an effective
attention layer would be associated with a moderate loss in performance between the
original images and the ones obtained by removing low-attention points and a high loss
in performance between the original images and the ones with the perturbation of high-
attention points.

In the following, we apply this strategy to the DS-AttU with the best loss configuration.
While this procedure can be used for all four attention levels of the network, we decided to
analyze the last one for each of the backbones, expecting that such positions would reflect
the highest single-network degree of learning. Then, the high-low attention threshold has
been selected by looking at the median value of the distribution of all the values of the
attention feature maps get when spanning all the dataset images. Despite the two layers
present different median distributions, as shown in Figure 6, we decide to fix a single
threshold for both. As the second network result depends on the first one, we chose this
value as the binary-class backbone distribution median, namely 0.43.
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Figure 6. Values distributions for each attention level of the regression backbone. The dashed
lines represents the medians of the two distributions.
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Figure 6. Values distributions for each attention level of the regression backbone. The dashed lines
represents the medians of the two distributions.

Finally, Figure 7 reports the binary step results. As for performance evaluation metrics,
Recall, Precision, F1 score, and IoU were used for the binary classification step. Each plot rep-
resents the distribution of the results compared when using normal images, full-channel occlu-



Appl. Sci. 2021, 11, 11060 15 of 22

sion ones (marked as all_occluded) and the ones obtained by removing the high-attention
(up_attention_occluded) and the low-attention points (down_attention_occluded). A de-
tailed discussion is provided in Section 4.6.1.

To measure the channel’s relevance in the attention-guided prediction, we also eval-
uate the distance between the results distributions obtained considering the up- and
down-threshold pixels. We focus this analysis on the first step of the architecture because
the second step’s results strongly depend on the first network’s performance. To this
aim, we can define P as the probability distribution associated with the results in terms
of IoU obtained from the neural network without occlusions in the input. Analogous
distributions trying to approximate the first one after a loss of information would be the
ones obtained after the up_attention, down_attention, and all occlusions, which we can
define as Q+, Q− and Qall. To quantify the distance between them, we can introduce the
Kullback–Leibler divergence DKL, which is usually adopted in information theory and
mathematical statistics to evaluate the distance between a real data probability distribution
P and its approximation Q [81]. This metric, given the distributions P, Q and the associated
densities p(x), q(x) with domain χ, is defined as

DKL(P||Q) =
∫

χ
dx p(x) log

(
p(x)
q(x)

)
. (1)

In our case, the density functions p(x) and q∗(x) (where ∗ stays for all, up and
down) can be estimated from the discrete samples using Kernel density estimation (KDE)
algorithm. The domain of the functions derived in this way is ideally the set of all the real
values, but we know that metrics generated from the confusion matrix can assume values
from 0 to 1. Therefore, the densities are negligible when evaluated far from this range
and we can truncate them. For this reason, all the integrals are evaluated between the
aforementioned values with padding of half of the distance between the left and right limit
on both sides, obtaining for the first step of the double-step analysis χbin = x ∈ [−0.5, 1.5].

Finally, starting from the DKL, which by definition is always greater or equal to 0, we
can derive a metric to evaluate the goodness of the attention layer as the variation between
this metric calculated when removing the high- and down-attention pixels, namely,

∆DKL = DKL(P||Q+)−DKL(P||Q−)

=
∫

x
dx p(x) log

(
p(x)

q+(x)

)
−
∫

x
dx p(x) log

(
p(x)

q−(x)

)

=
∫

x
dx p(x) log

(
q−(x)
q+(x)

)
.

(2)

As we assume a greater distance between Q+ and P than between the down counter-
part, we want this metric to be greater or equal to one for an effective attention layer. In the
following sections, we present the results of this analysis for the first Backbone network
and the direct consequences on the second one.

4.6.1. Binary Backbone

The plots shown in Figure 7 collect the results of the occlusion strategy described in
the previous section, applied to the last level of the binary-class backbone. Every row of the
graph represents the comparison between the performance distributions in terms of Recall
(RE), Precision (PR), F1 Score, and Intersection over Union (IoU). The analysis is repeated
for each channel group as the column changes. Table 4 collects instead the DKL of the F1
score distribution for the three occlusion alternatives and a normalized version of the ∆DKL,
normalized with respect to the Dall

KL for the different channel groups. This last parameter is
presented in order to investigate the effect of the attention-guided perturbation in terms of
the maximum divergence of the group. The resulting measure is then calculated as the ratio
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δDKL =
∆DKL

Dall
KL

. (3)

From these results, we can state that the less relevant Multi-band is AER, as it gets the
lowest value of Dall

KL in terms of F1 score. Looking at the Recall distribution, we observe that
the all_occluded distribution is particularly close to the normal one. This indicates that
most of the detected burnt pixels are preserved after the perturbation. The worsening of
the Precision curve shows instead that the unburnt pixel detection ability is not preserved.
Then we could say that the network without the AER band tends to identify more wildfires
than with the full information, resulting in an overall decreasing in performance as shown
in F1 score and IoU distributions.

Figure 7. Comparison of the binary prediction for each channel group between the normal case and
the different occlusion strategies. The normal (blue line) distribution is the same for each row, while
the y-scale is different across columns in order to fit the other curves.

Table 4. Divergences for the F1 score distributions. The first column shows the difference between
the up- and down-attention occlusion as in Equation (3). The other ones are the values are the
DKL(P||Q∗) where ∗ stays for −, + and all.

Multi-Band δDKL D−
KL D+

KL Dall
KL

AER 0.75 0.02 0.64 0.83
RGB 0.60 0.04 1.36 2.19
VRE 0.73 0.03 0.97 1.30
NIR 0.81 0.04 0.74 0.87
SWIR 0.78 0.03 0.95 1.17

Moving to the RGB Multi-band, it appears as the most significant one, as the Dall
KL

presents the maximum value among the groups. The associated Recall curve, which is



Appl. Sci. 2021, 11, 11060 17 of 22

highly peaked at 0, suggests that most of the wildfires are not detected anymore with this
kind of perturbation. On the other side, as shown in the Precision curve, the degradation
is not mitigated by the detection of 0-labeled pixels, then a general prediction in this way
would probably present a high number of unburnt pixels and most of the burnt ones
pointing to wrong areas. In contrast with the significance of the Multi-band, we can also
observe that the δDKL is the lowest among the resulting values. Therefore, the network
selects these channels as relevant information, as shown by the absolute values of the single
divergences, but a higher focus is probably given to other groups.

VRE and NIR present similar trends with respect to each other and, still having slightly
better performance, to the previous one. Therefore, we again expect a general prediction
with a higher presence of correctly identified unburnt pixels than burnt ones. Anyway, this
degradation is less pronounced when perturbing the NIR group in both the Precision and
the Recall performance.

Finally, the perturbation on the SWIR channels ends up in a reversed scenario, in
which the precision drastically decrease, but this happens in association with a significant
improvement of the Recall. This trend can be explained if the network identifies as burnt
almost every pixel of the perturbed images. As a last remark, Table 4 shows that the highest
δDKL values appears for NIR and SWIR Multi-bands. Even though they are not the most
relevant groups after the all-occlusion perturbation, this is an interesting result, as both
bands composing the NBR index (namely, 8 and 12) came from these spectral ranges. Then,
regarding the wildfire delineation phase, the network attention is effectively watching
where a domain expert would have looked at.

The interpretations of the results as the perturbed Multi-band changes is recalled in
Figure 8, in which the input images are the same of Figure 5. In both the examples we can
observe that removing AER, and NIR results in a limited performance loss with respect to
the normal prediction (the yellow line in the figures). This observation is in accordance to
domain knowledge, since AER channel is the less significant when analyzing the spectral
response. Instead, predictions from the perturbation on the RGB, VRE, and SWIR groups
are close to an all-unburnt and all-burnt maps, respectively.

(a)

(b)

Figure 8. Visualization of the all_occlusion results for the different Multi-bands. Rows (a) and (b)
are two satellite examples from coral and cyan fold, respectively.

4.6.2. Regression Backbone

Moving to the second step network, it is important to recall the network operation,
in order to understand how the first backbone errors can affect the final computation. In
particular, the second network input is obtained as the entering satellite image masked by
the first network binary map. Therefore, when an input perturbation results in an empty
mask, as a full-of-zeros middle input from the intermediate step, we could imagine that
the outcoming regression prediction would be dominated by noise. In the previous section
we observed that the predictions obtained by perturbing RGB and VRE Multi-bands is
expected to present for most of the inputs such a situation. As shown in Figure 9, the final
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prediction in the proposed examples are again empty masks. On the other side, the SWIR
channels occlusion ends up in an all-burnt prediction. This behavior could suggests that,
even though the second network gets most of the input information after the first backbone
masking, the missing channels are still necessary to perform the regression.

Summing up, the result obtained at the end of the second step is strongly related to
the information shared through the first. Therefore the only occlusion operation we can
expect to give acceptable results would be the AER and the NIR. The proposed examples
effectively reproduce this effect.

Figure 9. Visualization of the all_occlusion results for the different Multi-bands. Yellow contours
indicate the severity scale region of the normal prediction. The perturbed prediction is indicated via
the colored regions as in the legend.

5. Conclusions and Future Works

This paper presents an extensive experimental evaluation of a double-step CNN
solution in predicting areas damaged by forest wildfires and their damage assessment
without the need of pre-fire images. Experimental results on a very large real-world satellite
dataset demonstrate the power of the Double-Step deep learning Framework: most of the
proposed network-loss combinations obtain high-quality results across the whole dataset.
The most performant DSF achieved an rMSE score of 1.30 on burnt classes, leading in the
majority of cases to mean errors of one severity (neighboring) class, thus providing useful
information for preliminary analyses of areas affected by wildfires through remote sensing
images. We further emphasize the fact that the aforementioned rMSE value is computed
considering only burnt regions.

The Attention-based network we introduced has been shown to maintain high per-
formance in the prediction in association with the possibility to inspect the deep learning
model’s behavior. Domain knowledge has been applied to aggregate the satellite input
channels and investigate their effects on the network learning process. The multi-channel
attention-based analysis allowed us to identify groups of channels with different impor-
tance with respect to the prediction task. To this aim, we also introduced an attention-based
occlusion method to increase the network interpretability. This strategy allows a whole-
dataset measure of the network attention strength. An extension to this procedure is the
implementation of such layers to an image- or pixel-wise magnitude. This means the
possibility to provide to domain experts both a prediction of the damaged region and a
clearer explanation of the process the network made to give such a result.

Future directions of this work include a deeper use of the attention layer to enhance
the final prediction and offer a clearer way to solve common errors in the detection.
Additionally, the benefits of a multi-step compound model can be further analyzed by
including domain knowledge on spectral bands and eventually build ensemble models to
better exploit all the available information.
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