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ABSTRACT Several video quality metrics (VQMs) have been proposed in many publications to predict
how humans perceive video quality. It is common to observe significant disagreements amongst the quality
predictions of these VQMs for the same video sequence. Following an extensive literature search, we found
no publicised work that has investigated if such disagreements convey useful information on the accuracy
of VQMs. Herein, a measure for quantifying the disagreement between VQMs is proposed. A small-
scale subjective study is carried out to assess the effectiveness of our proposal. In particular, the proposed
disagreement measure is shown to be extremely effective in determining whether the quality of any given
processed video sequence (PVS) can be accurately predicted by the VQMs. This type of information is
particularly useful for identifying video sequences that are likely to degrade the end-user’s quality of
experience (QoE). Our proposal is also useful in selecting the most effective PVSs to be employed in a
subjective test. We show that the proposed disagreement measure can be effectively predicted from bitstream
features. This establishes a link between the capability to accurately assess the quality of a PVS and the way
it is encoded. In addition, an analysis is conducted to compare the performances of some well-known and
widely used open-source metrics and two proprietary metrics. The two proprietary metrics are used by a large
media company for enhancing its delivery pipeline. The outcome of this comparison highlights the suitability
of the open-source VQM, Video Multi-method Assessment Fusion (VMAF), as a good benchmark quality
measure for both the industrial and academic environments.

INDEX TERMS Objective measures, proprietary metrics, subjective test, video quality, metrics
disagreement.

I. INTRODUCTION
A major concern for content providers and content aggre-
gators is to guarantee high quality of experience (QoE) to
their customers. The last decades have therefore witnessed
numerous publications that have proposed novel algorithms
to generate video quality metrics (VQMs) that can predict a
mean opinion score (MOS [1], [2]. The MOS is the average
of the opinion scores of end users when they are asked to

The associate editor coordinating the review of this manuscript and
approving it for publication was Gangyi Jiang.

rate or score their perception of the video quality during
a subjective experiment. Quite often, significant differences
occur between the MOS values predicted by these different
VQMs, for the same processed video sequence (PVS). The
study reported in this paper was carried out because, after an
extensive literature search, no published works were found
that investigated whether any useful information is obtainable
about the accuracy of objective metrics from the differences
and disagreements between the MOS predictions of the
VQMs.
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As a starting point in this study, a measure is proposed
for quantifying the disagreements between VQMs. As a
convention, its values range from 0 to 1 and can be computed
for any PVS. The closer its value is to 1, the more the
VQMs disagree on the perceptual quality (or MOS) of
the PVS. Our study shows that the proposed measure is
particularly useful in identifying i) PVSs for which the
commonly used open-source VQMs and some proprietary
VQMs are likely to deliver quality predictions that vary
greatly from what the end user perceives, ii) PVSs for which
the VQMs are likely to produce quality predictions that are
close to the end-user scores. The proposed measure has the
potential of being very useful in academia and industry,
since it can determine if predictions made by VQMs are
accurate or not.

In academia, this measure will facilitate the creation of
effective tooling to identify appropriate subsets of PVSs to
be used in subjective tests. This measure is useful for two
additional reasons. Firstly, it saves time and resources by
excluding from subjective experiments, PVSs whose end-
user scores are accurately predictable using VQMs alone.
Secondly, it can be used in identifying problematic PVSs
for which VQMs are poor at predicting the end-user scores.
Results from experiments using such PVSs are typically of
great value to researchers.

In the media industry, it is of primary importance to
be able to quickly and automatically identify the PVSs
on which the quality predictions provided by the VQMs
could be misleading. Misleading quality predictions often
result in unexpected degradation of customers’ QoE through
inadequate resource provisioning. The results presented in
this paper are the outcomes of a collaborative work with a
global media company. Following kick-off consultations with
that company, the scope of the collaboration was divided into
three parts: i) automatic identification of PVSs for which
VQMs are likely to produce inaccurate MOS estimation
ii) determination of PVSs attributes, such as compressed
bitstream features, which could affect the ability of a VQM
to accurately predict the perceptual quality iii) benchmarking
the performance of two proprietary VQMs (PVQMs) used
internally by the company against well-known and widely
used open-source metrics. Subjective experiments were
conducted using an appropriate subset of PVSs carefully
selected from a large dataset specifically created for this
work. Results from these experiments show the effectiveness
of the proposedmeasure in addressing the first and the second
subject areas above. The analyses also produced conclusive
results for performance comparisons of the two PVQMs
against the widely used VQMs.

The key contributions of this paper are as follows:
1) This is the first publication proposing a measure that

quantifies the disagreements between VQMs when
predicting the perceptual quality or MOS of a given
PVS. The work in this paper shows that the proposed
measure is useful in automatically determiningwhether
the quality scores predicted by VQMs are reliable

or not. The proposed measure can thus be used to
provide a preliminary answer to the following research
question – ‘‘Which PVSs should be used in a subjective
experiment to get the most out of it?’’

2) This paper shows that for a given PVS, the proposed
VQM disagreement measure can be estimated from
the bitstream features of that PVS. This suggests there
is possibly a relationship between the way a PVS
has been encoded and how accurately a VQM can
predict the perceptual quality of that PVS. In fact,
bitstream features strongly depend on encoding settings
and the proposed disagreement measure determines the
difficulty of accurately assessing the quality of a PVS
using a VQM.

3) This paper shows a comparison between two pro-
prietary metrics and some well-known and widely
used open-source VQMs. The proprietary metrics
were highly optimised to operate in the real-world
environment and are used in the content delivery
pipeline of the global media company.

To perform the experiments, a dataset comprising
368 industry grade PVSs was created. Industry-grade
(mezzanine format) content is minimally compressed during
data acquisition [3]. This dataset differs from other widely
used video quality datasets, which are typically built by
using pristine-quality content and acquired without any
compression. In media industries, content is usually of the
mezzanine format, which is of high quality but not pristine.
A decision was made to work with industry grade content to
closely replicate the conditions encountered in actual media
industry processing chains.

This study considered the following VQMs namely: Peak
Signal to Noise Ratio (PSNR) [4], Structural Similarity
Index Measure (SSIM) [5], Multi-Scale Structural Similarity
Index Measure (MSSSIM) [6], Visual Information Fidelity
(VIF) [7], Extended Weighted Peak Signal-to-Noise Ratio
(XPSNR) [8], Video Multi-method Assessment Fusion
(VMAF) [9], PVQM1 (the first proprietary metric), and
PVQM2 (the second proprietary metric). Due to corporate
legal considerations, the full names of the two proprietary
metrics have been omitted above.

There are newer open-source VQMs than the ones
listed above, some of which are presented in the ITU
recommendation P.1203 [10], and others are based on Deep
Learning approaches (a branch of Machine Learning). The
academic and industry communities have not yet adopted
these metrics on a large scale since many of them have not yet
been tested in real-world environments. As such, the focus
of this study was not on these more recent VQMs. Unlike
the newer open-source metrics, the metrics considered for
our study are those typically used by academic researchers
for designing and evaluating state-of-the-art video processing
applications [11]–[15]. Therefore, a measure, as the one
proposed in this work, that provides information on the
accuracy of these metrics, is of large interest for the scientific
and industrial community.
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To obtain the values for the proposed disagreement
measure, we mapped all the VQMs onto the same scale.
For each PVS, we counted the number of unique VQM
pairs from the collection of possible VQM pairs, where one
VQM provided a quality prediction that was perceptually
different from the other VQM of the pair. We argue that
this number, expressed as a fraction, is an effective indicator
of the accuracy of the VQMs. In other words, if many
VQMs disagree on the perceptual quality of a given PVS,
then each VQM is also likely to wrongly estimate the
MOS of that PVS. We are aware of the existence of some
standardised techniques of comparing VQMs [16]. However,
the work presented in this paper was aimed at investigating
the implications of VQMs disagreements rather than directly
comparing the metrics.

A support vector regression model was also trained
and cross validated. Its accuracy shows that the proposed
disagreement measure can be predicted from bitstream
features such as the bit rate, the quantisation parameter and
the motion vector components. This model has the following
two purposes: i) identification of the bitstream features that
contribute towards the VQM disagreements and thus the
difficulty of objectively estimating the MOS of a PVS ii) the
development of an efficient method for identifying, in a large
set of PVSs, those for which it is strongly recommended to
perform a subjective evaluation test.

To assess the effectiveness of the proposed measure,
a small-scale subjective experiment was carried out on a
subset of PVSs characterised by both low and high VQMs
disagreements. The results showed the effectiveness of the
proposed measure in deducing the accuracy of VQMs.
A comparison analysis was then performed on all the VQMs
relying on both the subjectively evaluated PVSs and the
objectively evaluated ones. The results revealed that VMAF
performed better when compared to all the other metrics
involved in the study. The two PVQMs also showed better
performance when compared to other open-source VQMs.

The paper is organised as follows. Section II presents
a short review of previous works on the agreements and
disagreements within a set of VQMs. Section III provides
a description of the dataset used in this study. Section IV
details the proposed VQMs disagreement measure. Section V
describes the subjective experiment setup. Results are dis-
cussed in Section VI. The terms VQMs and metrics are going
to be used interchangeably in this paper. Finally, conclusions
are drawn in Section VII.

II. RELATED WORK
The idea of leveraging many objective metrics together
to deliver more accurate assessments of perceptual quality
has been investigated in the literature [17]. It has been
shown that a machine learning (ML) model that takes,
as input, a set of different VQMs computed on a given
PVS, can yield improved quality predictions as opposed to
using only single VQM. In [18], the authors designed a
support vector regression model that jointly utilised several

VQMs to provide a more accurate MOS estimations. The
work presented in [19] argued that PVSs whose sources are
characterised by a low spatial activity index are challenging
to work with from the point of view of objective quality
assessment. In that work, a neural network-based model was
proposed to address such challenges. The model relied on
the scores from many full-reference metrics in addition to
the spatial and the temporal activity index to mitigate the
inaccuracies of VQMs when estimating the quality of these
PVSs. By feeding a ML based model with many different
VQMs, the authors aimed at exploiting the diversities and
similarities between the VQM scores in order to reach a better
MOS estimation.

The approach of studying the differences between the
predictions of many VQMs has not been exploited solely for
accurateMOS estimations. In fact, in [20] the authors showed
that the agreements between different VQMs, as measured
by the Spearman and the Kendall rank order correlation
coefficients, were related to the standard deviation of
subjective ratings for a given PVS. They designed a neural
network-based model that takes as input five VQMs and
estimates the diversity among users’ ratings. Still focusing
on the quality scores as predicted by different VQMs, in [21],
the authors proposed an approach based on Gaussian mixture
models to find the range of quality values to which the MOS
of a given PVS is expected to belong with a given probability.

In all the papers mentioned so far, the VQMs were
studied together with ML models to enhance some aspects of
the quality assessment processes. Despite the useful results
reported in all these papers, their use of ML models means
that they relied on black box models whose internal workings
might not be trivial or easy to understand. Instead of usingML
models, some other authors have exploited the information
associated with the diversity or similarity between VQM
scores in a more intuitive and easier to interpret way. In [22]
and [23] the authors investigated the disagreements between
PSNR, SSIM and the VIF at the frame and sequence level.
In both works the authors analysed the behaviour of the three
metrics on a given pair of PVSs. They evaluated, for different
source content, the ability of these metrics to coherently rank
the perceptual quality of a pair of PVSs.

The work in this paper differs from those in [22] and [23]
in that the VQM disagreement measure focused on pairs of
VQMmetrics instead of PVSs, thus yielding an indicator that
determines how difficult it is to assess the quality of a given
PVS using VQMs. A small-scale subjective experiment was
used in validating this concept, and the results showed that
such a simple indicator could provide relevant information
regarding the ability to accurately predict the perceptual
quality of a PVSwithout resorting to a subjective experiment.

Furthermore, we observed that the proposed VQM dis-
agreement measure is significantly correlated to the PVS
bitstream features, and that, it can be predicted using several
of such features. This allowed us to conclude that the way
a PVS is encoded may enhance or negatively affect the
accuracy of VQMs.
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FIGURE 1. Assessing the heterogeneity of the 46 sources used to
generate the PVSs contained in the dataset in terms of the spatial and
temporal activity index. The labels indicate the different sources.

TABLE 1. Summary of the 8 hypothetical reference circuits (HRC) used on
each of the 46 sources to generate the 368 (46 ∗ 8) PVSs in the dataset.

Another fundamental difference between the work in this
paper and many others in the literature is the inclusion
of proprietary VQMs. Researchers typically use open-
source tools to benchmark their proposals. As such, VQM
comparison studies have mostly focused on freely available
metrics [24]. However, in some cases, open-source software
are not properly optimised for effectively operating in real-
world scenarios. To the best of our knowledge, there is just
a small number of published works that have conducted
VQM comparison studies involving proprietary VQMs [25].
Therefore, this work contributes in shedding light on the
existence of a potential gap between the accuracy of well-
known and widely used open-source VQMs and proprietary
ones.

III. DATASET PREPARATION
A total of 46 Full HD (FHD) industry grade source
videos were selected according to guidelines in [26]. These
comprised a range of entertainment videos including sports,
movies and animations. Depending on which region (Europe
or US), the video frame rates per second (fps) were either
23.976, 25.000 or 29.970. Figure 1 shows the selected sources
covered a wide range in terms of Spatial Information (SI) and
Temporal Information (TI) according to [27].

The source videos were encoded using H.264/AVC con-
stant bit rates. The Apple’s HLS authoring specification [28]
was used as guidelines in producing the eight hypothetical
reference circuits (HRCs) summarised in Table 1. Some of

the key encoding configurations included one-pass encoding
preset, the instantaneous decoder refresh (IDR) interval was
set to two seconds, with an option of inserting an I-frame if
there was a scene change within a given IDR interval. The
size of the video buffer verifier was set to 5 seconds and the
deinterlacing mode was set to motion adaptive interpolation.
A summary of the bit rates and resolutions are given in
Table 1.
From each of the 46 source videos, eight PVSs were

created resulting in a total of 368 PVSs. The PVSs in the
dataset were also divided into two main categories, namely
movies and sports. For sports content in Europe, the frame
rates were interpolated from 25.00 fps to 50.00 fps. For sports
content in the US, the frame rates were interpolated from
29.97 fps to 59.94 fps. This was done to reduce judder during
playback, caused by camera panning movements. The frame
rates for the movie content were untouched, so they were the
same as the source videos.

The duration of each video was 10 seconds. But, allowing
for an extra two seconds of content before and after the video,
results in a total duration of 14 seconds. The purpose of
the extra amount of time was to allow the video encoder
to stabilise to the requested bit rate, thus removing quality
fluctuations that may be present due to the rate control
algorithm. Once each source was encoded, the FFMPEG
application was used to trim off the extra four seconds of
content.

The video quality of the 368 PVSswere evaluated using the
eight considered VQMs - PSNR [4], SSIM [5], MSSSIM [6],
VIF [7], XPSNR [8], VMAF [9] and the two proprietary
VQMs PVQM1 and PVQM2.

The scores of each of these VQMs were recorded in a
dataset, resulting in a total of 46 sources ·8HRCs ·8 VQMs =
2944 objective quality scores to be analysed.

All eight VQMs considered in this study were full
reference metrics, i.e., they evaluate the quality of a distorted
signal by comparing it to the source. PSNR measures the
quality of the distorted content by deriving its mean square
error (MSE) with respect to the source pixels. SSIM evaluates
the similarity between the source and the distorted signal
by considering three main aspects, namely the luminance,
the contrast and the preservation of the structures. MSSSIM
implements the same steps as SSIM but at multiple scales.
VIF uses natural scene statistics models to define the
image information perceived by the human vision system
(HVS). It then quantifies the amount of information shared
between the source and the distorted signal. XPSNR is
an enhancement of PSNR, which uses a distance between
the source signal and the distorted signal considering some
characteristics of the human vision system which are not
considered when using the MSE alone. VMAF fuses together
multiple elementary full reference metrics using machine
learning. The rationale behind VMAF is that each elementary
metric may have its own strengths and weaknesses with
respect to the characteristics of the source video, the type
of artefacts, and the degree of distortion. VMAF seeks to
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preserve the strengths of the individual metrics and to deliver
a more accurate final score.

PVQM1 is a machine learning based VQM. It was trained
using a diverse range of interlaced and progressive video
content including sports, TV shows and movies. Currently,
it is used by the global media company to set the desired target
MOS for content-aware encoding and for video-on-demand
solutions. PVQM2 is based on a model of human vision
system. The aim is to produce scores which are proximal to
how human viewers would judge the perceptual quality. The
design scope of PVQM2 includes both interlaced and 1080p
TV viewing conditions.

Note that PSNR, SSIM, MSSSIM and VIF were originally
developed for assessing the quality of still images. However,
due to their analytical properties and low complexity, they
are also the most used metrics for monitoring quality when
designing video processing applications [11]. PSNR is even
considered a kind of baseline in the context of video quality
assessment. The Video Quality Experts Group (VQEG) [29]
for instance, often uses PSNR as a benchmark for validation
experiments, as was done during the performance evaluation
of full reference VQMs in the HDTV experiment [30]. Many
papers have compared PSNR, SSIM, MSSSIM and VIF
to other Video Quality Measures (VQMs) [8], [31], [32].
Therefore, the consideration of these open-source metrics is
not peculiar to the work reported here. Our study contributes
to shedding light on the existence of a potential statistically
significant gap between the accuracy of these widely used
open-source VQMs and proprietary ones.

IV. PROPOSED VIDEO QUALITY METRICS
DISAGREEMENT MEASURE
One of the major issues addressed in this work was how to
objectively identify the PVSs for which VQMs are likely to
produce inaccurateMOS estimations. To this end, we propose
a measure based on the disagreements between the scores
provided by a set of VQMs. Such a measure enables the
establishment of whether a VQM would accurately estimate
the perceptual quality of a given PVS as shown in Section VI.
Let denote by Dpvs the value of the proposed measure of

VQMs disagreement for a given PVS. To formally define
Dpvs, we introduce the following parameters:
• n, the number of VQMs used to evaluate the perceptual
quality of the PVS;

• VQM1,VQM2, . . . ,VQMn, the nVQMs used to evaluate
the quality of the PVS;

• The respective predicted scores of the VQMs vqmpvs1 ,

vqmpvs2 . . . , vqmpvsn
In order to computeDpvs, one of the VQMs is chosen as the

reference metric. Assume that VQM1 is the reference metric,
let the following functions
• fi (i = 1, 2, . . . , n) be for mapping each VQMi from its
original scale to the VQM1 scale.

• δ1 denote the VQM1 sensitivity, which is the minimum
variation in quality perceptible by most human viewers
if the quality were to be predicted using VQM1.

For instance, it has been empirically observed that two
pictures having VMAF scores that differ by less than seven
points are likely to be judged as equal in terms of perceptual
quality [33]. Therefore, for VMAF, the δ would be seven. The
consideration of the VQM sensitivity is not a peculiarity of
this work; similar approaches have already been proposed in
the literature [34].

Relying on the previously introduced notation, Dpvs is
defined as follows:

DPVS =

∑n−1
i=1

∑n
j=i+1 1

(∣∣∣fi(vqmpvsi )−fj
(
vqmpvsj

)∣∣∣>δ1)(n
2

) (1)

where 1 is the indicator function, whose value is 1 if
the subscript proposition is true and 0 otherwise. The
denominator in Eq (1) is the total number of unique pairs of
metrics that can be formed using the nVQMs. The numerator
counts the number of these pairs for which the two metrics
that constitute the pair disagree on the perceptual quality of
the PVS. Two metrics are said to disagree when the absolute
value of the difference between the predicted scores (using
the reference metric scale) is greater than δ1.
In this work, VMAF was chosen as the reference VQM

and δ1 was set to 7. Furthermore, the mapping functions
have been computed by performing a least square fitting of
each of the VQMs to VMAF using third-order polynomial
functions [16]. The diagram in Figure 2 summarises the
implementation steps for the computation of the proposed
disagreement measure.

For any PVS, Dpvs ∈ [0, 1]. The closer the value of Dpvs
is to one, the larger the disagreement between the VQMs
regarding the perceptual quality of the PVS.We argue that the
larger the value of Dpvs for a given PVS, the more likely it is
that VQMs will be inaccurate when assessing the perceptual
quality of that PVS. To verify such a statement, we conducted
a subjective experiment whose details are provided in the next
section.

V. SMALL SCALE SUBJECTIVE EXPERIMENT
A subjective experiment was conducted to investigate the
reliability of the proposed measure. Due to time constraints,
the experiment was conducted on a small scale.

A. SELECTION OF THE PROCESSED VIDEO SEQUENCES
TO TEST
Since we aimed at investigating the implications of VQM
disagreements, viewers were shown PVSs on which the
VQMs strongly agreed and those for which the VQMs
strongly disagreed.

The VQMs disagreement value Dpvs, as described in
Section III was computed for each of the 368 PVSs in the
dataset. Afterwards, the PVSs were sorted in ascending order
of Dpvs. From this, the following were found: i) at the lowest
scale, 31 PVSs had Dpvs < 0.2 ii) at the highest scale,
36 PVSs had Dpvs > 0.6. These PVSs at the lowest and
highest scales were selected for the subjective test dataset.

VOLUME 9, 2021 152927
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FIGURE 2. The diagram summarises the implementation steps of the proposed disagreement measure. VMAF is chosen as the reference metric, hence,
the VQM sensitivity δ1 is set to 7. VPSNR is the quality score obtained after performing a least square fitting of the PSNR to the VMAF scale using a
third-other polynomial function. The same definition holds for all the other VQMs. By considering eight different VQMs, in total, 28 absolute differences
were computed that corresponded to the number of unique pairs of VQMs that can be formed by selecting two VQMs from the eight available.

In addition to these 67 PVSs (31 + 36), 16 additional PVSs
were added onto the dataset to ensure viewers evaluated a
dataset whose perceptual qualities covered the entire quality
scale, as this is a good practice in designing subjective
experiments.

B. EXPERIMENT SETUP
A total of 16 subjects (viewers) working in the media
industry participated in this subjective experiment across
two laboratories in Italy and Germany. The subjects were
non-experts. The Double Stimulus Impairment Scale (DSIS)
method was used. In this method, the subjects are shown
both the source video and the PVS. The DSIS method closely
follows how most of the full reference metrics operate; that is
by computing the perceptual differences between the original
reference video and the degraded test video. By adopting
the DSIS, we aimed at aligning the subjective evaluation as
closely as possible to how full reference metrics operate.
This was to mitigate against any extraneous sources of
inaccuracies not directly related to the VQMs.

The source video was shown first, followed by the encoded
one (PVS) as illustrated in Figure 3. After watching the
source video, the PVS was shown two seconds later. The
subjects were then given six seconds to rate their perception
and the annoyance of artefacts within the PVS against the
source video using a 5-grade impairment scale. The scale
consisted of the following five options: ‘‘Very annoying’’,
‘‘Annoying’’, ‘‘Slightly annoying’’, ‘‘Perceptible but not
annoying’’, ‘‘Imperceptible’’. To aid in the computation of the
MOS values, the five options were assigned unique numeric
scores (ratings) from 1 to 5 respectively. For each subject, the
viewing distance to the monitor was fixed in accordance with
the relevant ITU recommendations [27].

FIGURE 3. Procedure adopted during the subjective test. First, the subject
watches the source video, then after two seconds the PVS, and finally
provides a rating (or score) of the quality within the next six seconds.

FIGURE 4. The histogram of the MOS values shows a distribution that is
not far from a uniform one. This is fundamental since a different
distribution of subjective scores could significantly bias the analysis’
conclusions.

VI. RESULTS
In this section, we begin by assessing the reliability of
the subjective ratings (MOSs) that were obtained during
the subjective experiment. We then compare PVQM1 and
PVQM2 to some well-known and widely used open-source
VQMs. Thereafter, we assess the effectiveness of the
proposed VQM disagreement measure. Finally, we show that
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FIGURE 5. The MOS values for all the PVSs included in the test. Higher
MOS values were obtained in correspondence to higher bit rates (kbps)
and resolutions.

FIGURE 6. The results show that, on average, the subjects consistently
evaluated the quality of the sequences used during the subjective test
since the so called ‘‘Recovered Quality’’ of each processed video
sequence does not differ significantly from the MOS.

the PVS bitstream features can be used to effectively predict
the proposed VQM disagreement measure.

A. SUBJECTIVE RATINGS: DISTRIBUTION AND QUALITY
In assessing the reliability of the subjective ratings, we note
that a fundamental requirement for a well-designed subjective
experiment is that the subjective scores (MOSs) are uniformly
distributed over the chosen quality scale or, at least, fully
cover such a scale. Figure 4 shows a histogram of the MOS
values obtained in our subjective experiment. The histogram
shows the MOS scores span across the quality scale, and the
numbers in the different bins are reasonably well balanced.

Figure 5 presents the MOS values as a function of the
bit rate and the resolution. It is evident that subjects were
consistent in discerning between low and high video qualities.
For example, the video quality at 512 × 288@365kbps
and 768 × 432@730kbps were rated lower than those
encoded at 1280 × 720@3000kbps. For 1280 × 720 and
1920 × 1080 resolutions, an increment in bit rate from
3000 kbps to 4500 kbps and from 6000 kbps to 7800 kbps
respectively did not result in noticeable difference in
perceived quality.

TABLE 2. Comparing all VQMs in terms of accuracy.

To further investigate the reliability of the MOS values,
we applied Netflix’s SUREAL software that implements the
model proposed in [35] for subjective quality recovering.
We chose such a model because there has been some
evidence of its superiority over traditional approaches such
as BT.500 [36] and Z-score normalisation [37]. See [35] for
more details. The model recovers the so called ‘‘true subjec-
tive quality’’ for each PVS while automatically estimating
and removing subjects’ biases and inconsistencies. Figure 6
shows comparisons between the MOS obtained from the
subjective test and the recovered quality (the ‘‘true subjective
quality’’) values by the SUREAL software. As seen in
Figure 6, there was a very good agreement between the two
sets of values. This suggests that there were no PVSs whose
evaluation had been particularly problematic to the subjects,
making the dataset suitable for research despite its limited
size.

B. PROPRIETARY VS OPEN SOURCE VQMS:
STATISTICAL ANALYSIS
Table 2 shows the values of key statistical indicators normally
used in assessing the accuracy of VQMs. The indicators are
Pearson Linear Correlation Coefficient (PLCC), Spearman
Rank Order Correlation Coefficient (SROCC) and the Root
Mean Square Error (RMSE). Before computing the RMSE
and the PLCC, a least square fitting of the VQMs scores
to the MOS values was carried out using a logistic function
as recommended in [34]. Except for VMAF and XPSNR,
the open-source VQMs yielded lower correlation coefficients
as compared to the two-proprietary metrics, PVQM1 and
PVQM2. The PSNR and SSIM, which are still widely
used within the research community had the following
correlation coefficient values to the MOS values. For PSNR,
the PLCC, SROCC and RMSE values were 0.43, 0.61 and
1.05 respectively. For SSIM, the same statistical indicator
values were 0.49, 0.57 and 1.02 respectively. Since the
correlation values are significantly less than 1, and the
RMSE values are significantly greater than 0, this suggested
that there were no strong similarities between the quality
predictions of these two VQMs and the MOSs. On the other
hand, VMAF showed higher performance than both PVQM1
and PVQM2, See Table 2.

Statistical tests were carried out to check whether the
differences, in terms of accuracy, between the VQMs were
statistically significant. Table 3 shows the results of the
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FIGURE 7. Visual comparison of the accuracy of proprietary metrics to VMAF in terms of MOS prediction. Each point corresponds to a processed video
sequence and the colour represents the resolution.

TABLE 3. Statistical tests on PLCC values computed between the metrics and the MOS. Each table cell shows 1 when the PLCC of the metric in the row is
higher, with statistical significance, than that of the metric in the column. VMAF predictions correlate to the MOS significantly better than other metrics.

Z-tests conducted on each pair of VQMs. In Table 3, the
value in a cell is ‘‘1’’ when the PLCC of the VQM in the row
was statistically higher than that of the VQM in the column.
VMAF predictions correlated with the MOSs significantly
better than all the other VQMs. PVQM1 was seen to be
significantly better than the PSNR, SSIM and MSSSIM,
while PVQM2 showed superior performance when compared
to PSNR, SSIM, MSSSIM and VIF.

Figure 7 shows a visual comparison between the MOS
and the proprietary VQMs. VMAF (an open-source VQM)
was included here for the sake of comparison. Figure 7a
shows the scatter plot for PVQM1. A larger spread of points
was observed when compared with PVQM2 and VMAF; see
Figure 7b and 7c, respectively. This is also in line with the
lower performance of PVQM1 observed in Table 2. The lower
performance of PVQM1 was mostly perceptible on PVSs
with lower resolutions.

We observe that, in general, VQMs originally designed
for image quality assessment (IQA) such as PSNR, SSIM,
MSSSIM and VIF have reported lower performances than
those of PVQM1, PVQM2 andVMAFwhich were developed
for video. This could be explained by the fact that metrics
for IQA do not consider the characteristics of the temporal
dimension of the video such as the motion masking effects.
However, it was important to verify this expectation as
suggested and carried out by VQEG while comparing
VQMs [30].

Regarding the fact that VMAF performed better than
the proprietary VQMs, it is acknowledged that VMAF has
a different history and circumstance to the other open-
source VQMs considered in this study. Open-source VQMs,
in general, mainly originate from academia where access

to resources is often constrained in terms of funding and
the availability of large libraries of test PVSs. However,
VMAF was the result of extensive R&D efforts aimed at
optimising the delivery pipeline of a major media company
- Netflix. We therefore hypothesise that the design and
development of VMAF may have benefited from large
number of resources available to many proprietary and
commercial VQMs. So, although VMAF is open-source, it is
optimised enough to measure the quality as much as or better
than certain commercial and proprietary tools. In fact, the
results presented so far show that VMAF, as open-source
metric, is a reliable benchmark from both the research and
industry points of view.

The results in Table 2, Table 3 and Figure 7 compare the
performances of all the VQMs in terms of MOS prediction.
These results were obtained by considering only the subset
of PVSs used during the subjective test. We also compared
the open-source VQMs and the two proprietary VQMs using
the objective scores from all the 368 PVSs. We performed
a least square fitting of all the VQMs to the VMAF scale
using a third-order polynomial function. This also enabled us
to compare the VQMs also in terms of RMSE. The mutual
RMSE (MRMSE) between two different VQMs denoted by
VQM1 and VQM2 was defined as follows:

MRMSE =

√√√√ 1
M

M∑
i=1

(
V i
VQM1 − V

i
VQM2

)2
(2)

where M is the number of PVSs in the dataset (368). V i
VQM1

and V i
VQM2 are the scores obtained for the i-th PVS in the

dataset after mapping VQM1 and VQM2 to the VMAF scale.
Theword ‘‘mutual’’ is used here to highlight the fact that none
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FIGURE 8. Evaluating the correlation and mutual RMSE between all the metrics used in the study. In general, the proprietary metrics (PVQM1 and
PVQM2) showed higher correlation to state of the art open-source metrics, as expected.

FIGURE 9. Evaluating the fraction of PVSs on which the PVQMs disagree with each open-source VQM. The analysis indicates that PSNR and SSIM are
more likely to measure a quality that would be perceptually different than that indicated by the PVQMs especially on sports content.

of the two metrics is the ground truth, but rather they were
being compared against each other.

Figure 8 show the results obtained for the PLCC, SROCC
andMRMSE between each pair of VQMs.While the SROCC
was computed maintaining each VQM in its original scale,
the PLCC was computed after performing the fitting of all
the VQMs to the VMAF scale. In the correlation matrices in
Figures 8, a correlation of at least 0.65 was obtained in all
cases. Such correlations were statistically different from zero
even when the statistical tests of significance were conducted
at a 99% confidence level. This means that none of the VQMs
in this study was totally inconsistent with respect to the
other VQMs.

PVQM2 showed a strong alignment with VMAF. Their
PLCC, SROCC and MRMSE values were 0.93, 0.90 and
7.63 respectively. The MRMSE value was close to the
threshold of 7.00 and would suggest that the two metrics,
on average, measure the same perceptual quality. Compared
to the other proprietary metric, PVQM1 had slightly lower
PLCC, SROCC values and slightly higher MRMSE values
with VMAF. This agrees with the results of the subjective
tests where PVQM1 showed lower accuracy than VMAF and
PVQM2.

We note the high PLCC and SROCC correlation values
of 0.92 and 0.94 respectively between PSNR and XPSNR.

The equivalent correlation values between VIF and VMAF
were 0.87 and 0.88. See Figure 8a and Figure 8b. Such
high values could be explained by the fact that PSNR and
VIF are key elements in the design of XPSNR and VMAF
respectively. Therefore, this inherent correlation between
PSNR and XPSNR on the one hand, and VIF and VMAF
on the other hand, suggests that correlation values alone
may not be enough to correctly evaluate the reliability
and accuracy of the metrics. Despite the high correlation
between the XPSNR and the PSNR, these two metrics
yielded significantly different performances in terms of MOS
prediction as shown in Table 2.

C. PROPRIETARY VS OPEN SOURCE VQMS:
DISAGREEMENT ANALYSIS
We continued the analysis by evaluating the fraction of
PVSs on which a proprietary metric disagreed with an open-
source metric. As mentioned in Section IV, we consider two
VQMs to disagree when their quality predictions, reported
on the VMAF scale, differ by more than seven points. This
approach considers only the range of quality variation in
which the human eye is sensitive. The analysis was conducted
separately for movies and sports PVSs to assess whether the
content type could affect the disagreement measure.
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FIGURE 10. The VQMs’ accuracy, in terms of RMSE, for low and high
disagreement conditions. Lower RMSE is better. For all the metrics,
in case of high disagreement, the predicted quality is expected to be
affected by larger error.

TABLE 4. Statistical analysis of the variance of the MOS prediction error.
In case of high VQMs disagreement, each metric is expected to be more
inconsistent with statistical significance.

The results are shown in Figure 9. For sports content,
both PSNR and SSIM disagree with the two PVQMs
more than the other open-source VQMs. In fact, for 60%
of the Sports PVSs, PVQM1 measured a quality that
was perceptually different from those predicted by PSNR
or SSIM (see Figure 9a). This percentage is reduced to
55% for PVQM2 (see Figure 9b). Note that XPSNR and
PVQM2 agree significantly on Sports PVSs more than the
movies PVSs.

The analysis suggests that both PSNR and SSIM were
more likely to yield quality estimations that differ from the
proprietaryVQMs, and that viewers would be able to perceive
the difference in video qualities.

D. EFFECTIVENESS OF THE PROPOSED VQMS
DISAGREEMENT MEASURE
This section outlines in detail, the effectiveness of the
proposed VQM disagreement measure as an indicator of
VQM accuracy.

Firstly, we looked at the RMSE as an indicator of VQMs
accuracy. Figure 10 shows the RMSE values for two groups
of PVSs. The first group of PVSs is where the disagreement
between VQMs is low (Low D); the second group of PVSs
is where the disagreement between VQMs is high (High D).
On average, in cases of high disagreement (High D), each
VQM yielded a prediction affected by a larger deviation from
the MOS. The analysis in Figure 10 indicates that a higher
RMSE is expected. On the other hand, when the metrics

agree, (i.e., LowD) the average of the observed RMSE values
was around 0.4. This is quite interesting since this value is
close to the average mutual RMSE that would be observed
between MOS values obtained for the same PVSs evaluated
in two different subjective experiments [38]. Therefore, this
result seems to indicate that, if the proposed disagreement
measure for a given PVS yields a small value, then the VQMs
will provide good approximations of the perceived quality
that is obtained in a subjective test for that PVS.

Statistical tests (F-test) were performed to show that VQNs
are more inconsistent when predicting the MOS in case of
large disagreement. In measuring the VQMs inconsistency,
the variances of the residuals were taken. Residuals are
the differences between the quality score predicted by the
VQMs and their corresponding MOSs. Table 4 reports on the
variance of eachVQM’s residuals for PVSswith low and high
VQMs disagreements, as well as the p-value of the F-test.
The F-test was performed to verify whether the variance of
the residuals for each VQMwas significantly larger for cases
with high VQM disagreements.

Table 4 shows that for all the VQMs, the p-value of the
F-test was smaller than 0.01. This means that at a 99%
confidence level, the prediction error of each VQM has a
variance that is larger when VQMs disagree.

This lack of accuracy observed in cases where VQMs
disagreed was not caused by subject inconsistency. It was
caused by intrinsic limitations in theVQMs themselves. It can
be seen, for instance, that the proposed VQM disagreement
measure is poorly correlated to the subject opinions’ standard
deviation (SOS) as shown in Figure 11a. This meant
subjects did not experience any less or any more difficulty
in rating the perceptual quality for cases of high VQM
disagreements. We also used Netflix’s SUREAL software
to compute the inconsistency that affected the ratings of
each individual subject who participated in the test. It can
be seen in Figure 11b that each subject’s inconsistency did
not seem to be consistently larger in cases of high VQM
disagreements.

Therefore, the indication is that the proposed VQM
disagreement measure allows for the identification of PVSs
whose quality will be difficult to accurately predict using a
VQM. In any case, such PVSs do not pose specific challenges
to human viewers because their perceptual quality can be
effectively determined using subjective tests. The proposed
disagreement measure can therefore be considered as a tool
to identify only the PVSs for which subjective evaluation is
strongly recommended, thereby reducing the number of PVSs
to be used in a subjective test.

We examined the dependencies of the disagreement
measure on the number and the types of VQMs (i.e.
open-source or proprietary). We considered, as a reference
value, the disagreement measure obtained by using in the
Eq (1) all the eight VQMs considered in this work. Then,
we computed the disagreement measure using only n VQMs
(e.g., n = 5, 6, 7) chosen from the eight available VQMs,
each time considering all possible combinations of the n
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FIGURE 11. SOS and individual subjects’ inconsistency as function of the proposed VQMs disagreement. Subjects seem to experience the same
difficulty in assessing the quality of a PVS independently on the disagreement of the VQMs scores.

TABLE 5. Comparing the drop in performance of the VQMs when used on PVSs whose quality is difficult to evaluate, i.e., PVSs reporting a high VQM
disagreement (High D). The drop (1) for each statistical index was computed by taking the difference between the value obtained when the metrics are
expected to be highly accurate, i.e., when there is low VQM disagreement (Low D), and the one obtained in case of high VQM disagreement.

VQMs out of eight. For example, for n = 5, there were
56 distinct combinations. For each combination, the RMSE
between the obtained values and the reference values was
computed. So, for n = 5, 56 values of RMSE were obtained.
Note that by considering all possible combinations of VQMs
for each value of n, this experiment also accounted for the
impact of the VQM type used to compute the disagreement
measure.

Figure 12 shows the minimum, the average, and the
maximum values of RMSE for each value of n. When all
combinations of five VQMs were considered, the average
of the RMSE values was 0.12. For combinations where n
was greater than five VQMs, an average RMSE of less
than 0.08 was observed. This is less than 10% of the
range [0, 1], which represents the range of variation of
the disagreement measure. This average RMSE value can
therefore be considered very reasonable. For the minimum
and maximum RMSE values, we noted that the difference
between them did not exceed 0.07 for any combination
of n VQMs. This difference of 0.07 represents 7% of the
variation range of the disagreement measure. So, using any
combination of VQMs to estimate the reference disagreement
value would not vary the average estimation error by more
than 7% of the variation range of the disagreement measure.

The results obtained for the RMSE showed that the
proposed disagreement measure is not very sensitive to the
number and type of VQMs used to compute it.

FIGURE 12. Analysis of the impact of the number of VQMs on the
proposed disagreement measure. The values of the disagreement
computed by using all the eight VQMs considered in this paper is taken as
the reference disagreement value or ground truth. The Figure shows the
RMSE between the reference disagreement value and the disagreement
computed using n (n = 5, 6 and 7) VQMs. For each value of n, all possible
combinations of n metrics out of eight are used to compute the
disagreement. The minimum, the mean and the maximum value obtained
for each n is then reported.

To further study the impact of the VQM type on the
proposed disagreement measure, we computed the measure
using only open-source VQMs and then checked whether the
measure remained a good indicator of the accuracy of
the VQMs. The results are shown in Figure 13. As observed,
the results were very consistent with those shown in Figure 10
where the disagreement was obtained considering all eight
metrics. In other words, when there was high disagreement
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FIGURE 13. The video quality metrics’ accuracy, in terms of RMSE, for low
and high disagreement of open-source VQMs. Lower RMSE is better. For
all the metrics, in case of high disagreement, the predicted quality is
expected to be affected by larger error.

from the open-sourcemetrics considered in this study, a lower
accuracy was observed from the metrics when used in
predicting the MOS. This result is quite interesting because
even if the two PVQMs were not considered, the proposed
disagreement measure still provided significant indications
on the accuracy of all VQMs. This suggests that our proposal
could be used to deduce the accuracy of any metric in the
literature that had the same design scope as those considered
in this study.

In Table 5, we compared the performance drop of
the different VQMs when used on PVSs whose quality
assessment was challenging rather than on those that were
easy to evaluate. The results in Figure 10 and Table 4,
show that the challenging PVSs were those corresponding
to a higher value of disagreement measure, and vice versa.
Therefore, for each statistical indicator in Table 5, the
drop 1 was calculated by taking the difference between
the values obtained respectively on the PVSs with high
disagreement and those with low disagreement. It is very
interesting to note that excluding VMAF, all open-source
VQMs had a higher accuracy drop than the proprietary
ones when moving from low to high disagreement PVSs.
Specifically, PVQM1, which is a proprietary metric, had
the greatest drop in accuracy, it showed a +0.32 RMSE
increase and a -0.18 MOS correlation decrease. On the other
hand, the lowest performance drop observed among open-
source metrics (excluding VMAF) was +0.42 and -0.27 for
RMSE and PLCC respectively. Similar considerations can be
made for the variance of the MOS prediction error. These
results showed that VMAF and the PVQMswere more robust
when a PVS was more likely to confuse or mislead VQMs.
These VQMs may therefore be expected to deliver better
estimations of quality on challenging PVSs. Finally, we note
that, for all VQMs, lower PLCC values were observed in
correspondence with PVSs with high VQM disagreement.

E. TOWARDS MODELLING AND PREDICTING VQM
DISAGREEMENT
The bitstream features of each of the 368 PVSs were
extracted. The key features of the bitstream information

TABLE 6. PLCC values obtained when comparing different machine
learning models for regressing the bitstream features to the proposed
measure of VQMs disagreement. Support vector regression with the radial
basis function as kernel yielded the best performance.

TABLE 7. SROCC values obtained when comparing different machine
learning models for regressing the bitstream features to the proposed
measure of VQMs disagreement. Support vector regression with the radial
basis function as kernel yielded the best performance.

were the bit rate, the average quantization parameter (QP),
standard deviation of QP over the PVS’s frames, the average
motion vector (MV) components, standard deviation of MV
components, percentage of Intra and Inter coded blocks, the
percentage of each block size and the percentage of skipped
blocks. These features were extracted at the single block level
and later pooled into a single value using both the average and
the Minkowski norm for each PVS. A total of 104 features
were extracted for each PVS.

A backward sequential feature selection algorithm [39]
was then used to find the bitstream features that were
important in predicting the VQM disagreement. The features
that were seen to have major importance were the average
QP, the averageMV in each direction X and Y, the percentage
of Intra blocks in a slice and the percentage of 2Nx2N Intra
coded blocks. We also experimentally found that the best
pooling strategy is the Minkowski norm when the exponent
is set to p = 1.3.
After determining the best set of features, they were

regressed to the disagreement measure using different
machine learning (ML) algorithms. We considered a few
models such as linear regression model (LM), regression
tree (RT), neural network (NN) with a single hidden layer
having four neurons, support vector regression model with a
Gaussian kernel (SVR Gaus) and support vector regression
model with a radial basis function kernel (SVR rbf). The 368
PVSs were divided into 10 folds, and all the models were
trained on 9 folds and tested on the one left out.
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FIGURE 14. Accuracy of the final SVR model on all the data. Despite some
outliers, in general the model has been able to satisfactory model the
metrics disagreement, yielding high linear (0.85) and rank correlation
values (0.87).

The results are shown in Table 6 and Table 7. The overall
performance was determined by computing the inverse
transform of the average Fisher’s Z transformation of single
correlation scores as recommended in [40].

For all testing conditions, the linear model yielded a
PLCC and a SROCC significantly different from 0, and
showed lower performance than other algorithms. Thus, the
relationship between the selected features and the VQMs
disagreement is probably not trivial. The SVR-based models,
and particularly the SVRmodel (with an rbf kernel), provided
the highest performance, reaching a global linear and rank
correlation of 0.85 and 0.86 respectively.

The final SVR model (with an rbf kernel) was trained
using all the data available in the dataset. The scatter plot in
Figure 14 illustrates the performance of the final SVR model
on the whole dataset. In general, its predictions correlated
quite well with the actual value of the VQMs disagreement.

The proposed VQMs disagreement measure in Eq (1) was
related to the VQMs accuracy through the results in Figure 10
and Table 4. The final SVR model (with an rbf kernel)
was also able to accurately predict the proposed VQMs
disagreement measure using the PVS bitstream features as
shown in Figure 14. This suggests that it is possible to
determine the accuracy of any VQM on a given PVS, by just
relying on its bitstream features, without the need to compute
many full reference VQMs (particularly the proprietary
ones). In other words, there is a link between the ways a
PVS is encoded and the difficulty in accurately evaluating its
quality with VQMs.

VII. CONCLUSION
In this work, a way to quantify VQM disagreement was
proposed. A dataset comprising 368 PVSs was created
for the analysis. A subset of those PVSs was selected
for subjective evaluation based on the proposed VQM
disagreement measure.

Unlike many studies in the literature that analysed only
open-source video quality metrics, our study considered two

proprietary metrics used in the content delivery chain by
some media industries to optimise their content preparation
and delivery pipeline. A comparison analysis between some
well-known and widely used open-source metrics and the
proprietary metrics was conducted. The results showed that
VMAF yielded better performance than the proprietary
metrics with statistical significance, while the latter showed
higher accuracy than most of the open-source metrics.

It was shown that the proposed VQM disagreement
measure can be used to determine a VQM’s accuracy when
estimating the MOS. Statistical analyses showed that when
the VQMs agreed, the commonly predicted objective score
was an accurate estimation of the MOS. The proposed
disagreement measure can therefore be considered as a tool
to identify only the PVSs for which subjective evaluation is
strongly recommended, thereby reducing the number of PVSs
to be used in a subjective test. Finally, it was observed that
the proposed VQM disagreement measure can be effectively
predicted from bitstream features. This shows that there is a
link between the way a PVS is encoded and the difficulty in
objectively assessing its perceptual quality.

The small-scale subjective experiment that was carried out
in the context of this work showed promising results. Future
work will consider the possibility of designing larger datasets
for a deeper investigation into the potential implications of the
disagreement of video quality measures.
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