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Supporting Note 1: Derivation of Forces and Torques in

the Molc Model

As reported also in the main manuscript, the direct Coulomb potential in real space is given

by:

UCoul = C �
q1 q2

R12
= C �

q1 q2p
R12 �R12

; (S1)

where C is an energy{conversion constant, q1 and q2 the virtual charges and the norm

R12 =
p

R12 �R12 is the scalar distance. The vector distance between the virtual charges is

expressed as:

R12 = R1 �R2 = P1 + S1 � (P2 + S2); (S2)

where Ri = Pi + Si (i = 1, 2) is the position of the virtual charge, Pi the centre of the

ellipsoid, and Si the relative position of the virtual charges in the ellipsoid system of reference.

In this notation, Ri is obtained by rotating the charge position from the ellipsoid’s frame to

the frame of reference using the quaternion of the parent ellipsoid followed by a translation,

as shown in Figure 1 in the manuscript. The dot product in Equation S1 can be expanded

as follows:

R12 �R12 = P1 �P1 + S1 � S1 + P2 �P2 + S2 � S2 + 2 P1 � S1 + 2 P2 � S2

� 2 P1 �P2 � 2 S1 � S2 � 2 P1 � S2 � 2 P2 � S1: (S3)

The force that the virtual charge 1 exerts on its parent ellipsoid bead is computed from the

gradient of the potential with respect to P1. The derivative @(R12 �R12)=@P1 is calculated

below:

@(R12 �R12)
@P1

= 2 P1 + 0 + 0 + 0 + 2 S1 + 0� 2 P2 � 0� 2 S2 � 0 = 2 R12: (S4)
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Hence the force becomes:

F1 = �
@UCoul

@P1
= C �

�
q1 q2p

R12 �R12

�0

P1

= �C
q1 q2

�2
p

R12 �R12 (R12 �R12)
[R12 �R12]0P1

= C
q1 q2

2
p

R12 �R12 (R12 �R12)
� 2 R12

= C
q1 q2

(R12 �R12)
�

R12p
R12 �R12

= C
q1 q2

(R12 �R12)
�

R12

R12
(S5)

while the force on the virtual charge 2 is simply de�ned as F2 = �F1. The torque is de�ned

as:

�1 = S1 � F1 = C
q1 q2

(R12 �R12)
�

S1 �R12

R12
: (S6)

In this case the torque on the second particle can be written as:

�2 = S2 � F2 = �C
q1 q2

(R12 �R12)
�

S2 �R12

R12
: (S7)

The calculation of electrostatic interactions via virtual charges has been implemented in

a user-de�ned package for the program LAMMPS1,2 and can be accessed via the key-

words pair_style coul/long/offcentre and kspace_style pppm/offcentre. The code

is freely available on GitHub.3
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Supporting Note 2: Methodological detail

The initial con�guration of each simulated system was generated using the program Moltem-

plate,4 with 3D periodic boundary conditions (PBC) applied. A multistage compression was

then performed at 298 K by shrinking the initial simulation box until the system reached

a target density of 1 g/cm3. At each step, the box volume was reduced by 14% every 50

ps. Finally, the system was left free to relax in the NPT ensemble at 1 atm and 298 K

for 4 ns (Figure S1). The van der Waals and electrostatic interactions were modelled with

(a) (b)

Figure S1: (a) Initial guess and (b) condensed state at 298 K and 1 atm for a sample of 1000
CG water molecules.

a cut-o� radius of 12 �A and 10 �A, respectively. The long-range electrostatic interactions

were calculated with the particle-particle particle-mesh (PPPM) method.5 The all-atoms

MD simulations were integrated using a timestep of 1 fs, while timesteps of 1 fs or 10 fs were

used for the CG simulations.

The dynamic viscosity � was calculated from the auto-correlation function (ACF) of the

o�-diagonal components of the stress tensor, as expressed by the Green-Kubo relation:6

� =
V
kBT

Z 1

0
hPt(0) � Pt(t)idt; (S8)

where kB is the Boltzmann constant, V the volume, T the absolute system temperature
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and Pt the transverse interface pressure, while the brackets indicate an ensemble average

and � a dot product. The ACF is calculated every 2 fs with an integration timestep of 1

fs, and the upper limit of the integral was de�ned at 8 ps and 16 ps in the case of the AA

and CG simulations, respectively. In the CG simulations with an integration timestep of 10

fs, the ACF is calculated every 20 fs, leaving the upper limit at 16 ps. To obtain reliable

statistics, simulations were performed considering the average of the partial contributions in

each orthogonal direction along 20 ns of trajectories after 20 ns of stabilization. The error

bars were evaluated combining both the space and time standard deviations. The upper

limit for the AA simulation was chosen to increase the accuracy of previous work available

in the literature,7 even if we did not observe signi�cant di�erences after reaching the plateau

(see Figure S2). On the other hand, a larger integral upper limit for CG simulations was

chosen to avoid possible e�ects of the ACF tail, and to obtain a good con�dence interval for

the �nal value.

The self-di�usion coe�cient D was calculated from the mean square displacement (MSD)

of water particles as a function of the observation time using the classical Einstein relation:8

D =
1
2d

lim
t!1

h[r (t)� r (0)]2i
t

; (S9)

where d is the dimensionality of the system, t the observation time and h[r(t) � r(0)]2i the

system averaged mean square displacement. The MSD was evaluated as the space average of

each orthogonal direction and the time average of 5 equally spaced blocks, along a trajectory

of 4 ns (see Figure S3). Also in this case, the error bars were evaluated combining both the

space and time standard deviations.

The surface free energy  was evaluated using the Kirkwood-Bu� relation on a slab

geometry. This relation is based on the normal and tangential pressure di�erence due to the

formation of the surface:9

 =
Lz

2

�
hPzi �

hPxi+ hPyi
2

�
; (S10)

S5



where Pz is the pressure in the direction orthogonal to the surface, Px and Py are the pressures

in the transverse directions, and Lz is the length of the simulation box in the orthogonal

direction to the surface.  was evaluated along a trajectory of 5 ns, as the average of 5

equally spaced blocks, after 5 ns of stabilization. The slab geometry was generated using

PBC along x and y, and non-PBC along z, applying the slab correction for the long-range

interactions.10 A reective wall was applied to prevent atoms or particles to migrate beyond

the z �xed boundary direction.

The enthalpy of vaporisation of pure water was evaluated for AA and CG samples of

5000 water molecules using the textbook de�nition:11

�Hvap(T ) = Einter
liquid(T ) +RT (S11)

where Einter
liquid(T ) is the inter-molecular energy of liquid water at a given T.

The results of dynamic viscosity, self-di�usion coe�cient, surface tension and enthalpy

of vaporization are summarized in Tables S1, S2 and S3.
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Supporting Note 3: Detail for the evaluation of error

bars

The error bars of the dynamic viscosity and self-di�usion coe�cient were calculated consid-

ering the averaged value in time and space. Firstly we evaluated the mean value with its

standard deviation in time for each orthogonal direction. Then we evaluated the mean (X)

and standard deviation (�) of the three orthogonal directions (k = 3) mean values as:

X =
Pk

i=1 xi

k
(S12)

�2 =
Pk

i=1[�2
i (ni � 1)] +

Pk
i=1[ni(xi �X)2]

Pk
i=1 ni � 1

; (S13)

where xi is the time average in each orthogonal direction and �i its corresponding standard

deviation, ni is the total number of time blocks for each orthogonal direction.
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Supporting Tables: Summarized results

Table S1: Self-di�usion coe�cient (D, 10�9 m2/s), dynamic viscosity (�, mPa s) and surface
free energy (, mJ/m2) considering a timestep of 1 fs. Results from all-atoms (AA) and
coarse-grained (CG) simulations are reported.

Mol D AA D CG 1fs � AA � CG 1 fs  AA  CG 1fs

SP
C

-E 500 2.42�0.74 1.53�0.14 0.74�0.01 1.16�0.04 60.28�2.08 48.64�1.26
1000 2.62�0.29 1.57�0.19 0.69�0.01 1.10�0.04 59.45�0.47 49.09�1.55
5000 2.75�0.16 1.62�0.13 0.72�0.02 1.13�0.03 59.02�1.12 51.77�1.80

T
ip

3P

500 4.14�0.82 2.32�0.44 0.43�0.02 0.74�0.03 47.80�0.85 37.05�1.88
1000 3.81�0.57 2.23�0.25 0.46�0.01 0.74�0.03 46.40�0.98 38.41�1.37
5000 4.11�0.33 2.40�0.16 0.45�0.01 0.76�0.02 46.26�0.38 38.16�0.63

T
ip

4P

500 1.91�0.41 1.32�0.34 0.87�0.03 1.30�0.05 64.38�2.37 55.16�1.59
1000 2.13�0.32 1.34�0.16 0.87�0.01 1.28�0.04 64.52�0.98 54.84�1.51
5000 2.19�0.11 1.41�0.08 0.86�0.02 1.34�0.03 63.07�1.54 55.29�0.78
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Table S2: Self-di�usion coe�cient (D, 10�9 m2/s), dynamic viscosity (�, mPa s) and surface
free energy (, mJ/m2) considering a timestep of 10 fs. Results from coarse-grained (CG)
simulations are reported.

Mol D CG 10fs � CG 10fs  CG 10fs
SP

C
-E 500 1.70�0.28 1.03�0.06 47.05�2.05

1000 1.64�0.25 1.06�0.05 48.15�1.54
5000 1.79�0.11 1.07�0.05 51.05�1.63

T
ip

3P

500 2.56�0.41 0.73�0.04 38.47�1.98
1000 2.57�0.39 0.72�0.01 37.25�1.18
5000 2.58�0.16 0.70�0.02 37.39�1.07

T
ip

4P

500 1.53�0.23 1.18�0.02 53.92�1.92
1000 1.42�0.21 1.26�0.03 55.12�2.71
5000 1.60�0.13 1.26�0.05 53.87�1.78

Table S3: Enthalpy of vaporization (�Hvap, kJ/mol). Results from all-atoms (AA) and
coarse-grained (CG) simulations are reported. The reference experimental value is 44
kJ/mol.12

Model �Hvap AA �Hvap CG
SPC-E 49.1�0.09 49.4�0.09
Tip3P 44.1�0.09 44.5�0.09
Tip4P 50.1�0.10 50.4�0.10
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Supporting Figures: Additional Results

Figure S2: Integrated auto-correlation functions (ACF) for the evaluation of the dynamic
viscosity of the system studied. The upper limit of the integral of the ACFs for the AA
systems is �xed at 8 ps, while in the case of the CG systems is at 16 ps, to evaluate possible
tail e�ects. The error bands are obtained considering the deviation with respect to the mean
on three orthogonal dimensions and the mean value in time.
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Figure S3: Mean square displacements of water molecules for the systems studied. (a)
Comparison between AA and CG systems integrated with a time step of 1 fs. (b) Comparison
between CG systems integrated with a timestep of 1 fs and 10 fs.
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Figure S4: Variation of mass for the CG Tip3P water model to limit the numerical instabil-
ities while increasing the integration timestep.

Figure S5: (a) Variation of dynamic viscosity for di�erent water masses with an integration
timestep of 10 fs and Tip3P CG model. (b) Variation of dynamic viscosity for di�erent water
masses and di�erent timesteps, considering a Tip3P CG model. Comparing the two panels,
we can observe that the dynamic viscosity depends mainly on the water mass and not on
the integration timestep.
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