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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

This research elaborates a strategy to guide users and scholars in the Byzantine iconographic world, 
highlighting the elements that contribute to recognizing the sacred figures represented [2]. It devel-
ops two visual approaches: on the one hand, the recognition of faces through a database; on the 
other hand, the use of artificial intelligence for face recognition. The results of the research can be 
applied to the development of content for new media edutainment; for the digital restoration of the 
frescoes; for the communication and enhancement of the asset itself.
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Research Protocol 

Byzantine iconography is an extremely complex phenomenon [3] for both the syncretism 
of different cultures and the rigid rules underlying the production of sacred images. The 
historical events that accompanied the expansion of the Byzantine culture in the Mediter-
ranean area, the repeated Arab invasions, and the transition from the Eastern to the Latin 
rite have compromised the morphology of sacred architecture and their iconographic ap-
paratus. The rock architectures are directly linked to the migration of monks who, under the 
influence of iconoclastic struggles and repeated Arab invasions, sought shelter by migrating 
from the East, Cappadocia, to the West, southern Italy and eastern Greece (fig. 1).
For obvious reasons, the rock churches are isolated, difficult to reach, and often abandoned. 

The resulting disuse, paradoxically, preserved them by excluding from continuous adjust-
ments to the changing needs of the cult and society. At the same time, the abandonment, 
together with numerous deliberate damages of the iconoclastic era, compromised the leg-
ibility of the iconographic apparatus. The proposed system guides users into the Byzantine 
iconographic world, highlighting the elements that help recognize the represented sacred 
figures. This system can be developed in two different ways: by recognizing faces already 
presents in a database or by using artificial intelligence to recognize faces and virtually re-
storing them (fig. 2). In the first mode, the system identifies the representation of the Saint, 
offering a comparison with other images present in the neighbouring regions and highlight-
ing recurring elements [4]. Moreover, the system underlines the elements that contribute to 
the identification of the saint himself [Grotowski 2010; Innemée 1992]. 

Fig. 2. St. Nicholas of 
Nazianzen. Identification 
system based on an 
iconographic database.

Fig. 1. Rock churches 
of the oriental rite. 
Localization of surveyed 
case studies and formal 
references.
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The second mode, which uses AI to analyse the morphology of the face of St. Nicholas of 
Myra, is useful for recognition and virtual restoration [Maronidis 2014].
Four phases describe the research strategy: 1) definition of the survey field; 2) choice of 
the case study; 3) definition of the AI workflow; 4) application of the obtained results to 
recognition and reality enhancement.
The field of investigation is divided into two parts. In the former, the architectures that can 
be part of a circuit of rock churches that are homogeneous in terms of dating, geographical 
location, iconographic apparatus and analyses carried out. These churches date between the 
ninth and fourteenth centuries and belong to the ancient Thema of Sikelia, (transformed 
after the Arab conquest into Thema of Calabria) to the Thema of Langobardia (the current 
Puglia), and to the Thema of Hellas, in Thessaly. In the latter part, the need to broaden the 
survey base and give strength and structure to the automated AI process leads us to include 
the iconographic apparatus of many other architectures, which belong to the southern part 
of the Mediterranean, and homogeneous to the first ones for dating [5].
The case study is the effigy of St. Nicholas of Myra, widespread throughout the south. The 
effigy of the Saint appears very repetitive and codified. For this reason, this effigy is suitable 
for an analytical investigation that starts from some preliminary morphological hypotheses.

AI Workflow

The artificial–intelligence–based technique used to analyse the effigies of Saint Nicholas 
has been implemented in Python and exploits the Scikit–learn library [https://scikit-learn.
org/]. The considered input is the set of 19 images of Saint Nicholas reported in fig. 3. The 
workflow involves three phases.
1. In the first phase, the model input was generated. To identify the position of each point 
on the face, a reference system with abscissas and ordinates was used that marks the ver-
tical symmetry axis of the face and centres the distance between the pupils. This distance is 
constant in all images and makes a proportional comparison between the selected images. 
For each image, the positions of 50 specific points of the face have been identified and 
measured in the two–dimensional Cartesian coordinate system. 
Specifically, we show in fig. 3 the points selected in the face are marked by three different 
colours. We mark in blue the points related to the proportions of the face, such as face 
width and height, eye position, nose, and mouth. Green is used for the points related to the 
morphology of the somatic features, such as the shape of eyes, mouth, and beard. Finally, the 
points that cannot be detected on a single face are marked in black. 
2. In the second phase, missing data have been replaced by the mean of the column, and 
obtained data have been normalized into the range 0 and 1.
3. In the third phase, we used the k–means clustering method to partition the images into 

Fig. 3. AI, input data of the 
reference models.
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several groups in such a way that images with similar characteristics belong to the same 
group. We varied the number k of clusters, and the results of these analyses are discussed 
in the next section.

Conclusion 

We performed several analyses varying k (i.e., the number of clusters). For space limitations, 
we report the results of the most interesting experiment with k=3. The three clusters 
show differences in the face size and lip crease and do not seem to identify a partitioning 
related to the painting dating or the geographical location (fig. 4). in a further analysis, we 
overlapped the images in the same cluster and tried to ‘visualize’ the distinctive features of 
the faces. The division into clusters becomes more precise and a differentiation emerges: 
the reduced size of the forehead (cluster 2) or the size of the beard and chin and the more 
pronounced fold of the lip downwards (cluster 1). Cluster 0 shows intermediate features.
The experimentation is only at the beginning, and we expect that with the introduction 
of other data and the collaboration of an Iconographer, it will also be possible to obtain a 
reliable hypothesis for the reconstruction of the missing parts (fig. 5).
The model obtained with AI made it is possible to identify some preliminary strategies for 
the morphological classification of the iconography of St. Nicholas through the identification 
of the complex proportional relationships between the parts of the face. The results of the 
recognition and cataloguing carried out by artificial intelligence can be applied to: creation 
of implementable databases for the dissemination and documentation of the Byzantine 
iconographic heritage; development of content for new media related to edutainment; 
digital restoration of the asset; communication of the asset aimed at the enhancement and 
consequent conservation of the asset itself.

Fig. 4. AI clustering results.

Fig. 5. AI clustering: 
visualization of the data 
obtained.
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Notes

[1] The research presented in this paper is the result of the joint work of the two authors. The Research Protocol is created 
by Marinella Arena, the AI Workflow is in the name of Gianluca Lax, the Conclusion is jointly signed.

[2] IThis study is part of a wider research, between Ionio and Egeo conducted with Daniele Colistra and Domenico Mediati, 
which has surveyed many sacred buildings of the Byzantine era.

[3] “at the actual stadium of our knowledge we are not able to establish links between the saved pieces of art and the social 
structure or the byzantine geography (...) some general facts reaffirm this pessimistic attitude: the systemic anonymity of the 
byzantine pieces of art, the extreme lack of the written sources, caused by the disruption of almost all the archives; in the end 
the insufficient differentiation between the pieces of art. “ [Grabar 1964, pp. 27-28].

[4] Just as in language few signs, combined differently, generate a multitude of words, similarly in Byzantine sacred representations 
the sacred vestments, the nimbus, the homophorus, the polistavrion, or the receding hairline, the colour of the hair, or the 
shape of the beard, identify the Saint’s figure. Cfr. “Pursuing the ‘representation’ rather than the ‘imitation’, Byzantine artists used 
a limited range of forms. Within these stylistic norms they changed the physical appearance by modelling the shape of the 
head and the outline of the cheeks. They used lighter or darker pigments to achieve different skin tones. A wider colour and 
variety of form was possible in depicting hair and beard. They could be dark, red or white, long or short, whereas the absence 
of beard and moustache was meant to suggest young age. This method allowed the creation of a very limited number of 
face–types. This is confirmed by monotonous descriptions in iconographic manuals and eikonismos collections. “ [Grotowski 
2010, pp. 137-138].

[5]. Geographical and chronological location of the case studies: 1_Chiesa del Crocifisso Lentini, Siracusa, 1000; 2_Chiesa 
dello Spedale, Scalea, Cosenza, 1000; 2b_Chiesa dello Spedale, Scalea Cosenza, 1000; 6 a_ San Nicola Mottola, Taranto, 1100; 
6 b _San Nicola Mottola, Taranto, 1300; 6 c _ San Nicola, Mottola, Taranto, 1300; 7 _ San Nicola dei Greci, Matera, 1200; 8_ 
San Lorenzo, Fasano, Brindisi,1200; 13_ San Vito Gravina, Lecce, 1300; 14_ Cripta del Crocifisso, Ugento, Lecce, 1350; 15_ SS. 
Marina e Cristina, Carpignano, Lecce, 959; 16_ S. Maria degli Angeli, Poggiardo, Lecce, 1200; 18_ Chiesa Boyana, Sophia,1250; 
22_ San Nicola, Derme, Antalia, 800; 30_San Giorgio, Sophia,1250; 31_ San Nicola, Steyis, Cypro, 1100; 32_ San Nicola Bolnicki, 
Macedonia1350; 34_ Monastero Eski Gumus, Turchia1000; 35_ S. Marina, Muro Leccese, Lecce, 1087
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The development of ICT has favoured the spread of real–time, pervasive and ubiquitous applications. In 
particular,  VR and AR visualizations allow a close interrelation between people, data, environments and 
objects. Consequently, it is possible to enrich cultural heritage with information by visually superimposing 
multimedia content, in absolute respect of their physical consistency. In this way, it is possible to create a 
‘smart heritage’ dimension that combines the potential of the ‘Phygital’ with the protection and enhance-
ment of assets often characterized by important elements of fragility. An important role is played by AI 
applications, which automatically direct the processes of ‘Interpretation’ and ‘Presentation’ of the heritage. 
Based on the experience of the 3D reconstruction of the no longer existing Baroque configuration of 
the Basilica of Collemaggio in L’Aquila, aim of the paper is a theoretical–methodological reflection on the 
concept of VR / AR / MR for cultural heritage.

Keywords
augmented reality, architectural heritage, 3D modelling, smart heritage, digital heritage.
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Introduction

The development of ICT has favoured the spread of real–time, pervasive and ubiquitous 
applications, which allow the interrelation between information, people and environments. 
In this way, thanks to smart devices, each user is constantly immersed in an on–life state 
[Floridi 2015]. In this context, Artificial Intelligence (AI), combining data, algorithms and 
computational power through machine learning processes, plays a very important role. In 
particular, the White Paper on Artificial Intelligence: a European approach to excellence and 
trust [European Commission 2020] highlights the potential of AI for citizens, economic ac-
tivities and the public good: “the impact of AI systems should be considered not only from 
an individual perspective, but also from the perspective of society as a whole. The use of AI 
systems can have a significant role in achieving the Sustainable Development Goals, and in 
supporting the democratic process and social rights […] Promoting the adoption of AI by 
the public sector […for an…] An ecosystem of excellence”. In the field of cultural heritage, 
AI can significantly influence the processes of interpretation and presentation underlying the 
conservation and enhancement of cultural heritage [Tielden 1957; ICOMOS 2008], playing 
a leading role through user profiling with repercussions in the methods of storytelling and, 
above all, the mechanisms of interaction and participation. The interaction between virtual 
reality, augmented reality, mixed reality and artificial intelligence can lead to direct conse-
quences in the context of the methods of defining and declining experiences in the context 
of digital heritage [Brusaporci 2017; Pierdicca et al. 2020]. 
The paper presents a theoretical–methodological reflection on the concept of smart herit-
age starting from VR/AR/MR visualizations for cultural heritage, which is based on an expe-
rience related to the 3D digital reconstruction of the no longer existing baroque configura-
tion of the Basilica of Collemaggio in L’Aquila (figs. 1, 2) [Brusaporci et al. 2021] [1]. 

Smart Visualizations 

The traditional static approach to ‘smart cities’, centered on infrastructural networks, has 
developed in the sense of a cultural dimension, where the concept of ‘smart cities’ has 
evolved into that of ‘smart places’, in particular thanks to participatory declinations. Oper-
ationally, ‘smartness’ requires the integration of ‘objects’ with sensors and their enrichment 
with information, so that they can interact with the environment. If the so–called ‘Internet 
of Things’ poses problems of a substantially technological nature if applied to contempo-
rary products, when it is addressed to artefacts characterized by historical and aesthetic 
values, issues of a theoretical–methodological nature arise. These relate both to the image 
of the work and to the respect for its materiality, testimony to the events and cultures 
that have taken place over time.  Therefore, it follows the need for precise reflections on 
the methods that can favour the information enrichment of cultural heritage. The well–
known principles of documentation, recognisability, reversibility and protection, in particular 
when interacting with the physicality of the assets − for example with sensors or tar-
gets − remain firm. One solution is to interact with the artifact only in the visual field, 
through temporary and mediated views that enrich it with information. This is the case 

Fig. 1. Views of the point 
cloud of the Basilica of 
Collemaggio.
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of video mapping [Rossi 2013], but above all it is what is offered by augmented reality 
applications [Ch’ng et al. 2017; Clini et al. 2017], able to automatically recognize what is 
framed by the camera of the device and to superimpose information of various kinds. 
This type of experimentation is conducted by the research group of the University of L’Aquila, 
starting from the INCIPICT project [http://incipict.univaq.it/] integrated with the 5G exper-
imentation, through a proprietary app specially developed for the enhancement of cultural, 
architectural and urban heritage of L’Aquila [Brusaporci et al. 2019]. The application, which can 
be used in urban areas of the city and in specific interiors, is implemented to tell the history 
of monuments and places, also by superimposing in real–time 3D virtual reconstructions of 
past configurations that no longer exist (figs 3, 4). Specifically, the paper presents the expe-
rience dedicated to the Basilica of Collemaggio, the heart of the rite of ‘Perdonanza’, which 
was included into the UNESCO Intangible Cultural Heritage Lists in 2019. Furthermore, the 
AR app opens to lines of research aimed at AI, with for example image recognition, user 
profiling, prediction and management of contents and interactions [Pierdicca et al. 2020]. 
Conceptually, the close interaction between real heritage – experienced in its own historical 
environment – and digital visualization refers to the concept of ‘Phygital’ [Nolaf 2019] and 
strengthens its applications in the field of cultural heritage.

The AR App by Univaq

Mobile augmented reality (Mobile AR) is gaining increasing attention from both academia 
and industry. Hardware–based Mobile AR and App–based Mobile AR are the two dominant 
platforms. However, hardware–based Mobile AR implementation is known to be costly and 
lacks flexibility, while the App–based one requires additional downloading and installation in 
advance and is inconvenient for cross–platform deployment. However, with the improved 
communication and computation capabilities provided by 5G technologies, a combination 
of both technologies is growing up in order to support tourists and cultural applications.
Furthermore, the emergence of 5G mobile communication networks has the potential to en-
hance the communication efficiency of Mobile AR dense computing in the MEC approach [2].
Several technological advances have started to enter the landscape of Mobile AR. First, the 
upcoming 5G networks [Coluccelli et al. 2018] bring new opportunities for Mobile AR. 
They provide higher bandwidth (0.1~1Gb/s) and lower network delay (1~10ms), which 
improves the data transmission on mobile networks. Second, the introduction of new char-
acteristics, such as MEC, device–to–device (D2D) communication, and network slicing, pro-
vides an adaptive and scalable communication mechanism that further provides efficient 
infrastructures for the deployment and promotion of Mobile AR. 
Within the INCIPICT project a MEC based demonstration testbed has been set–up. The 
system exploits the platform available at the MEC LAB of the University of L’Aquila in order 
to validate the capabilities of the MEC architecture to support applications dedicated to 
AR services. The MEC LAB provides a complete and customizable network environment 

Fig. 2. Collemaggio AR 
app for viewing the 
baroque configuration 
that no longer exists. 
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and consists of 3 nodes distributed in the city of Aquila. In the University hub, more than 15 
physical servers are available and interconnected using optical and wireless technologies to 
provide heterogeneous connectivity between nodes up to 10Gbps per network segment. 
The laboratory hosts also a 5G radio access network and a core network to implement 
network slicing with guaranteed performance on a common physical infrastructure and it 
is used to perform edge computing experiments. The availability of distributed computing 
infrastructures in the city allows the experimentation of the orchestration of virtual services 
in metropolitan networks required by the AR services.
Moreover, a mobile app based on Apple’s ARKit has been developed in order to evaluate 
service. In order to exploit the system some 3D models were created in different sizes. AR 
was made by the developed application available for 5G smartphones. All 3D models were 
stored into the MEC platform and accessed by the 5G network minimizing the latency and 
with a very high throughput in order to provide the best user experience. Once available 
within the app a user can browse the 3D model using the device camera.

Conclusion

The examples offered by Google and Amazon to all users highlight how mixed reality appli-
cations are and will be increasingly widespread. Therefore, it is believed that the analysis of 
the possibilities offered in the field of knowledge, conservation and enhancement of cultural 
heritage is of great importance. The experiment presented is only a first step within a line of 
research dedicated to the study of architectural heritage. 
We want to conclude with a general reflection on the digital dimension of the visual in the 
narration of cultural heritage, starting from the well–known “Uncanny Valley” by Masahiro 
Mori, that is, his graphs dedicated to the sense of affinity of people towards robots, in relation 
their resemblance to humans and their ability to move.We could think of updating Mori’s re-
flection by replacing robots with digital visualizations (VR, AR, MR), and the concept of ‘move-
ment’ by the influence of machine learning, able to simulate our behaviour in an increasingly 
effective way and to prevent our requests and wishes more and more efficiently. In the current 

Fig. 3. Screenshot 
of the Collemaggio 
AR application: 
reconstruction of the 
baroque ceiling and 
superimposition with the 
current configuration. 

Fig. 4. Views of the 
reconstruction of the 
Baroque Collemaggio 
within the application. 
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Notes

[1] The research has received funding from the Italian Government under Cipe resolution n.135 (Dec. 21, 2012), project 
INnovating City Planning through Information and Communication Technologies (INCIPICT). 

[2] MEC, formerly mobile edge computing, refers to the enabling technologies that provide computing capabilities and service 
environment at the edge of the network [European Telecommunications Standards Institute (ETSI) White Paper].

so–called “Age of Culture” [Schafer 2014], ethical questions arise where Human Computer 
Interaction can prefigure new reflections and experiments aimed at the interpretation and 
presentation of cultural heritage. In this context, AI plays a leading role, where users are in-
creasingly accustomed to the use of synthetic and cunning images in the relationship between 
real and digital [Brusaporci 2019]. 
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

This paper aims to explore the broad topic concerning the use of virtualization technologies in order 
to earn knowledge of the cultural heritage and it’s dissemination. The activities aimed to develop the 
use of these advanced technologies, in the archaeological and architectural heritage promotion, are 
constantly evolving. This is the case for the museum fruition, that was confined to places of conser-
vation and contemplation until a few years ago, but now exportable to whole urban sites (open air 
museums) thanks to the support of the virtuality that introduce to immersive learning paths. Very 
important resources in the cultural heritage valorisation process are the fruition improvement and 
the active involvement of the guest through the use of immersive paths, both pedestrian and vehicular.

Keywords
cultural heritage, representation, museum experience, advanced technologies, augmented reality.
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This paper is part of a broader research work, already anticipated in other scientific dis-
cussions dealing with the use of the reality’s virtualization technologies applied to the en-
hancement of the cultural heritage; this technology represent a powerful tool to improve 
knowledge, learning and dissemination supports, but it only should be considered effective 
when its use is codified through rigorous approaches.  
Strategies for knowledge disseminating through efficient and enjoyable communication 
approaches, include diversified levels of in–depth analysis (such as those offered by ad-
vanced technologies in the fields of surveying, post–processing and representation). These 
strategies take on an indispensable role as support of the scientific research methodolo-
gies in the archaeological and architectural heritage activities, sometimes overcoming the 
instrumental value and configuring themselves as an individually recognizable step of the 
research process.

Fig. 1. Open air museum: 
experiment of immersive 
AR path, Naples Rione 
Sanità

The gradual development of the digital virtuality, which began in the 70’s of the last centu-
ry [1], has had a large spread that was proportional to the constant migration of the IOT 
technologies towards easer platforms, widely usable and accessible to most people. This 
defines a widespread acceptance of a new transmission code of informations or a new 
system of symbols, typical of the virtual environment; already considered by the research-
er M. Forte in 2004  – with some residual doubts – is the exponential development of 
widespread applications to be integrated into exhibition tour for museums, widely usable 
by all the people and not the prerogative only of a specialist users [Forte 2004].
The full diffusion of the digital and simulation technologies, now achieved, obliges us 
to share this new informations transmission code, that is based on various cybernetic 
interactions [2] and is alternative to the natural one that is based on known spatial and 
perceptive rules; already at the beginning of this millennium, some researches took into 
consideration this possibility, resulting from the diffusion of virtual reality and its dynamics 
of information exchange, from which it would emerge “un nuovo codice percettivo dello 
spazio e del tempo in cui la prospettiva, insieme alle operazioni mentali di temporalizzazi-
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one e spazializzazione che essa presupponeva, viene definitivamente messa in discussione 
e, divenuta un’alternativa tra le altre, si de–oggettivizza” [Pecchinenda 2003, p. 49].
By circumscribing the argument in the interests of this study, we can be maintain that the 
main purpose of a digital processing is to increase the perception capacity (of the object 
itself as a cultural asset) and it’s resulting semantic charged. In other words, the digital trans-
position of a cultural asset introduces a complex process whose effects include a extensive 
review of the asset itself for its reinterpretation and dissemination in a virtual way. We can 
assumed that the studying, analysing and processing activities applied to the cultural asset 
itself for the purpose of its transposition into a digital way, can bring out a features (and their 
interpretations) alternatives to those obtainable from the approach not aimed at simulation 
activities in a virtual environment. In this way, a rigorous approach to the cultural heritage 
produce multiple variables of knowlodge: “L’epistemologia del virtuale suggerisce alcune 
riflessioni circa lo scambio e la geometria di informazioni fra reale e virtuale, fra soggetto e 
oggetto della fruizione culturale nell’ottica di una nuova musealizzazione virtuale di dati ed 
informazioni culturali” [Forte 2004, p. 429].
By spreading this considerations, it is clear that the need to code a rigorous syntax not only 
of the digital models (which are the basis of augmented virtual reality) rather of the entire 
procedure of developing and managment in the virtual environment, still finds ample space 
in the scientific debate.
To date be lack a univocal code, a procedural guidelines to refer to develop these specific ac-
tivities. This situation represents an anomaly not only of epistemological value but also norma-
tive one, that we must be considered as any approach to the cultural heritage is, to date, reg-
ulated both in terms of methodological aspects and in terms of the definition of the outputs.

The analysis procedures and surveying systems are, for example, rigorously codified, the 
methodologies of approach to study, research and planning recognized and internationally 
shared, the typologies and number of the outputs to be produced are well regulated. Even 
the use of digital in the AEC scope, is harnessed within a regulatory system that encodes 
and regulates the processing phases [3]: the processing of technical and designing data 
into the BIM process, are governed by regulatory and unifying rules issued both by the EU 
and by the nationally jurisdiction [4]. It seems to slipping away a shared regulation, for the 
approach and implementation method, especially in the direction of the archaeological and 
architectural heritage, specific for the  virtually tools.
To better clarify the concept, we should be remember that the virtualization of works art 
or cultural assets in the museum  buildings is a well–established practice that finds excellent 
examples; there are many important museum organizations that have elected the virtuality 
as the ordinary modus for the public offer of their heritage. The most usual use, in this case, 
is the virtual reality (VR). On the other hand, the possibility of converting entire areas or 
urban districts of historical and archaeological interest where to develop immersive paths 
of perception through digital reality, makes use of augmented reality (AR) [5].
Semantic issue: the  activity already described is not free by some aspects that still need to be 
explored. For example, we can considered, in the case of the ‘museum translation’ of entire 
sites through the instruments of the augmented reality, that the semantic weight bring out of 
this experience have a greater concreteness than a similar one lived in a completely virtual 
environment. This because the digital transposition of scientific contents (so–called augmented 
contents) finds a direct and one–to–one correspondence with the real context, developing 
with it continuous interactions and exchanges of information that are not expected due to the 

Fig. 2. Open air museum: 
augmented contents 
(Palazzo Sanfelice, Rione 
Sanità).



126

multiple variables introduced by the guest himself. Instead, the many museum organizations 
that offer visiting through virtual reality, translating the visitor into a concluded virtual environ-
ment with a programmed digital dynamics (both for the object, for the work art or for the ar-
chaeological site) offer digital experience that, in proposing a completely virtual environment, 
impose precise conditions so reducing the uncontrolled variables.
The virtual environments: we can speak about “territorial systems of cultural heritage” 
understood as areas with specific features. In the open–air museumization experiments, 
the important possibilities offered trought the simulation technologies, in terms of reality 
understanding with the support of the virtually reproducing, appear today as a overcome 
frontiers through the transposition of the visitor from an external dimension to a partic-
ipatory one. This opportunity must be understood not only as the ability to interact with 
the digital model and as a conferment of an active role to the viewer but, rather, as the 
induction of a concrete participatory perception in a digital reality. We talk about a digital 
perceptual system in which the observer not only follows preordained paths (mental, visu-
al, exploratory or perceptive) but in which he can freely exercise arbitrary choices, placing 
himself in an active one–to–one relationship with the virtual environment: “In RV tutte le 
informazioni sono interconnesse in uno spazio 3D; una ontologia della connettività implica 
una causalità mutuale: attore ed ambiente si modificano reciprocamente creando nuova 
informazione” [Forte 2004, p. 430].
The user of immersive knowledge paths, supporting by augmented reality, can follow pre-
ordained patterns but also can activate alternative behaviours, creating new conditions 
during the experience of exploration: in any case, the cybernetic relationships that are 
triggered during this experience are multiple and unpredictable, precisely because they 
include a participatory–active role of the visitor within the fruition and learning environ-
ment: “l’animale umano, grazie al fatto che interpone uno schermo semiotico fra la mente 
e l’ambiente esterno, può […] guidare dall’interno la percezione, liberandosi dall’influsso 
diretto dell’ambiente esterno” [Cimatti 2000, p. 246].
In this time the so–called open air museum use [6], that is enjoyed outside of the architectural 
envelopes and supported by new perceptive tools based on integrated digital systems, becomes 
a concrete opportunity in the purpose of cultural heritage dissemination and deepening.
Thanks to the support of GPS systems it is possible to develop dynamic paths of per-
ception of the archaeological and architectural heritage, integrated by augmented reality 
applications; this change allow immersive experiences of knowledge, reconstruction and 
stratigraphic reading not only of monuments but of entire historical sites. This approach, 
implemented trought an active involvement of the visitor during the immersive augmented 
reality paths, can be enjoyed for pedestrian both vehicular itineraries, representing a very 
relevant resource in terms of opportunities to valorisation the cultural heritage. Very inter-
esting for the research purposes are also the replicable experiments about homogeneous 
territorial areas, with replicable characteristics, such as the Jewish ghettos within the main 
historical cities. Two researches are underway, one in Rome in the Jewish Ghetto area and 
the other in Naples in the Sanità district.
The first sample develop an experiment with the pedestrian path. In this mode, the tech-
nological support must include specific viewers for the augmented reality. These devices 
are nothing more than glasses equipped with high–definition transparent lenses that allow 
the wearer to benefit from augmented reality applications through a holographic interface 
with which to interact through gaze, hand gestures or voice. In order to function correctly 
and guarantee the recognition of the augmented contents, it is necessary to associate 
spatial references (target) to the context, in order to obtain a system that guarantees the 
correct overlap between physical environment and digital reality.
The second sample experiments a vehicular path, enjoyed from inside the vehicles such as 
a taxi, bus, city sightseeing or other. The guests on board will install an application on their 
smartphone that will allow them to enjoy the augmented contents. The application will acti-
vate the geo–referencing system for the tracking of the visitor’s position along the path, while 
a Bluetooth device will allow activation of the digital contents when the user arrives near the 
site or point of interest.
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Notes

[1] The first virtual reality system is the one created in 1968 by Sutherland and Sproull, cfr. Biocca, F., Delaney, B. (1995). 
Immersive Virtual Reality Technology, in: Communication in the Age of Virtual Reality, Hillsdale: Lawrence Erlbaum Associates.

[2] Cfr. https://www.treccani.it/enciclopedia/cibernetica, definition by Treccani online: Cybernetics, a discipline that focus the 
unitary study of processes concerning ‘communication and control in animals and machines’. It can also be defined as the 
general study of highly organized complex systems, regardless of their nature.

[3] The acronym AEC (Architecture Engineering Construction) identifies the building sector supported by IT approaches. The 
reference literature is very large and finds important interests in the area of the representation.

[4] In Italy: the law about BIM is the D.M. 560/17; the regulation about BIM is the UNI 11337–7.

[5] A brief definition of augmented reality by Treccani online cfr. https://www.treccani.it/encyclopedia/ augmented–reality: 
virtual reality technology (AR) through which a digital contents are added to the real environment. In opposed to the concept 
of virtual reality (VR) which develops fully virtual environments.

[6] The reference is to conversion of full historical sites in open–air museums. On the subject cfr. Cennamo, G. (2018). 

[7] Cfr. Olivetti, A., Stati Generali della Memoria, Università Telematica Internazionale UNINETTUNO, Roma, 2020.
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In order to make the synchronism between the approach of the visitor and the delivery of 
multimedia contents reliable, the interaction system is entrusted to particular transmitters 
(beacon) which, positioned near the points of interest, send information managed by the 
application pre–installed on the guest’s devices.

Conclusion

The studies in order to codifying and to controlling the potential of the reality simulation ap-
plications about the archaeological and architectural heritage, are constantly evolving, which 
confirming the important opportunity linked to the new frontiers of approach in this spe-
cific scope.  Although in a simulated way, these processes have their main objective in the 
description of the cultural heritage within its site of origin; in addition to the strong contribu-
tion carrying out from the technologies, we must remember that the effectiveness of these 
systems is based on a methodologically correct approaches in the phases of investigation, 
analysis, surveying and processing, which are typical of the representation sciences. About the 
identification of precise guidelines, useful to implement the correct use of these technologies 
in order not to ‘succumb’ to the digital and virtuality potential but, vice versa, to direct their 
contents in the correct direction of a scientific approach, we must to consider the possibility 
of defining new syntactic codes within the mechanisms of perception and representation, as 
recently observed by Alberto Olivetti [7]: “Dovremmo riflettere su quanto sia cambiata la 
dimensione della percezione e la consapevolezza diffusa del passato, del presente e del futuro. 
Alludo alla dilagante rapidissima estensione dei mezzi virtuali di tipo informatico che hanno 
profondamente inciso su quel rapporto di spazio e tempo che forma l’endiadi entro la quale 
passato–presente–futuro agiscono poiché il tempo, in una dimensione virtuale, annulla le cat-
egorie di spazio e tempo quali erano state elaborate solo fino a ieri”.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The course of Performative Techniques in Visual Arts (2020-21 edition) at Libera Accademia d’Arte 
Novalia revolved around a project which saw students actively involved in the promotion of a local 
heritage site: the Precettoria (Abbey) of Sant’Antonio di Ranverso (Province of Turin). Despite its 
cultural relevance this site is little known, although the last few years saw an intense campaign for the 
promotion and restoration of the complex. The project completed during the course is part of this 
effort and the management of the site has been involved in its completion.
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Goals and Methodology

Precettoria of Sant’Antonio di Ranverso:
Among the sites managed by the Fondazione Ordine Mauriziano [1], we decided to focus 
on the Precettoria of Sant’Antonio di Ranverso because this complex, located at the en-
trance of the Susa Valley [2], is a prestigious site whose late–Gothic architecture and rich 
and wonderful frescoes bring us back in time to the age of the Duchy of Savoy, between the 
dusk of the Middle Ages and the beginning of the Renaissance.
The social and historical relevance of the complex of Ranverso during the medieval period 
originated in 1188, when the Duke of Savoy offered the site to the Hospital Brothers of 
Saint Anthony. The members of the religious order hosted pilgrims and patients suffering 
from shingles (commonly referred to in Italian as fuoco di Sant’Antonio, meaning ‘Sant An-
thony’s fire’) and, later, from the plague. The Precettoria was conveniently located on the 
Via Francigena, the pilgrim route leading to Rome and some of the foremost religious sites 
of Christianity. Over the centuries, the entire complex has been rebuilt several times, while 
the church was completed during the last three decades of the 15th century, commissioned 
by Jean de Montchenou, who was named Prior in 1470. Back then, the complex included a 
hospital (of which only the façade is surviving), the church, and the Precettoria building. Of 
particular importance are the frescoes painted inside the church, depicting stories from the 
life of Saint Anthony the Great, the life of the Virgin Mary, the Passion of Christ, and the life 
of Saint Blaise of Sebaste, painted by Giacomo Jaquerio and his atelier in the first quarter of 
the 15th century: they are a true masterpiece of the International Gothic.
At the end of the 18th century, S. Antonio di Ranverso presided over a vast territory and, judging 
from the number of rural buildings, the surrounding area must have been considerably populated. 
By the time of the suppression of the Order of Saint Anthony in 1776, the territory administered 
by Sant’Antonio di Ranverso included almost a quarter of the area of the town of Buttigliera Alta, 
plus four farmsteads: all buildings and the land were assigned by the Pope Pius VI to the Ordine 
Mauriziano, and now belong to the Fondazione Ordine Mauriziano, a foundation who converted 
the site into a museum and is now safeguarding and promoting it.
Despite its cultural relevance, this site is little known: this is due to the lack of touristic promotion 
(which started only very recently) and the location of the Precettoria, which is currently cut off 
from public transportation. The restoration of the church, carried on between 2015 and 2017, has 
marked an important step: the lighting inside the church has been entirely redesigned, and a ticket 
office and a bookshop were added.
From the opening of the site to the public in June 2017, special efforts have been made to promote 
the visibility of the Precettoria, to establish educational services tailored for different visitors (from 
schools to families), and to use social media to reach potential visitors both in Italy and abroad. 
In this framework, the work carried out as part of the Performative Techniques in Visual Arts 
course at the Libera Accademia d’Arte Novalia [3], in collaboration with the site management, 
was marked by the signing of an agreement between the parties involved to grant the stu-

Fig. 1. The site, seen from 
the Via Francigena.
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dents access to all the available study material and total freedom of action inside the complex.
The project was carried out in two phases. Phase 1 was carried out on site, to assess the 
true extent of the tour of the entire complex – and not just of the church: it was immedi-
ately clear how an easily accessible audio–guide was key to fully understand the area and 
its surrounding, including the exterior of the building facing towards the Via Francigena, next 
to the hospital’s façade. 
Beyond a guided tour led by a museum curator, who is not always available, the only sources 
of information for the visitors were a few info pillars located inside the church, under the 
portico, and inside the cloister. We decided to create educational content and made them 
available to visitors; considering that the site is mainly toured by families with children, we 
aimed at engaging that specific audience. 
Phase 2 was a detailed survey of the needs of the site, of the Accademia didactics, and of 
the users, which we can summarize as follows:

Precettoria of Sant’Antonio di Ranverso: 
•Create an interactive guide available during the tour of the site; 
•Minimize costs; 
•Design an object for the museum shop; 
•Not having info pillars, panels, or other structures installed on site.

Accademia didactics: 
• Enhance the students’ skills: the Accademia focuses on art techniques and the history of 
art, but not on coding (any need for that must have been outsourced, reducing the involve-
ment of students in the project).
Users [4] 
•Explore the site;
•Minimize costs; 
•Not having apps installed on personal devices (because data plan costs, storage space issues, etc.) 
•Engage children without resorting to tablets or mobile devices.
The data we collected have been analysed and used to evaluate the potential of differ-
ent solutions, like info pillars with NFC chips, VR, AR with illustrated markers, AR with the 
mapping of existing elements to be used as markers, an e–book or in–app guide, and AR 
with QR codes. All potential solutions and technologies were tested and analysed by the 
students, as summarized in the following table:

Guides Low cost 
(for the site 
management)

Not having 
apps installed 
on personal 
devices

Low cost (for 
users)

Children No info 
p i l l a r s 
needed

Shop

Info pillars 
with NFC 
chip

x x x x

VR
x

AR 
with 
illustrated 
markers

x x x

AR 
with 
mapping 
of existing 
elements

x x x

E–book 
or in–app 
guides x x x x x

AR with 
QR code x x x x x x x x
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As clearly shown, the only choice meeting all the criteria proved to be an illustrated map 
with QR codes linking to files from an audio–guide recorded by the students.
The project was carried out in 5 steps:
1) Production of all the assets needed to complete the project. First of all, the students 
visited the Precettoria and identified 8 points of interest along the visiting route, based on 
their relevance to the learning process related to the site: the goal was using them to build 
an itinerary both inside and outside the complex, to explain in very simple words the spirit 
of the place, the emotional journey of the pilgrims, the everyday life of the monks, and the 
work of the atelier of a major painter on the 15th century frescoes.
2) Writing the audio–guide text and recording it. The language used is precise but 	 acces-
sible to everyone, including families with children.
3) Designing the map. We opted for an A4 size prioritizing illustrations, lowering printing 
cost but also making it user–friendly even for children. The map can be folded and held easily 
with one hand while holding a mobile device in the other.
4) Testing the map. As soon as the layout was ready, the students were asked to print a copy 
of the map and test the QR codes in low light conditions to ensure that they would work 
inside the Precettoria.
5) Production of the final map file, ready for printing.

Discussion

The AR and VR technologies are more and more widespread today, so there was much 
discussion about the opportunity of resorting to a simpler AR technology such as QR codes 
for this project, and if that might have led to a greater risk of obsolescence. The choice of 
QR codes was made to increase the degree of independence for students working on the 
project but also with the visitors of the Precettoria in mind: a comparatively low–tech prod-
uct is far more suitable for their audience. 

Fig. 2. The first map 
selected for testing.

It took almost 10 years for QR codes to become widespread to the point where the vast 
public is now able to recognize them and use them with no need for specific instructions. QR 
codes are now printed on billboards for supermarkets’ promotional sale, on school books 
used in primary schools, and even on menus, a growing use seen during the Covid–19 epi-
demic. Most of the mobile phones today don’t need a specific app to read them: they can be 
read using a phone camera. This assessment led to the conclusion that QR codes are familiar 
and easily accessible to a vast and diversified public, while AR markers require a specific app 
and VR is not suitable for children under the age of 12 (and can be unpleasant for many 
adults). QR codes might also eventually be integrated with NFC chips for greater accessibility 
for visually impaired visitors. Furthermore, this technology is so common that the first survey 
about the implementation of QR codes in museums, promoted by the SMartArt [5] project, 
dates back to 2013. We can safely assume that QR codes will be the standard for museums in 
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the near future. The main innovation in this project is where the QR codes are printed: not on 
info pillars or panels but on an illustrated map, a physical although low–cost object made more 
attractive by illustrations. The map is able to draw the attention of the visitors who, when they 
return to their homes, are still able to maintain a dialogue with the site thanks to the audio 
contents, which can be accessed and listened to anytime they want.
The students were considerably engaged by this project. Opting for a technology such as 
the QR code, so easy to use, didn’t affect the visual and creative design but only the poten-
tial need for coding. The quality of the final works has been consistently high. Unfortunately 
the visitors’ feedback has been delayed by the measures and restrictions in place during the 
current Covid–19 epidemic.

Conclusions

This project has proven extremely beneficial both for the didactics and for the Precettoria. 
We hope that the low cost and the relative ease of content production in this format will 
encourage a similar approach in many other heritage sites which, similarly to Sant’Antonio 
di Ranverso, are maybe little known but of great historical and artistic importance: similar 
contents can be implemented where a visiting itinerary is missing or to promote itineraries 
tailored for families or visitors belonging to specific categories. Regular updates will also help 
form a long–lasting relationship between the site and its visitors.

Notes

[1] The site of the Precettoria belongs to F.O.M. Fondazione Ordine Mauriziano, a foundation whose aim is to protect and 
promote the Precettoria of Sant’Antonio di Ranverso, the Abbey of Staffarda and the Palazzina di Caccia of Stupinigi, which is 
a UNESCO World Heritage Site. 

[2] In Buttigliera Alta (Province of Turin).

[3] The Libera Accademia d’Arte Novalia of Alba (https://novaliaarte.com/).

[4] Users’ needs have been assessed based on the information collected from visitors and by creating fictional ‘Personas’.

[5] QR–CODES in MUSEUMS, http://www.smart-art.it/qr-codes-museums/ (23 February 2021).
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The project presented here is addressed to the documentation, the investigation of architectural values 
and their valorization through an application of Augmented Reality technologies enhanced by an AI 
based tracking application of the Sanctuary Basilica Madonna dei Sette Dolori (BVMA: Beata Vergine 
Maria Addolorata) in Pescara. The workflow foresees the use of the numerous images taken for the 
phases of photogrammetric acquisition of the artefact and images taken from the visualizations of the 
cloud of laser scanner points in order to carry out the “education” phase of the AI software (so that 
the program can store the greatest number of images for a self interpretative reconstruction of the 
geometries). The AI data will then be used as a tracking structure for the AR overlay of the digital model 
on real space, all through a webXR application usable from any device (HMD, desktop or mobile).

Keywords
segmentation, virtual heritage, machine learning for heritage, augmented reality for heritage, deep learning. 
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Introduction

The project is to be included in the context of cultural heritage enhancement practices, through 
the use of digital technologies of three–dimensional modelling, Augmented Reality and Artificial 
Intelligence. The aim of the project is the development of an AR navigation device that allows 
the interactive visualisation of the pre–conciliar configuration of the church in real time. The 
contribution of digitisation in enhancing heritage and supporting our awareness of our history is 
significant (Cameron, Kenderine 2007; Pavlidis et al. 2007; Pescarin 2016; Luigini 2019), and AR 
technologies add the plus–value of a natural fruition, compared to what happens with VR.
The Sacrosanctum Concilium of 4 December 1963, drafted within the Second Vatican Council 
held between 1962 and 1965, introduced important innovations concerning the Catholic 
liturgy and liturgical space that started an important season of adaptation of the existing 
churches, especially in the area of the presbytery. 
The XIX National Eucharistic Congress held in Pescara in 1977 was the opportunity for 
the upgrading of the Church of BVMA, and the main interventions were: the removal of 
the balustrade that bounded the presbytery, the replacement of the altar with a frontal altar 
and the removal of the ambo at the height of the first span, with the consequent place-
ment of the current ambo on the presbytery. The artistic value of the new artefacts does 
not coincide with those replaced, and so the project to make the early twentieth–century 
configuration usable again is motivated by the need to restore an architecturally significant 
configuration to the church. 
The church, built in several stages from the second half of the seventeenth century until the 
mid–nineteenth century with the construction of the bell tower, is in the shape of a Latin cross 
with three naves covered by elliptical low domes, and a tripartite façade with a pediment in 
the centre supported by two pairs of pilasters and two side wings with another two pairs 
of pilasters. The digital reconstruction work will concern, in particular, the apse area and the 
façade, the latter plastered in the mid–twentieth century and recently exposed (fig. 1).

Fig. 1. Lateral section of 
the church obtained from 
the point cloud of the 
laser scanner survey. 

Artificial Logic Construction: State of the Art

AI allows computers to imitate human cognitive processes in order to configure a logic in 
which ‘learning’ and ‘solving problems’ automatically brings considerable benefits in many 
application areas, where its consistent use can be found in Computer Vision, such as Ren-
dering, Facial Recognition, Video Post Production, but also in 3D survey procedures, laser 
scanning or photogrammetry, applicable in disciplines such as Geomatics and Architecture: 
multidisciplinary studies, both theoretical and practical, are progressively opening towards 
spheres aimed at the analysis and dissemination of Heritage, clearly involving the transver-
sal use of new media, such as AR. New ML technologies and AR dynamics could improve 
the development of applications that can be exploited in education or Heritage enhance-
ment projects, amplifying space/user interactivity.  In the future, a progressive development 
of smart applications is therefore envisaged, combining the new technologies of AR, DL 
and Semantic web focusing on the recognition of objects in different conditions, even very 
complicated ones, retrieving relevant information through semantically linked open data 
and interactively augmenting this information in real time in a real perceptual environment 
[Lampropoulos et al. 2020]. 
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AR and AI effectively cooperate together, making them the two most promising technolo-
gies available to mobile application developers without the need for complex programming 
steps, since machine learning models use self–generated data from which patterns and 
correlations are learned, and AR, capable of merging physical environments with digital 
content. Thanks to the integration of the two technologies, the credible superimposition of 
digital elements on physical objects also makes any element captured, subject to any kind of 
investigation, questionable through an accurate digital segmentation self–recognised by the 
computer. This opens up exceptional potential uses by providing new ways of interacting 
with the physical and digital worlds. The calculations in question refer to the Deep Neural 
Network, the term ‘Deep’ expresses the function in which multitudes of data–layers, similar 
to the human neural system, transform the input data to generate solutions by means of 
repeated processes of automatic compilation. In short, it is a form of automatic learning that 
learns to recognise the real world by identifying it through nested hierarchies of visual sam-
ples in which each individual conceptual model is defined as the result of other abstractions.

The Application Case Study

This research aims to employ the open source tools available on the web for AR technolo-
gy with the integration of some algorithms that allow editing of AI–based space3D tracking: 
a polygonal model of the church of BVMA in Pescara, reconfigured from a previous laser 
scanner survey according to the latest sculpting modelling techniques, is visually superim-
posed through an App for smartphones that exploits the most popular AR systems  with 
the support of artificial intelligence according to the preconfigured FRITZ_AI model, to 
offer a tour that can show, with simplicity and immediacy, the architectural evolution of 
the church assuming also the previous historical variants (fig. 4). The workflow (fig. 2) can 
therefore be divided into main phases when the ML procedure employed foresaw the use 
of numerous images taken from the photogrammetric acquisition and images taken from 
the post visualisations of the cloud of laser scanner points. 
The AI data was then used as a tracking structure for the AR overlay of the digital model 
on real space, all via mobile devices. 
In order to allow in AR visualization a credible correspondence of the model, we opted 
for a polygonal modeling that exactly traces the point cloud. An HD polygonal model was 
obtained thanks to the use of the open source software Cloud Compare, through the re-
constructive algorithm of the Poisson Surface Reconstruction plug–in , which generated a 
mesh capable of credibly tracing, based on the parameters entered, the shape that the point 
cloud assumes from the laser scanner survey starting from its maximum density. In order to 
obtain a versatile polygonal model suitable for an easy transposition on popular virtual plat-
forms that support AR visualization, it is necessary to optimize the mesh in high resolution 
deriving from the survey by means of auto–retopology and to generate the UVMap useful 
to support the textured mappings that replicate the hyper–detailed model, which currently 

Fig. 2. Complete workflow 
of the search process: 
from document search to 
AR application.
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consists of a poly count too high to be managed on mobile real time rendering platforms. 
The operations are carried out with Zbrush, an artistic sculpting program often used in the 
workflow for the 3D management of hyper–realistic architectural assets [Trizio et al. 2019]. 
Machine Learning can currently be considered an indispensable tool for improving AR apps. 
The case study used the ‘FRITZ–AI_ML Platform’ , an online resource that, by provid-
ing AI–based ‘training’ models, allows developers to use image datasets immediately for 
production without the need to compile any code. Both Core ML and TensorFlow Lite 
models are automatically generated, making it easier to develop apps with ARKIT4 and 
ARCore functionality. Through a univocal interface and a progressive and guided workflow, 
it is possible to choose the type of model you want to use right from the start, based on 
the functions supporting the App, including Object Detection, which identifies objects in 
an image and draws a bounding box around them to make them interrogable, Pose Esti-
mation, which predicts the position of specific key points in an image to perform precise 
tracking; Image Segmentation, which enables automatic recognition of framed objects using 
pixels; or Model Labeling, which can recognise people, places and things based on an ML 
model trained on millions of previously ‘labelled’ images. For the generation of any model, 
however, it is necessary to load a Data Set of images functional to the AI training. There 
are several types of external collections currently in use, such as Oasis Dataset, but for an 
optimal result the best solution is always to generate, as input of the model to be built, a 
custom dataset according to the supported mobile ML Frameworks. Thanks to the Dataset 
Generator function, FRITZ AI offers the opportunity, starting from a few sample figures, 
to automatically generate a dataset consisting of numerous artificial images with elements 
ready for intelligent segmentation. In the case study in particular, about twenty sample 
images taken from the laser scanner survey and deduced from photorealistic renderings 
carried out specifically by external applications were used. Approximately 500 images were 
returned, starting from 20 input images, which were then used, in order to configure a 
ML/Tensorflow Core Model, in the AI training based on the recognition of the Corinthian 
capital (applying the Object Reconition Model by means of the input of various images 
of capitals acquired photographically inside the church) and subsequently on the specific 

Fig. 4. Digital 
reconfiguration of 
the spaces inside the 
church in the current 
configuration (left) 
and in the historical 
configuration (right). 
In the middle a period 
photo from the end of 
the 19th century.
The digital model through 
AI will be more easily 
superimposed on the real 
space in AR exploration 
modes. 

Fig. 3. Synthetic diagram 
of the functioning of 
GANs, used for tracking, 
and CNNs, used for 
semantic segmentation.
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recognition of some key pixels to carry out tracking in the AR environment (applying the 
Pose Estimation algorithmic Model). In this way it was possible to generate a self–compiled 
Open Source code that could be subsequently used in the Android framework archi-
tectures, in the development of the App currently under completion. The Vuforia system 
compatible code, thanks to which it is possible to use many of the most common AR func-
tionalities, will allow us in a future phase to link the virtual model to some elements of the 
frame, in our case decorative elements of extreme recognisability and repetition such as 
the baroque capitals of the pilasters. The structure will therefore support, especially in the 
wide framing, where there are more points–target capitals, a solid base to support a stable 
visualization. As mentioned, it will also be possible to attribute to the elements framed by 
the cam additional contents, historical data, photo galleries, further model–elements that 
can be manipulated in 3D. These tools essentially offer the possibility of reducing produc-
tion times by increasing the quality and consequently the interactivity with the user, a ploy 
that in short supports engagement policies for the participation of Cultural Heritage.

Conclusion

Following the digital survey phase, we reconstructed three–dimensionally the interior of the 
church hall and the exterior, with particular attention to the reconstruction of the pre–con-
ciliar configuration. The following workflow was dedicated to the development of the AR 
device, able to visualize in a natural way the previous configuration of the church. This device 
will be used to allow the fruition of the architectural and artistic value of the church, in the 
most significant configuration of which there is evidence, with the aim of preserving the 
aesthetic and architectural qualities of the artefact and to spread greater awareness among 
the public of the values that the local heritage has expressed, also in view of the lack of pro-
tection. The awareness–raising programme will include an online communication campaign 
and activities with local schools, to foster interest in visiting and learning about the heritage.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The research investigates the theme of the valorization of the huge, but widespread, archaeological 
heritage of the Phlegraean Fields which, already weakened in its conservation and fruition by the 
bradyseismic phenomena of the area, is made even more fragile by the absence of narrative strategies, 
making even local communities unable to perceive its value. The study proposes a systematization of 
the knowledge of the Phlegraean Fields Park, through surveys and 3D models, integrated by the use 
of different digital technologies, which together promote effective forms of communication between 
users and heritage. Each site becomes the node of a network of thematic routes, traced starting from 
the major attractions of the area and aimed at defining a hybrid landscape, made of in site visits and 
immersive digital experiences. The goal is to generate a new model of inclusive museum, configuring 
cultural relationships between physically distant places, between lost spaces and real ruins.  
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infoscape, ICT, AR, VR, archaeology, Phlegraean Fields.
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Introduction

The unique landscape of the Phlegraean Fields, as a palimpsest rewritten over the centuries 
by complex phenomena of volcanic nature, boasted in the years of the Grand Tour an undis-
puted fame among European travelers. They recounted in numerous paintings and engrav-
ings the wonder and fascination of the ancient classical ruins of the Roman era immersed 
in a suggestive natural context. Since the 20th century, however, the link between nature 
and archaeological evidence has been abruptly altered by the unplanned expansion of the 
modern city, dominated by an uncontested and widespread building abuse. The close, and 
sometimes inseparable, connection between archaeological sites and modern construction 
[Di Liello 2005] has strongly influenced the methods of preservation and enhancement of 
the Greek–Roman remains. The Phlegraean Fields Archaeological Park, in fact, is a fragment-
ed complex, consisting of twenty–five archaeological sites located even several kilometers 
apart. The Park has many problems, including the state of abandonment of large parts of 
the heritage, the lack of services, access and transport networks, as well as the inadequate 
participation of private individuals in the cycle of conservation, enhancement and manage-
ment of cultural heritage. The impossibility of expropriating private buildings, moreover, does 
not allow the highlighting of archaeological assets, often even hidden by private individuals 
themselves. These critical points do not allow to enhance the heritage according to the 
most modern and shared strategies of conservation and musealization, nor to consistently 
organize the system of services for accessibility and presentation of architectural findings to 
the public. The aim of reconnecting the Phlegraean archaeological heritage encourages the 
search for a new communication strategy capable of integrating all the sites in the identity 
of a single large widespread park that, overcoming the physical fragmentation of today’s 
urban fabric, can recompose the original and unitary territorial system of the Roman period.

The Phigital Archeology Project

The aim of returning the areas affected by the archaeological excavations to the life of the 
contemporary city, giving dignity and value to the ancient remains, has guided the research 
towards the use of appropriate digital communication technologies. These technologies 
not only allow to replace the physical visit where impractical for structural or security 
problems, but also to build new forms of relationship between citizens and the ancient ur-
ban fabric. ICT and digital networks increase, in fact, our ability to access information and, 
therefore, knowledge. The design of an integrated exhibition, partly physical and partly 
digital, made of real movements and virtual paths, physical spaces implemented and digital 
immersions, also allows to overcome the fragmentation of the Phlegraean archaeological 
heritage, creating new, more active and emotional ways of narration and fruition. The first 
step was the construction of a transversal corridor between places because “When we 
experience territories, we create stories. We model these stories using mental maps” 
[Iaconesi, Persico 2017, p. 277]. The creation of thematic maps, explorable and question-
able, and narrative paths allows to connect archaeological sites even very different and 
distant, but linked by a common identity matrix. It involves placing certain sites in a the-
matic transect [Diedric, Lee, Braae 2014], which creates connections even where they are 
no longer visible. The routes of visit and knowledge, organized according to the original 
use of the sites and included in a special interactive map in Google Mymaps, are: Theaters, 
Amphitheaters and Stadiums; Water Sites; Temples; Burial Sites (fig.1). Each path, involving 
a large site attractor, could characterize the monthly tourist offer of the Park: in this way 
the minor sites could benefit from a flow of visitors not easily recallable, thus justifying 
the costs of the opening of some, otherwise visitable only on request. A process of digiti-
zation of the built heritage was then started, through a scientific collaboration agreement 
with the Park, using photogrammetric Structure–from–motion (SfM) survey techniques, 
which could return 3D mesh models with high definition textures. These models allow to 
reconstruct digitally a faithful hypothesis of the original configuration of the good, which 
becomes a tool of great effectiveness for the communication of the ancient value of the 
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monument. Despite the presence of numerous historical and architectural studies, in fact, 
the understanding of the archaeological vestiges continues to be difficult for the general 
public: the loss of the major volumes, coatings and colors, compromises the possibility of 
appreciating the heritage. The digital reconstruction of the original state, as well as the 
relocation of sculptural decorations lost or removed for protection needs, would allow 
the people of the Phlegraean municipalities, first of all, to suggestively enrich the emo-
tional impact in situ, ensuring not only a deeper and more conscious path of knowledge, 
but also the definition of new relationships between the contemporary city and the an-
cient urban fabric. The digital models, moreover, constitute the indispensable basis for the 
technological tools with which we want to implement the narrative. The contextual use 
of augmented and virtual reality has been added to the more basic use of QR–Codes 
to link via web to multimedia content. The project also includes the physical installation 
of descriptive and graphic panels, which are intended to develop a new form of direct 
interaction between users and heritage. 

Fig. 1. The four 
thematic routes for the 
Archaeological Park 
of Phlegraean Fields: 
Temples; Water places; 
Burial places; Theaters, 
amphitheaters and 
stadiums.

Analogical and Digital Augmented Reality

Augmented Reality is one of the choosen strategies, put in practice thanks to the open 
source app Augment since it allows you to overlay a new layer on archeological remains, 
the one of digital reconstruction of the structure. A 3D model of the real architecture is 
shaped through a philologically reconstruction, based on the literary sources and on sim-
ilarities of coeval and affine buildings. Through the correct detection of an insertion point 
into the 3D model, the digital content becomes automatically visible in the camera while 
looking at a marker, that is associated with the 3D model’s link while designing. This allows 
to project, in the same frame, the reconstruction of monument directly onto the arche-
ological remains, completing them if necessary because they are incomplete, absent or 
unrecognizable due to the time. For example, the “Sepolcro di Agrippina”, so called because 
of a wrong denomination during the XVI century, shows the ruins of an ancient theatre of 
Giulio–Claudia period. The loss of the top floor, cavea and stage that were the most char-
acterizing elements of the typical theatral roman architecture, changes the original shape 
making it unrecognizable: the chance of exploring interactively the morphology and the 
spaces of a three dimensional model, created on an affordable reconstructing hypothe-
sis, becomes a successful way to communicate even without specialized spectators, with 
difficulties in spatial imagination (fig. 2). This way, the user can experience the aspect ratio 
of the architecture reconstructed in its original shapes compared to his physical position, 
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Fig. 3. Example of 
analogical augmented 
reality.

Fig. 2. Digital model of the 
‘Sepolcro di Agrippina’ 
inserted in the Augment 
app for Augmented 
Reality (frame the marker 
with the scan of the app 
and the 3d model will 
appear as in the photo).

changing the framing with the only obligation of sighting the marker printed on the panel. 
This way we provide a hybrid and multimodal experience where, the personal perception, 
physical and essential, of the visit to the archeological site, becomes an interactive tour. So 
the knowledge process is supported and implemented by the experience through informa-
tion, spaces and digital objects integrated, in a mixed reality, to real ones. The design has a 
conceptual graphic style, with a simple monochromatic texture, that associates to the digital 
model the meaning of “drawing of real”. Such choice allows the visitor being aware he’s 
looking a likely reconstruction that doesn’t excludes the further configurations as well as he 
can differ from the excessive hyperrealism of some augmented experiences that, aiming to 
sensationalism, make the observer a passive viewer rather than a visitor. In these case the 
archeological approach is drawn and influenced by technology [Volpe 2013]. The same goal 
is provided also thought the set–up of transparent panels that offer, for each archeological 
site, one or more perspective images, properly taken from the three dimensional recon-
structed environment, reproducing the direct view that the observer would have of the ar-
cheological building in a particular position of the expositive path. The finding of the correct 
relation between archeological fragment and digital reconstruction is given to the visitor, 
that reassembles the view by overlaying three “red spots”, existing in the drawing on the 
transparent panel, to the three corresponding markers applied on the equivalent points of 
the real physical structure. In this case we can talk of “analogical augmented reality” because 
this strategy is characterized by a real space augmented with new signs and high interactivity 
actively and emotionally involving the visitor to recognizing the lost parts related to the real 
ruins. The augmented reality, both analogical and digital, gives the chance to overcome the 
dichotomy between the physical and digital space (fig. 3). However, when some spaces are 
not accessible any more, it has been integrated with virtual reality experiences, ensuring the 
sensation of a physical experience inside buildings now impenetrable.
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Conclusions 

The proposed “Phygitalarcheology” project is an integrated set–up, partially physical and 
partially digital that allow to provide new kind of enjoyment, hybrid and multimodal, of ar-
cheological sites, ensuring new spatial relations among sites physically far each other, among 
lost spaces and real ruins, real and digital spaces. This integrated process generates a new 
model of museum, more inclusive, where digital information is not referred and attached 
only to the single object or site, but recombine, remix and recontextualize themselves cre-
ating always new physical and semantic geographies. The direct and fundamental experience 
of visiting the site, implemented by digital contents, becomes therefore a narrative–interac-
tive path, encouraging not only the reconnection of the heritage diffused on the Phlegrean 
area, but even a new sense of knowledge of its value that would reconnect the citizens to 
their archeological heritage.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The current research aims at investigating the potential of image segmentation (IS) technology, based 
on web application, for measuring the spatial quality of slow routes. The big amount of street–level 
images, publicly available through several applications such as Mapillary, Google Street View, are rele-
vant sources of information, that allow virtual explorations of many places around the world. The (IS) 
technology allows partitioning of a single digital image into sets of pixels in order to read and recognize 
the visual content within the frame of the image. By applying IS technology to the images taken along 
a defined route, it has established a method for grouping images in relation to their spatial features. 
The method has been applied to some stretches of slow–mobility routes, that are localized along the 
fragile coastal landscape of Trabucchi, south of Italy. A selection of images along the route, both in the 
outdoor and urban space, has been analyzed, with the aim to test the effectiveness of the method, able 
to produce useful information to define a Spatial Quality Index.

Keywords
slow routes, mapping, spatial quality, image segmentation, fragile territories.
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Introduction

The methodology presented in this paper results from a search for a solution to the 
problem of assessing the spatial quality of slow mobility routes [Scandiffio 2019; Bianchi 
et al. 2020], that are located off the beaten tracks, crossing territories that are marginal 
and distant from densely populated areas. The majority of studies on the subject refer to 
major urban centers, neglecting fragile areas of the territory. These areas are often char-
acterized by a structural lack of data, which makes in–depth analysis difficult. However, it 
is possible to perform advanced research methods in the field of spatial analysis, by ex-
ploiting the potential of street–level imagery, users’ generated contents that are available 
on the web portals. These methods belong to the Artificial Intelligence (AI) family. It is 
beyond the scope of this work to make a detailed analysis because, within this particular 
type of software, there are many subsets, each of which has a specific function [Zhang et 
al. 2018; Zhang et al. 2019; Cao et al. 2018]. The current research refers to a particular 
system of Machine Learning, named Deep Learning, that is based on Neural Networks 
[Buratti et al. 2020]. This particular subsystem allows analysing imagery and recognizing 
elements already present in an internal database of the machine. The use of an AI system 
is necessary because the database does not contain precisely the identified element, but 
only a series of similar elements that are analyzed and compared until an ideal candidate 
for the final recognition is found. The system, therefore, learns from the elements supplied 
to it and increases its knowledge step by step. Once the element has been recognized in 
the image, an even more specific procedure is used, called Image Segmentation (IS), which 
perimeters the object providing its position and area.  Thus, this digital ecosystem returns 
the position and quantification of an element within a single image, which corresponds 
to a geo–referenced coordinate of the landscape. By performing the IS method to a se-
quence of geo–referenced imagery, it is possible to capture the landscape features along 
the route , which can be used for measuring its spatial quality. It is important to underline 
that the interpretation and assessment of the quality cannot be fully automated in the first 
instance: correct reading and interpretation of images must be prepared, defined and pro-
gressively tuned through an iterative process of machine training, possibly implemented 
and improved by massive users contributions. The process is in fact based on comparative 
assessments and still requires, in any case, a direct experience of places.

Case Study

The case study to which the methodology was applied is the Costa dei Trabucchi greenway 
in Abruzzo Region; a greenway converted into a tourist cycle route since 2017 [Marcarini, 
Rovelli 2018]. This route will stretch, upon completion, for 40 kilometers between Orto-
na and San Salvo. At the time of writing this work, it is almost wholly completed in two 
sections; the first to the north between Ortona and Fossacesia and the second to the 
south between Casalbordino and San Salvo. The northern section of this route was pri-
marily constructed by the Adriatic railway line’s retreat, leaving a void along the coast. It is 
currently almost completed and is accessible except for the tunnels, which are still under 
renovation. The southernmost section is a route that stitches together different territorial 
environments, the coastal towns of Casalbordino, Vasto, San Salvo, and the Regional Nature 
Reserve of Punta Aderci. This section has been entirely completed, except for the complete-
ly inaccessible tunnels. The coastline landscape along the route is very scenic, with wide and 
sandy beaches that alternate to natural cliffs that are interrupted by small urban settlements. 
Both sections are located protected natural areas of great value such as the Reserve of the 
Butterfly Cave and the Lecceta di Torino di Sangro and Trabucchi in San Vito, Fossacesia, 
and Vasto. For the purposes of the study, shots were selected in 6 sections belonging to 
the two sections. Often, the elements, that are in–between the cycle path and the sea, such 
as vegetation and houses, impede the landscape’s unobstructed view, sometimes trapping 
the route in canyons in which the perception of the valuable elements of the landscape is 
seriously compromised.
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Methodology

The current methodology starts from the imagery surveying of the route, which has 
allowed to record the GPS track and to take photographs, orthogonal to the route 
direction, every 10 meters, by using the web application Mapillary [Porziy et al. 2020]. It is 
a web platform that automates mapping tools, by collecting street–level imagery taken by 
users with a standard smartphone. Mapillary exploits computer vision tools [Warburgy 
et al. 2020] and it allows the recognition system’s application. The methodology is based 
on the object detection in images, based on IS technology. This technology is part of 
the digital ecosystem of Machine Learning that allows the recognition of the perimeter 
of objects and their measurements within the whole image. The objects are assimilated 
to the elements included in a training model already existing in the Machine Learning 
engine, and a percentage of occupation of the framed field of view is provided. An ad hoc 
algorithm has been written in Python language with the aim of extracting quantitative data 
related to each image. This algorithm makes it possible to shift the IS’ heavy computational 
burden from local machines to remote cloud systems that operate the recognition in a 
much more efficient way. The image elements are extracted in the form of very rich JSON 
archives because they include the type of object, the area occupied in the image by each 
object, the recognition reliability percentage, and the coordinates of all the points that 
define the perimeter of the object. The algorithm skims all objects that occupy an area of 
less than 5% of the entire field of view, returning only the family and sub–family to which 
the object belongs, and the area occupied.

The grouping of images has been done by considering three main layouts as reference 
for the scenes. The layouts have been drawn, by selecting the horizontal surface of the 
path, the vertical obstructions and the openness of the sky. By assuming the horizontal 
surface of the path as an invariant component of all images, different thresholds of the area 
percentage of each component of the scene have been applied, in order to analyze the 
surfaces in the surrounding of the path, which, effectively, affect the landscape perception. 
Three different scene–types have been defined for grouping images. The scene–type 1 
corresponds to an open environment, with small vertical elements on the sides and on the 
background of the image. The scene–type 2 corresponds to an environment where a wider 
surface of vertical elements is present only on one side. The scene–type 3 corresponds to 
a closer environment, surrounded by vertical elements on both sides. For each scene–type 
two different images, belonging to the outdoor and to the urban environment, have been 
selected, in order to test the effectiveness of the method. Both images of each scene–type 
have been selected in the same range of area percentage values (fig. 3). For each image it 
has been extracted the area percentage of each object in the image, through the Python 
algorithm. The raw values of area percentage, derived from the IS, have been grouped into 
eight main categories (path, sky, vegetation, edgings, water, terrain, buildings, mobile objects), 
in order to simplify the categorization and allow an immediate reading.  For each category, 
it has been computed the area percentage.

Fig. 1. Workflow of the 
Image segmentation 
methodolgy for automatic 
recognition of landscape 
elements
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Conclusion and Future Research Developments

The limits of this methodology are twofold. The first is related to the system’s problems, the second 
to the limitations of images data provision. The Mapillary system only allows the recognition of 
elements that can be read by referring to a database which is pre–defined by its developers and 
not open to changes. Therefore, some elements typical of the area covered by the case study are 
not taken into account. For example, the trabucchi, amphibious machines that are the main heritage 
– from which the coast itself takes its name – are selected as Void objects, not recognized. These 
objects along with other notable features, are not recognized because the Mapillary database only 
includes standard features. It would be necessary to customize the database to select only those 
objects that are expected to be retrieved according to their relevance for our specific qualitative 
analysis. Such an update of the tool could take advantage of the peculiar characteristic of Machine 
Learning systems, namely the ability to learn through analysis, and improve its precision and 
reliability. However, the problem arises when training this new database, whose operation requires 
significant machine time resources and the need to rely on external structures to complete the 
process. During the analysis of the case studio, problems were encountered in the recognition 
system because only 100 items per image are analyzed at any one time. The main features could 
be included in this value, but some attempts at element recognition only found 51% of them. 
This limitation can be overcome by directing the system to search for single categories of objects, 
instead of the totality, by expanding the number of detectable elements. To overcome this first 
type of limitations, the evolution of methodology will consist of updating the Python algorithm of 
parameter extraction, e.g., implementing the grouping of the elements recognized in the indicated 
categories. This procedure would start from the sum of the elements with equal features to 
automatically group and draw a graph of what is currently done manually.
The second type of limitation concerns how photographs are taken. A positive aspect of Mapillary 
is the possibility to survey using a standard smartphone. This flexibility implies a significant problem 
for recognition: namely the angle between the direction (perpendicular, along the lens axis to the 
smartphone sensor) and the horizon. Tilting the field of view downwards increases the amount 
of land (increasing the number of elements included and incurring in the problem told above) in 

Fig. 2. Comparative table 
of landscape features 
along the “via verde della 
Costa dei Trabucchi” 
greenway.  

Outcomes

By processing the images with IS, three different thresholds have been identified for assessing the 
spatial quality of the landscape crossed by the route. The threshold values of the sky and vertical 
elements (vegetation, buildings, edgings) seem to be the most interesting indicators to outline the 
features of the scene.
The images in the scene–type 1 have the area percentage of the sky more than 40%, and the 
sum of the area percentage of vertical surfaces (edgings, buildings, vegetation and mobile objects: 
people and cars) is less than 30%. The images in the scene–type 2, the area percentage of the sky 
less than 40%, and the sum of the area percentage of vertical surfaces is among 30% and 40%. 
The images in scene–type n. 3 have the area percentage of the sky less than 20%, while the sum 
of the area percentage of vertical surfaces is more than 40%. The thresholds values identified in 
this research, could be modified and adapted, if they are tested in other environmental contexts.
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the frame. Tilting it in the opposite direction increases the percentage of the sky that fills the frame. 
The incidence of this factor will be the subject of future research developments. A further 
limitation of this type is the standardization of the photos because they are taken with various 
instruments with different resolutions and fields of view, with intuitively different results. The 
differences induced by these limitations can be overcome by using standardized tools for 
capturing photos, implementing a camera whose inclination, position, and shock–absorber can 
be controlled within specific well–defined parameters. A completely different approach to this 
issue is relying on more reliable photo databases such as Google Street View [Zhanga et al. 
2020; Anguelov et al. 2020] but with limited coverage of the slow mobility routes covered in this 
work. A better definition of the thresholds for each category can be found, in order to apply 
the method to other territorial contexts. Related to this problem is the limited portion of the 
space that is framed by the images. In fact, this method only allows to detect the  landscape 
elements that are framed in the images. The application of other methods that define landscape 
components extracting them from GIS database could be integrated in the procedure. The best 
foreseen solution could aim to define the most relevant components of a landscape extracting 
and defining them both from GIS databases (made of geometric entities derived from visual 
knowledge) and from Image Segmentation procedures, that feed a similar database, but using 
visual recognition of the same entities. In the end this double checked definition of entities should 
assure the correct definition of each item. Further developments could investigate the possibility 
to define a set of relevant objects referred to geometric entities (points, lines, surfaces) to be 
considered as common database records, so to be recognized and confronted both in the image 
segmentation based process and in its complementar GIS based method of analysis. 
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

During this past year the Laboratory for eXtended Realities (DIDA–LXR) from the DIDALABS sys-
tem at the Department of Architecture at the University of Florence, has experienced a various 
number of activities. Most of them linked together digital modelling of no longer existing architectures 
and still in place Built Heritage. Others were aimed to develop an “Augmented Virtual Reality” using 
specific environments/locations (for example a boat) to enhance the sensations of the user during the 
experience. Some others were based on direct VR shooting, using advanced panoramic cameras and 
creating a point of view compliant with the specific impressions that the place should transmit. 
In the contribution proposed here the AR, VR and XR experiences from this personal research will be 
presented sharing the specific subjects, the evaluation of usable technologies, the strategy for shoot-
ing, survey, processing and post–processing, the dissemination of ideas and the lesson learnt.
  
Keywords
virtual reality, augmented reality, photogrammetry, aerialphotogrammetry.

When the Real Really Means: VR and AR 
Experiences in Real Environments
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Introduction

The new possibilities created by the Laboratory for eXtended Reality were immediately fol-
lowed up with case studies applied to cultural heritage. We consider the possibility given by 
virtual environments and augmented reality a great potential for reading and study, the way 
to increase and facilitate the knowledge of the architectural heritage.
This technological development has led us to the need to deepen the existing possibilities of 
recording or surveying the existing. The growth of this knowledge has allowed us to think 
about topics that have a key theme and to experiment with new possibilities of fruition and 
use of the collected data. The whole set of experiences was oriented to Mediterranean 
subjects connecting the eastern and western parts of the “Mare Nostrum”. In this way, the 
Medusa’s Heads passing from Constantinople to Istanbul, the Tetrarchs’ Statue in Venice, 
the Venetian Lagoon and its story, becomes the first series of fragments of a VR and AR 
plot around the Mediterranean Sea. The approach is to create a versatile set of multimedia 
elements, oriented to work in a “classic” environment like the traditional display as well as 
in modern solutions like the immersive visors. At the same time, while experimenting with 
different solutions and subjects, specific attention was given to the users’ experience, gather-
ing information and suggestions from the people using the virtual/augmented environments. 
This was quite useful in addressing and enhancing the further developments of models and 
proposals. The guidelines followed in all the testings and experiments were aimed at the 
production of very persuasive environments enriched by fascinating and valuable contents.

From Site to Virtualization

The paper presents experiences of eXtended Reality that aim to increase the user’s senso-
ry perception. This evolution is not sought by artificial technological inputs but by the real 
environment. Analyzing and structuring the real physical location where to place the device 
for the use of the digital environment we aim to add real inputs to complete the virtual ex-
perience. From this, the cases presented are strongly different and distinguishable but with 
a common theme. The research wants to focus on the need to link the place of the fruition 
of the virtual environment with the digital product. This is to have a more complete prod-
uct. However, do not want to take away the importance of the greatest potential of Virtual 
Reality, that of relating to the object of study in an environment completely parallel and 
independent from physical reality, releasing the digital object from the real world. The rea-
soning wants to underline how eXtended Reality is not only the trivial union of AR and VR 
but it finds complete fulfilment in the knowledge and in the dialogue with the environment 
in which the experience takes place. Not only structuring and engaging with the location but 
also welcoming (and possibly shielding) the stimuli and features that are part of it.

Case Study One: the Theater of the World by Aldo Rossi

The first step in our journey to rediscover the Mediterranean Sea is Aldo Rossi’s Theatre of 
the World [Brusatin & Prandi, 1982]. This iconic temporary architecture was built between 
the late seventies and early eighties and it has represented the symbol of what is known as 
temporary installations. Created specifically for the Venice Biennale of Architecture in 1979 
[Garcìa 2006] still recalls more than 30 years later, the typical charm of something that was 
once there and now no longer exists, if not virtually. The purpose in this research is to keep 
this feeling of curiosity alive and untouched and then fulfil it, thanks to the development of a 
virtual environment, in which it has been relocated the Theater.
The process behind the virtualization began with the documentation about the architecture 
and it was necessary to collect information about the structure and the form of the building 
itself, using architectural drawings and various photographic sources. Thereafter it was possi-
ble to carry out the digital modelling of the object, performed with Maxon Cinema 4D and 
then exported in Unreal Engine for the virtualization of the environment. The experience 
led to the digital rebirth of this disappeared architecture (fig.1).
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The virtual tour was also designed as a place of education for students, including informa-
tion points making the experience active. Following the example of the Biennale, it was 
decided to set up a temporary installation on a boat to create the dialogue with the real 
environment using the external inputs given by the location itself, and in this case, the 
movement of the boat and the sound of the water.
Part of our research is also focused on another type of reality that allows us to create 
an overlay of the reality we find ourselves within. The model was reshaped and re–tex-
tured and the process was carried out specifically to obtain a digital model suitable for 
augmented reality and dedicated software developing a beta version of an application for 
IOS devices using ARKit. The aim was to showcase the effectiveness of Augmented Reality 
technology as a powerful tool that can be successfully applied to the research process and 
the communication of the Cultural Heritage.

Case Study Two: The Medusa Protomes Inside the Basilica Cistern

It is safe to say that to know better Venice it is essential to know Constantinople. The 
two cities were strongly linked by commerce, art exchange and share some robust envi-
ronmental aspects. The Basilica Cistern, in Turkish Yerebatan Sarnici, is one of the largest 
ancient sites below the ground of Istanbul, built by the Emperors to satisfy residents’ 
water needs. Inside the building, under two of the 336 columns, we can find the Medusa 
Protomes, elements of interest not only for their history but also for the mystery about 
their origin [Verdiani et al. 2019]. The reconstruction of the Basilica Cistern was based 
on existing surveys, creating a digital model, optimally proportioned and that responds 
to the real [Ricci et al. 2018]. The Unreal Engine software was used to rebuild the Cis-
tern in a virtual environment and to offer a format that can be reused in any museum 
context. Inside the tour the users have access to a series of multimedia containing in-
formation about the site, about the myth that lies behind the medusa protomes and the 
recontextualization hypothesis proposed. This is the exact demonstration of the quality 
of this kind of result, which is an active type of communication that offers the simulation 
of a real environment and an unforgettable experience enhanced in this case by the uti-
lization of some recorded sounds captured inside the Cistern during the survey.  A short 
video about the virtual tour in the Basilic Cistern in Istanbul can be seen in Youtube at 
the following link: https://youtu.be/LsrxRaDrAo0.

Fig. 1. The theater of the 
World reconstructed 
in its virtual space using 
Epic Games Unreal 
software, view of the 
virtual tour in the 
Basilica Cistern; view 
from a Panoramic VR 
shot taken in Poveglia; 
detail of the Tetrarchs 
statue in Venice from the 
sketchfab.com platform.
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Case Study Three: Venice the Tetrarchs Statue

The Tetrarchs statue in St. Marco Square, Venice, is a clear sample about reuse of spolia 
as a demonstration of continuity and tells a yet partially mysterious story of artworks 
moving around the Mediterranean during strong and dramatic historical events [Dorigo 
2014]. Such an element, stable and solid across the centuries, but at the same time 
capable of a long and adventurous journey in its past [Missagia 2015], rich in referenc-
es and symbols, apparently capable of hiding some intriguing stories and worth to be 
admired in its details [Rees 1993], was found ideal for mixing two different modern 
digital approaches. A VR 360 short movie, recorded in timelapse mode was taken just 
in front of the statue, in a quite crowded hour, in the moment when the light of the 
sun is moving and the shadows are going to cover the corner. This short video clip was 
built to enhance the perception of the place with the special relationship between the 
static pose of the Tetrarchs and the fluid movement of tourists and workers all around 
the square, with the option of having a fully dynamic 360° point of view. The shooting 
was operated using an Insta360 Pro II camera, capable of taking 8K resolution movies 
and stitching them in real–time. 
The video can be seen on youtube in the DIDA–LXR channel at:
https://youtu.be/xqvE1HuiqJc.
To satisfy the need of details and allow a complete exploration of the sculpture, pho-
togrammetry was operated using a Nikon D800e. The full set of shots was then pro-
cessed using Reality Capture software and producing a fully textured model of about 
500 million triangles, later simplified to five million and loaded with high resolution 
texturing on the Sketchfab.com platform and visible at https://skfb.ly/6UZ8P. 
These two digital products connected each other using simple links, allow a double and 
quite different reading and seeing this special corner in Venice, offering a better under-
standing of the context and specific details in a way otherwise impossible in place, a 
valid alternative to the direct visit, but also stimulation and invitation to go in place and 
complete the knowledge about this migrating stone. 

Case Study Four: Poveglia, the Abandoned Island

On the occasion of a recent trip in Venice, it was discovered a particular tiny island 
located inside the Venetian Lagoon named Poveglia offering the opportunity to test 
and discover the potential of a new tool, the Insta360 Pro 2 camera on a very fasci-
nating environment where historic elements and urban legends are mixed [Cavallo & 
Visentin 2020]. After having chosen the right spots from which shot and film, the data 
was processed and it has been created a 360 tour that gives everyone the chance to 
visit the island. It has proved to be a very useful tool and methodology for the dissem-
ination of information about the existing heritage. 
A series of Panoramic VR videos can be seen in Youtube in the DIDA–LXR Channel, 
at: https://youtube.com/playlist?list=PLB5GHBSlDCa-u7-e1CQrAvQ1nEmpKZLKk 
Speaking of useful tools for surveying and photogrammetry, which in recent years have 
made significant advances in technology and functionality, we can not help but think of 
drones (UAV – Unmanned aerial vehicle), and the support they give in a survey thanks 
to their potential and the ability to access a point of view previously unthinkable. 
It is possible to recreate a 360 panorama, later navigable, using the flight application of 
the aircraft. The method is quite simple, taking advantage of the panoramic mode – 
360, the drone, autonomously, takes a series of photos in about 40 seconds in order to 
develop a navigable overview through the drone’s piloting APP: FreeFlight 6. A sample 
of the result obtained from this procedure can be seen in the DIDA–LXR Youtube 
channel at: https://youtu.be/cjJz37JYDAU 
For the flights the drone used was a Parrot Anafi. The drone weight was reduced to 
300 grams in order to perform non–critical operations also in an urban context, as 
required by the regulations in force at the time of the flight.
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Conclusion

The present paper is composed by a sequence of studies with highly diversified contents. As 
stated in the initial part of the paper, the relationship with the resulting digital products has been 
accurately analyzed, trying to increase the virtual experience, creating a direct network between 
the fascination of the stories, the impression coming from the real places and the option offered 
by the digital solutions. 
The desire of experimenting and the will of building specific and effective results is at the base of a 
research aimed to find efficient solution for presenting parts of the Built and Cultural Heritage in 
the way they deserve exploiting their best characteristics, creating a specific digital version that is 
an enhancement or an alternative to the real but that doesn’t ask the user to settle for quality and 
experience, it simply provide  a digital approach offering the digital version of that cultural values. 
The case of the Theater of the World is totally concepted as a dialogue between the location and 
the virtual reality, increasing the senses’ suggestion. In this sense the statue of the Tetrarchs has 
opposite features, creating interest in something existing as a rich evidence of interactions in the 
Mediterranean area, the detailed photogrammetry links the real existing with virtual perceptions 
of knowledge and (maybe) with a desire of completion and investigation about the mysterious 
and impossible to be told story of its moving from Costantinople to Venice. The other two 
themes provide the possibility of new points of analysis, which move away from the theme in the 
studio but still keep close contact with the stimulus coming from the real, such as the introduction 
of recorded environmental sounds, in the case of the Protomes of Medusa.
This set of experiences have a value that goes far beyond describing the themes and illustrating 
technologies and methods. They are traces of the experiences and above all provide “a way” 
about sharing points, suggestions, fascinations, they try to create a specific link between the inner 
value of stories and places in the continuous tentative of enriching the digital contents with valu-
able learning occasions. Not only in the will of “capturing” the users, but in the true belief that 
“Digital Heritage” is an occasion allowing an easier reading and an option for spreading the knowl-
edge of Cultural Heritage, but it need a correct comprehension of these values which is the first 
real step in creating a constructive system based on a sort of circular flow of attraction –> explo-
ration –> knowledge –> digitalization –> dissemination –> learning –> spreading –> attraction.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

This paper investigates the ephemeral architecture of the eighteenth century in Naples through the 
literary and iconographic sources found in the volume Idee per le pubbliche feste nel ritorno in Napoli 
de’nostri Augusti Sovrani dalla Germania […] by Gaetano Barba (1971). The goal is an unprecedented 
representation, modeling and fruition project, accompanied by a graphic visualization of the places to 
better understand the architectural and urban space in the absence of allusive images of three–di-
mensionality. Subsequently, the visual construction of the contexts on an urban and architectural scale 
made it possible to disseminate the compositional elements of the celebrations and the internal per-
ceptions to a non–specialist public. Finally, an Augmented–Reality application prototype.
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ephemeral architecture, celebrations, representation, 3D modeling, augmented reality.
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Through the synergy between the disciplines of Drawing and Technical Physics, this contribution 
analyzes the methods of graphic representation and the digital modeling of the eighteenth–cen-
tury celebration designed (and not realized) in 1791 by the architect Gaetano Barba (1730-
1806) in Naples and described in the volume entitled: Idee per le pubbliche Feste nel ritorno 
in Napoli de’ Nostri Augusti Sovrani dalla Germania dell’architetto Gaetano Barba, Accademico di 
merito di S. Luca, edito a Napoli nel 1791 da Gaetano Raimondi. 
The results achieved with the graphic analysis and the build of new images are intended to 
represent, thanks to the aid of digital representation methods, both a cultural contextualization 
of the methods of representation used, and the return of a three–dimensional model to be 
understood as a phase of a subsequent study aimed at verifying the new technologies of virtual 
representation at the service of cultural tourism. The goal is to make the design ‘augmented’ so 
that the visitor can relive the context of the 18th century Neapolitan celebrations. Therefore, it 
is proposed as an application case, the virtual reconstruction of the Porta di ingresso sulla strada 
di Toledo and its implementation in an Augmented Reality application. The application conceived 
for this purpose was created with the support of SENS i–Lab, a human–centered, multi–phys-
ical and multi–purpose university laboratory for the creation, development, prototyping and 
interaction of man with products and physical and virtual systems of the Department of Archi-
tecture, Industrial Design of the University of Campania Luigi Vanvitelli [1].

The Drawing of the Ephemeral: the Regulating Principle of the 1971 Celebration in Naples 
by Gaetano Barba

The ephemeral concept has been (and continues to be) for the city of Naples a constant cultural 
expression, which is poured out not only in the everyday life of the people but also, and above 
all, in its architecture. The design of ephemeral architectures (such as fairs, cuccagne, pyrotechnic 
machines) saw widespread use in Naples during the eighteenth century with the creation of 
installations with a considerable design value [Cirillo 2017, pp. 101-118].
The theme of the ‘urban’ celebrationl reached one of its most significant moments in the eigh-
teenth century with the staging of ephemeral settings that manifested the greatest affirmation of 
the culture and Art of that time. Their realization relied on a great variety of technical (architects 
and engineers), figurative and entertainment skills (musicians, painters, set designers). This synergy 
highlighted the taste for spectacularity, grandeur, sumptuousness and the decoration of the appa-
ratuses to arouse the effect of wonder [Mancini 1997].
Within this context, in August 1790 in Naples, in the place called Largo di Palazzo (the open 
space in front of the Royal Palace) and along Via Toledo, a cycle of festivities was celebrated in 
honor of the return of the kings of Naples, Ferdinando and Maria Carolina, who were in Vien-
na for the wedding of their daughters Maria Teresa and Maria Luisa. To celebrate this return, a 
competition was held between the best architects of that time. The celebrations’ principles were 
banned and published in the volume entitled Nel felicissimo ritorno degli Augusti Sovrani Ferdinando 
IV e Maria Carolina d’Austria. Feste Pubbliche della Fedelissima Città di Napoli (1791) at Giuseppe 
Maria Porcelli Librajo, e Stampatore della Reale Accademia Militare. The aforementioned volume 
reports as winner the set designer of the San Carlo theater Domenico Chelli, but there is no 
iconographic documentation about his project. However, Chelli, also with small formal changes, 
was inspired by the project outlined by the architect Gaetano Barba published in the same year 
in the volume Idee per le pubbliche Feste nel ritorno in Napoli […] [Mancini 1980, p. 331].
The volume Idee per le pubbliche Feste nel ritorno in Napoli […] by Gaetano Barba accompanies 
the reader to understanding the events not only through the reading of the short text but 
above all through the attached images. The images contained within the volume consists in ten 
engravings of the architectural elements, which set up the celebration. These representations 
appear ordered according to a spatial sequence which, starting from the Porta di ingresso sulla 
strada di Toledo and through the Sedili located along Via Toledo, leads to the rear scene of the 
Tempio dedicato alla Fortuna reduce, set up in Largo di Palazzo (opening figure). All the engravings 
show the architectural organisms represented in plan and/or elevation with full adherence to 
the neoclassical style [Jacazzi 1995]. The architect offers a general description of all the ele-
ments of the celebration and outlines both their appearance and their functions and destinations. 
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The installation of the entrance door was placed where the Ancient Royal Gate, also known 
as the Spirito Santo (current south side of Piazza Dante). Later, the celebrations would continue 
along Via Toledo, which was to be adorned and decorated with six Sedili (seats), called Ornati 
Architettonici di rilievo, which would have had the task of embellishing and making the façades 
of the street more pleasant. 
The six seats suggest that they would have been arranged with the long side parallel to the road 
axis. In this sense, it is plausible to think that these structures would have leaned on the elevations 
of the buildings on Via Toledo, both for the lack of a second elevation in the back and for the anal-
ogy with other festivals such as, for example, that of Santa Rosalia in Palermo where ephemeral 
structures were placed on the facades of existing buildings [Isgrò 2019; Di Fede 2005-2006, pp. 
49-75]. In Largo di Palazzo, a majestic Temple dedicated to Fortuna Reduce would have concluded 
the festive itinerary. The temple with colonnades, a large central staircase, two obelisks, statues and 
two arms of pedestals surmounted by statues of sirens, would have stretched towards the statue 
of the Giant and the Church of the Santo Spirito (demolished), thus redesigning the planimetric 
layout of the square with a regular shape.  The drawings by Gaetano Barba allowed a correct and 
meticulous analysis and representation of all the elements designed, thus succeeding in grasping 
the dimensional and spatial character of each structure. In this sense, starting from the literal 
description, from the project drawings and from a conversion into meters of the dimensions 
indicated in ‘Neapolitan palms’, through graphic analysis, modeling and subsequent visualization 
(fig. 1, above) an unpublished image is returned. of the event according to the criteria and ideas of 
Gaetano Barba respecting the urban context of the Neapolitan eighteenth century (fig. 1, below). 
Given this, the digital reconstruction of the entrance door and the virtual location in the current 
Piazza Dante through the AR application constitute the case study for visualizing both the party 
imagined by the designer and the actualization effect.

Fig. 1. Above, Entrance 
Door, Seats and Temple 
of Fortuna Reduce: plan–
altrimetric drawings and 
3D modeling; below, 
visualization of the 
Temple of Fortuna 
Reduce in Largo di 
Palazzo (drawings and 
graphic elaborations by 
Pasquale Valentino and 
Vincenzo Cirillo).
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The Prototype of the Application in AR 

The development of digital content that can be used through mass–market devices (e.g. mo-
bile phones, tablets) and head–mounted displays in the last decade has found a fertile field 
of application in the world of Cultural Heritage [Voinea 2018]. More and more varied and 
interactive digital contents, accompanying the offer to tourists, are having increasingly interesting 
implications: (1) the possibility of visiting sites that no longer exist or are inaccessible represents 
an opportunity for museums to expand the offer of contents and cultural sites, with the ability 
to attract and intrigue even a younger user target; (2) the digital contents are conveyed to the 
end–user directly, providing them with a more or less immersing experience according to the 
types of devices in use. (3) The digital contents are made available to the user through their 
smartphone, with the possibility to contextualize it in its original place. Taking advantage of the 
opportunities deriving from Digital Cultural Heritage applications, an App prototype has been 
created. Through the Augmented Reality (AR), the App allows users to walk through the streets 
of a city, its monuments, artefacts, lost buildings or, in any case, not accessible. The first application 
concerned the artefact of the entrance door sited in Via Toledo in AR. The workflow sees a first 
phase dedicated to creating the contents necessary for developing the App: Three–dimensional 
model, Texture, Sounds. The three–dimensional model was made starting from the drawings 
recovered in the bibliography, as described above. In this phase, more attention was focused on 
defining the details of the 3D model: frames, moldings, capitals, rather than on the materials. It 
was important to create a reasonably light model in terms of ‘vertex counting’ which, however, 
did not compromise the elements’ definition. The complete model in all parts was then export-
ed to the 3DsMax software for polygon optimization and asset preparation. In particular, the 
elements that make up the product have been appropriately divided, and IDs have been assigned 
for the diversification of materials. The textures were downloaded from Megascans libraries. As 
for creating sounds, a sound effects composition operation was carried out, starting from pro-
fessional libraries’ sounds. Anthropogenic sounds such as pedestrian footsteps, people’s voices, 
and music have been downloaded to recreate the party’s typical sound setting. The sounds have 
been converted all mono and imported into the development environment. Here they have 
been inserted as points sound–source so that you can make a spatialization of the sound. The 
App was created within the ‘Unreal Engine 4’ development environment. The ARCore framework, 
necessary for the recognition functions of surface planes in AR mode, was implemented here. 
A basic interface has been inserted that allows the user to enable the camera and frame the 
horizontal plane where the 3D model will be displayed. The actor was then created to be placed 
on the surface, with the artefact’s 3D model inside. Once the floors are recognized, a tap on the 
screen allows you to position the object; subsequent finger gestures will enable you to move and 
rotate it (fig. 2). A first test was carried out directly on site. In piazza Dante, near the beginning of 

Fig. 2. Above, optimization 
of the 3D Model and 
creation of Assets; below, 
Implementation of the 
plan recognition system 
for AR applications (by 
Aniello Pascale).
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Notes

[1] The research presented is the result of the joint work of the five authors. The paragraphs Introduction and Conclusions 
is written by Ornella Zerlenga and Luigi Maffei; the paragraph The drawing of the ephemeral: the regulating principle of the 
1971 celebration in Naples by Gaetano Barba by Vincenzo Cirillo and the paragraph The prototype of the application in AR by 
Massimiliano Masullo and Aniello Pascale.

References

Cirillo Vincenzo (2017). Riflessioni su disegno e visualizzazione della Fiera del 1738. In Eikonocity, 2, II (1), pp. 101-118.

Di Fede Maria Sofia (2005-2006). La festa barocca a Palermo: città, architetture, istituzioni | Baroque Festival in Palermo: City, 
Architectures and Institutions. In Espacio, Tiempo y Forma, Serie VII, H.a del Arte, 18-19, pp. 49-75.

Idee per le pubbliche Feste nel ritorno in Napoli de’ Nostri Augusti Sovrani dalla Germania dell’architetto Gaetano Barba, Accademico 
di merito di S. Luca (1971). Napoli: Gaetano Raimondi.

Isgrò Giovanni (2019). L’idea del teatro festivo urbano e lo status anomalo dello spettacolo in Sicilia. http://www.istitutoeuroarabo.
it/DM/lidea-del-teatro-festivo-urbano-e-lo-status-anomalo-dello-spettacolo-in-sicilia/ (8 January 2021).

Jacazzi Danila (1995). Gaetano Barba architetto «neapolitano» 1730-1806. Napoli: Edizioni Scientifiche Italiane.

Mancini Franco (1997). Feste e apparati civili e religiosi in Napoli dal viceregno alla capitale. Napoli: Edizioni Scientifiche Italiane.

Mancini Franco (1980). Il ‘trucco’ urbano: apparati e scenografie tra finzione e realtà. In Civiltà del ’700 a Napoli 1734-1799.. 
Napoli: Edizioni Scientifiche Italiane, pp. 331-333. 

Nel felicissimo ritorno degli Augusti Sovrani Ferdinando IV e Maria Carolina d’Austria. Feste Pubbliche della Fedelissima Città di Napoli 
(1791). Napoli: Giuseppe Maria Porcelli.

Voinea Gheorghe–Daniel, Girbacia Florin, Postelnicu Cristian Cezar, Marto Anabela (2018).  Exploring Cultural Heritage Using 
Augmented Reality Through Google’s Project Tango and ARCore. First International Conference, VRTCH, pp. 93-106. 

via Toledo, the artefact was positioned. After recognizing the support surface’s height, the opera-
tor could place the artefact easily and explore it from the most congenial point of view. During 
the experience, the sounds, located almost under the arch, helped to realize what Porta Toledo’s 
installation must have been, in the place where it was designed (fig. 3).

Conclusions

On the basis of the sources collected and through the discipline of drawing, this paper analyzes 
the project of the ‘Pubbliche feste [...]’ by Gaetano Barba (1791). Accompanied by unpublished 
graphic elaborations, the paper describes the architectural elements that make up the cele-
bration through an ‘augmented’ design. In this sense, the virtual reconstruction of the entrance 
door on Via Toledo and its implementation in an Augmented Reality application was proposed 
as an application case. The choice to contextualize AR to the current urban situation instead 
of set it in the late eighteenth century results from the fact that the research group is analyzing 
the design and reconstruction of other eighteenth–century Neapolitan celebrations. Therefore, 
the reconstruction of the eighteenth–century city will be formulated as future works where 
will be evaluated the different urban places, sometimes, modified in relation to the ephemeral 
architectures construction.

Fig. 3. From left, Micco 
Spadaro (XVII secolo),
Punizione dei ladri al 
tempo di Masaniello; 
Insertion test of the 
artefact in the original 
site.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The Charterhouse of Pisa in Calci, one of the most important monasteries in Tuscany, now houses 
two important museums: the Natural History Museum of the University of Pisa and the National 
Museum of the Monumental Charterhouse of Calci. While the Natural History Museum has recently 
enriched its collection by offering structured and differentiated visits based on user type, the offerings 
of the Museum of the Monumental Charterhouse are not sufficiently adequate to meet the great his-
torical value of the complex. This contribution therefore presents the first results of a project aimed 
at enhancing visits to the National Museum of the Charterhouse using immersive technologies. The 
project envisages the definition of a new visit path, modifying the current path and integrating it with 
immersive experiences of video mapping, VR/AR, sound immersion, informative totems, audio–visual 
supports, and multisensory activities.

Keywords
Charterhouse of Calci, VR/AR, video mapping, 3D modeling, immersive experience.

Immersive Technologies for the 
Museum of the Charterhouse of Calci
Marco Giorgio Bevilacqua
Anthony Fedeli
Federico Capriuoli
Antonella Gioli
Cosimo Monteleone
Andrea Piemonte



168

Introduction

Recent studies demonstrate how immersive technologies based on augmented, real, and 
mixed reality are currently and widely used in the fruition of cultural heritage (Bekele et al. 
2018). In the field of fruition of monuments and museal spaces, these technologies provide 
solutions enabling patrons to view 3D digital models of cultural artifacts and to interact with 
them in a variety of ways, enhancing their involvement (Trunfio et al. 2021). Most of these ap-
plications enjoy continuous evolution in the fields of 3D digital survey,  modeling, and graphics. 
AR applications, virtual reconstructions, video mapping, etc. are, in fact, widely used to enhance 
visiting experiences, as well as serving as tools for promotion and enhancement of cultural 
heritage. In Italy, there are several noteworthy cases, such as those of the Virtual Archaeological 
Museum of Herculaneum, the Egyptian Museum of Turin, and the National Archaeological Mu-
seum of Naples, the AR/VR applications at the Baths of Caracalla and the Ara Pacis in Rome, 
and the video mappings in the Imperial Forums in Rome, to name but a few. 
This contribution intends to present the first results of a project aimed at enhancing the 
tour of the National Museum of the Monumental Charterhouse of Calci using immersive 
technologies. The project envisaged the definition of a new visit path, modifying the current 
one and integrating it with immersive experiences of video mapping, VR/AR, sound immer-
sion, information totems, audio–visual supports, and multisensory activities.

The Case Study: the Museum of the Monumental Charterhouse of Calci

Founded in 1360 on the slopes of Monte Pisano, the Charterhouse of Pisa in Calci rep-
resents one of the most significant monasteries in Tuscany. The charterhouse is the result 
of several modifications and extensions documented from its founding to the end of the 
18th century and reflects the strict rules of the Carthusian Order [Piombanti 1884; Manghi 
1911, Giusti & Lazzarini 1993]. It represents an ideal semi–urban ‘village’ in which hermit and 
cenobitic life are harmoniously blended. The correria, the coenobium, and the desertum are 
distributed following the idea of a gradual separation of the fathers from the common life. 
The large Courtyard of Honor separates the entrance and the correria from the coenobium 
and the church; this is placed in a central position emphasizing the compositional axis of 
the entire complex. On the southern side of the church, there are spaces dedicated to the 
life of the religious community (minor cloisters, refectory, colloquium, and chapter room), 
the noble guesthouse, and the grand ducal apartments. The northern side boasts several 
buildings originally used for agricultural activities. The Great Cloister with the cells of Fathers 
completes the system on the eastern side.
In 1962 the religious community left the Charterhouse of Calci. Since 1972, the complex has 
hosted the National Museum of the Monumental Charterhouse of Calci, under the control of 

Fig. 1. Frame of the 
introductive video 
projected in the Chapel 
of San Sebastiano 
(elaborations by A. 
Fedeli).
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the Ministry of Culture and, since 1978, the Natural History Museum of the University of Pisa.
The National Museum of the Monumental Charterhouse offers visits to the monumental 
spaces of the monastery: the church, the refectory, the chapter room, the noble guesthouse, 
the grand ducal apartments, the pharmacy, and one of the fathers’ cells. The Natural History 
Museum occupies most of the service buildings on the northern side of the complex.
The Natural History Museum has recently enriched its collection and provides customized 
visits based on user type; meanwhile, the current offerings of the Museum of the Monumental 
Charterhouse aren’t sufficiently adequate to the great historical value of the complex, pre-
senting critical issues: some of the most important spaces are not visitable, visits are organized 
in staggered guided tours, and contents are oversimplified. 
In 2018, the University of Pisa funded an interdisciplinary research project aimed at the con-
servation and enhancement of the Charterhouse [1]. More than 15 research units participat-
ed in the project, developing research in several fields, from historical analysis to specialized 
studies, such as those relating to fire prevention and accessibility.
As part of the project, in addition to a campaign of digital surveys and an in–depth historical 
study, the work we present here was developed, aimed at enhancing visits to the National Mu-
seum of the Charterhouse through immersive experiences of augmented and virtual reality. 

Fig. 2. Orthophotos of the 
frescoes in the Chapel of 
St. Anthony (elaborations 
by A. Fedeli).

The Project for a New Guided Tour of the Museum of the Charterhouse of Calci

The project was structured in two phases. The first concerned preliminary analysis for the 
development of the project. In addition to a study of the state of the art in the field of VR/
AR use in museum environments, the tour path currently active in the museum was analyzed 
to highlight its problems and potential. The results of the in–depth historical research on 
the Charterhouse, developed under the coordination of Ewa Karwacka within the project 
funded by the University of Pisa, provided the definition of objectives and contents of the 
new visit tour. Specifically, it was decided to focus the tour on the monastery’s evolutionary 
phases, on its most valuable decorative and architectural elements, and on the figures who, 
over time, had a prominent role in the history of the Charterhouse.
The second phase concerned the development of the project. The new guided tour is based 
on the current one but modifies its route, expanding the number of spaces that can be visited 
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and increasing the immersive involvement of visitors, who are left free to move along the path 
using an audio–video guide. The guide can be downloaded on tablets or smartphones and 
provides information on the spaces and their locations. Each space features an informative 
totem, and sound atmospheres are envisaged to amplify the sense of interaction.
Access is scheduled at set times for groups of people who, once their entrance tickets have 
been paid, can wait for their turn in the nearby San Sebastiano Chapel, appropriately rear-
ranged for the projection of an introductory video on the history of the Charterhouse and 
the life of the monastic community.
All the spaces are classified into three categories based on the information that will be provid-
ed: art and architecture, monastic life, and mixed information. In some spaces, experiences of 
virtual and augmented reality, video mapping, or multisensorial experiences are provided. All 
the applications are accessible for deaf people as well, through a guide in Italian sign language.
Once the general visit program was defined, some of the augmented reality applications were 
developed: the introductory video projected in the Chapel of San Sebastiano, the virtual 
reality experience in the Chapel of Sant’Antonio, and that in the Cloister of the Chapter [2].
For the development of the applications, realistic 3D models were created on the basis of 
the results of the surveys carried out with LIDAR and 3D photogrammetric methodology 
by the ASTRO Laboratory within the activities of the project funded by the University of 
Pisa. Models were developed with the open–source software Blender. The informative texts, 
based on the original results of the historical research, were processed with Audacity, a soft-
ware for editing and audio recording. The final processing was developed in graphic anima-
tion software including Adobe After Effects for the introductory video in the Chapel of San 
Sebastiano, and Unreal Engine for the immersive experiences in the Chapel of Sant’Antonio 
and in the Cloister of the Chapter.

Fig. 3. Comparison 
between real space – on 
the top – and illusory one 
– on the bottom – in the 
Chapel of Sant’Antonio. 
Plan and longitudinal 
section (elaborations by 
A. Fedeli).

Immersive Experiences at the Museum of the Charterhouse of Calci

The first digital application developed was the introductory video projected in the Chapel 
of San Sebastiano for visitors waiting for entry. The historical research developed in the 
project of the University of Pisa identified, in chronological order, the most significant events 
that affected the Charterhouse from the day of its founding to today. The video presents a 
graphic animation of 3D models that reproduce an external view of the various construc-
tion phases of the complex. Information pop–ups superimposed on the video help to point 
out the buildings as they are being described in Italian by the narrator voice. Subtitles scroll 
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Notes

[1] The research is part of the biannual research project “Studi conoscitivi e ricerche per la conservazione e la valorizzazione 
del Complesso della Certosa di Calci e dei suoi Poli Museali” financed by the University of Pisa in 2018 and 2019, coordinated 
by M.G. Bevilacqua. The authors wish to thank Ewa Karwacka, Elisabetta Pozzobon and Stefano Aiello, director of the National 
Museum of the Charterhouse of Calci, for their support and collaboration. 
[2] Video demonstrations of the applications are available at the following links: https://www.youtube.com/
watch?v=haLQXXsLZ_k (Chapel of San Sebastiano), https://www.youtube.com/watch?v=pPZuzoBbaRQ (Chapel of 
Sant’Antonio), https://www.youtube.com/watch?v=f4vtJ0BrqMw (Cloister of the Chapter).
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for the translation of the text into various languages; a small panel in the lower corner of 
the screen is dedicated to the video guide in Italian Sign Language for deaf visitors (fig. 1).
The second application concerns the experience of virtual reality in the chapel of Sant’An-
tonio, characterized by the quadraturist frescoes by Pasquale Cioffo, a Neapolitan painter 
very active in Pisa in the second half of the 18th century. The experience focuses on quadra-
turist painting techniques, explaining the geometric principles underlying the representation 
and providing a 3D reconstruction of the illusory space depicted (fig. in cover page), inside 
which the visitor is immersed thanks to the use of a VR headset. Wearing the headset, vis-
itors find themselves inside a high–resolution 3D reconstruction of the real environment, 
created thanks to 3D photogrammetry techniques (fig. 2); the narrator voice explains what 
is being observed. Subsequently, the real environment changes and the reconstruction of 
the illusory space imagined by Cioffo appears (fig. 3). The story then focuses on the optical 
phenomenon of anamorphosis, found on one of the sides of the chapel.
The last application is the virtual reality of the Cloister of the Chapter, also to be experi-
enced with a VR headset. In this case, the viewer is immersed in virtual spaces that depict 
the layout of the cloister in the most important historical phases; a narrator voice accom-
panies the visitor during the experience. The development of the application required a 
preliminary reconstruction of the 3D models that describe the various evolutionary phases.

Conclusions

The project aimed to investigate the potential in the application of new AR/VR technologies 
to the specific case of the Charterhouse of Pisa in Calci. This work was also an opportunity 
to study a communication strategy for the results of the research project funded by the 
University of Pisa with particular reference to that of the historical/critical study. The first 
results obtained in this phase are functional to the search for funding for the realization of 
the project as a whole and of the specific applications.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The paper shows the results of the PRIN CHROME Cultural Heritage Orienting Multimodal Experi-
ences project, about the three charterhouses of Campania, with a specific focus on research activities 
related to the connections between representation, survey, AI and VR. The project has formalized 
a methodology of collection, analysis and modeling of multimodal data, useful for designing virtual 
agents in 3D environments, which can be applicable in museum environments. The achievement 
of the goal is pursued through: (i) an integrated range–based acquisition and morphometric data 
modeling process coherent with VR management, (ii) the use of semantic maps linked with thesauri 
published as LOD to solve both the theme of ambiguity and annotation uncertainty and the inter-
pretability of information by an AI; (iii) the modeling of a virtual agent with the development of a 
mathematical model for computational control of gestures and prosody.
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The CHROME Project: Methodology and Procedures

The paper shows the specific results of the PRIN 2015 CHROME Cultural Heritage Re-
sources Orienting Multimodal Experiences, developed around the case studies of the three 
charterhouses of Campania, with the focus on research activities related to the connections 
between representation, survey, artificial intelligence and virtual reality [1].
The project, that is strongly inter–disciplinary, has formalized procedures for collecting, anno-
tating and analyzing multimodal data – such as written texts, oral presentations, 3D models 
– for a subsequent use by the AI.
In particular, the resources collected and annotated have served to design a virtual agent 
inserted in 3D virtual scenarios. This Virtual agent can be applicable in museum environments 
and joins the tour guides increasing the potential for intervention on the public visiting cultural 
sites. The virtual agent, in fact, simulates social signals through computational control of ges-
tures and prosody according to a mathematical model based on the behavior of operators 
specialized in the communication of cultural contents.
The base knowledge has therefore been structured in order to build a model that allows to 
compose a not default and potentially adaptable to the type of interlocutor oral presentation.
The achievement of the goal was pursued through the semantic association of the whole 
corpus of information to the geometric entities of the spatial model, that are digital clone of 
the real good to which the enhancement is addressed. The annotation of 3D representations 
made it possible to link the presentation to the automatic selection of the auxiliary material 
and to query it with a natural language dialogue system, in which the information is spatialized.
As disclosed here, attention is focused on those investigative activities related to the inter-
connections gained between the disciplinary of representation and survey and the domain 
of computer science, related to each other and put at the service of the development of AI 
applications in augmented and virtual reality environments.
Since this background, the specific research investigated the theoretical and methodological 
issues related to the geometric and semantic manipulation of digital representations of ar-
chitectures or rather, on one hand, those of a terminological–significant nature and, on the 
other, the ones of geometric–formal matrix. The first ones involve the process of meaning 
assigning to spatial forms, the latter concern both the processes of “construction” of the dig-
ital clone and the method by which recognizing on it the geometric boundary of semantic 
concepts. In addition, the considered segmentation approaches have been strictly aimed at 
storing content in an AI–questionable system, made able to disseminate information in digi-
tal settings that can be experienced through AR/VR technologies. This last aspect involved a 
reflection upon the most appropriate ways of graphic simplification of the elements of the 
heritage in order to make their vision fluid in a system of virtual use without losing neither 
the realistic rendering nor the understanding of the contents.

Representation for Semantic Structuring and Knowledge Formalization
  
The first phase of the study involved the realization of the digital virtual scene, to be seman-
tically annotated, for subsequent use by the AI.
For the three case studies of the project, the charterhouse of San Martino in Naples, the San 
Lorenzo one in Padula and the San Giacomo one in Capri, important campaigns have been 
carried out. These have seen the integration of passive and active optical sensors in order to 
achieve accurate, precise and photorealistic three–dimensional models, returning both of the 
overall morphology of the different convents and the complexity of the decorative details 
of the interiors. 
Starting from the integrated range–based acquisition of morpho–metric data, point clouds 
were modeled with classic triangulation algorithms and subsequent texture projection. The 
models obtained from the multi scalar survey were then developed for rendering in intensive 
3D application development environments, initially subjecting them to a process of selective 
decimation of the level of detail to make their vision fluid and then subjecting them to a pro-
cess of texture baking to not lose their realistic output or the understanding of the contents.
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To link 3D models to the AI, annotations have been added or rather questionable metadata 
that encodes the knowledge of domain experts independently of applications.
In relation to domain vocabulary, the art and architecture thesaurus that is a standard of the 
architecture world formalized by the Getty Institute as Linked Open Data, was chosen in a 
format designed for compatibility with triple RDF, a flexible and extensible graph structure.
The AAT has allowed to solve lexical ambiguities and to be used as a link between 
different data sources to allow AI to efficiently cross–check information, such as coming 
from Wikidata.
In order to associate semantic concepts with the corresponding spatial forms, a method 
that uses the correspondence between 2D/3D space, coding the annotation in the form 
of maps has been developed. In particular, once analysed the 3D twin and identified the 
semantic concepts found in it, these were searched in the Getty thesaurus to recognize its 
unique id code in the domain. Subsequently, for each significant and present in the model 
term of the is realized a monochrome map in which white indicates the polygons detected 
for the given concept and black does not show any relevance. The map is applied to the dig-
ital representation as well as a texture. In this way the information related to the process of 
attribution of meaning to spatial forms is translated into a purely visual image [Cera 2018].
The possibility of using a grey scale allows to refine the quality of information where the 
gradations have different percentages of relevance. So, this method makes it possible to 
consider semantic maps produced by multiple domain experts obtaining a final map of their 
degree of agreement, calculating the average values for each UV coordinate (fig.1).

Fig. 1. Semantic maps 
produced by different 
annotators for the 
concept of capital. 
Calculation of the degree 
of agreement with its 
final map.

The innovative thing of coding and using semantic maps lies in allowing to manage anno-
tation margin of error, which is almost always ignored in the usual processes of semantic 
segmentation of digital representations. The margin of error of domain experts is, on the 
contrary, a substantial element in the knowledge process where it provides knowledge and 
complex cognitive mechanisms. For example, using this procedure, the margin of error due 
to the annotator’s background, is not only recorded but also turned into a resource. 
Machine learning approaches, in fact, are based on statistical models that, in this case, should 
model the probability of each geometric element belonging to a given category. Discretizing, in 
representation, is equivalent to removing information from the data on which the model is build, 
thus imposing a ‘filtered’ view to the algorithm, which has no way of modelling the existence 
of concepts which, for example, fade into each other or whose definition depends on multiple 
factors, such as the specialization of the domain expert in charge of the annotation, the aim of 
segmentation, the support on which the recognition process is implemented, etc. [Cera 2019].
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From Survey to Development of Artificial Intelligence

The semantic maps gathered with AAT codes, make the information contained in the map 
cross–referenced with that contained in the other resources annotated such as in the texts, 
in the AAT itself and in other LODs.
To make access to information fast and efficient for interactive applications that use real–
time 3D material, knowledge has been depicted within a graph database [Webber 2012], 
which drastically reduces latency due to querying online resources, for example in RDF 
format. This allows to quickly cross–check information from different sources and compare 
it to adequately support the application.
Within a set of reference texts, the same concepts, described in geometry by semantic 
maps have been identified and annotated. In this way, you can associate, with the text that 
describes a resource, the geometry to which it refers independently of the application, 
making the material highly reusable for different purposes. 
One of the possible applications achievable with the type of annotated material is the de-
velopment of conversational virtual agents placed in an environment about which they have 
sufficient knowledge to interact with them. To study the behavior that these agents should 
take, a corpus [Origlia 2018] of 12 hours of audiovisual material was collected to document 
the behavior of art historians who illustrate the environments of the charterhouse di San 
Martino to small groups of visitors.
A linguistic and psychological annotation system has been created to cross–check the various 
levels of communication through which an experienced human transmits cultural content. 
In the laboratory, motion capture data was collected to map human movements to 3D 
avatars. The logic of managing the gestures of the virtual agent has been defined as follows: 
at each frame, the system calculates the position to be assumed on the basis of a series of 
animations that are combined according to a series of parameters. As far as the gestures 
of the arms are concerned, there is a dedicated state machine which places the agent in 
a ‘neutral’ position. When an externally produced signal arrives, which corresponds to the 
start of an audio containing a synthetic voice, the agent switches to ‘talking’ mode. During 
speaking mode, an external system may require highlighting concepts with varying degrees 
of ‘strength’ or pointing in a certain direction. Since the location of the virtual agent is known, 
the only information you need to control its gestures is the location of the target.
Using the centroid of the mass of points labeled with a certain concept, for example “al-
tare maggiore” imagining that the virtual agent is placed in the church of San Martino, it is 
possible to calculate the angle between the virtual agent and the concept that you want to 
point, thus providing the animation control system with the missing information to produce 
coherent dectic gestures. 
The processing pipeline that allows an AI to interact is made of several modules.
First of all, a specially trained neural network transcribes audio containing a user’s voice. 
From this transcription, an ‘intent’ is extracted, that is the abstract intention of the speaker 
and any parameters that detail the request. Based on intent and parameters, a graph data-
base query is produced to extract the content needed to fulfill a request. The sentence to 
be synthesized is then passed to a second neural network that synthesizes the audio and 
produces the accompanying information, such as the phonetic annotation of the audio file, 
to allow the control of lipsync, and the indication of the temporal position of the expressed 
concepts, to control the gestures of the deictics. Based on this information, an interaction 
management engine delivers the presentation in real time.

Results

The research developed as part of the CHROME project provided an opportunity to 
investigate the increasingly structured interconnections between the field of representation 
and survey and the themes of information technology. In particular, the paper analysed the role 
that the specification of architectural survey and the forms of drawing play in the development 
of AI applications tested in the dissemination of cultural contents related to some architectural 
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Fig. 2. The original 
FANTASIA architecture. 
An updated version was 
used in this work.

heritage of Campania. Validated on the case studies of the three charterhouses, the project 
developed a method of collection, analysis and dissemination of spatialized information 
resources around three–dimensional architectural models, used in digital environments whose 
presentation is entrusted to virtual agents modelled on human behavior.
CHROME’s system architecture is designed to be generalized in a framework called FAN-
TASIA [Origlia 2019] for developing conversational virtual agents that can be applied in any 
museum environment and therefore replicable (fig.2). The architecture uses graph databas-
es to link data from different sources such as LOD, three–dimensional models, or other. It 
enables the use of modern peripheral devices and third–party services for capturing and 
analyzing input signals and integrates probabilistic decision–making systems for controlling 
interaction in 3D environments.

Notes

[1] The PI of the Italian PRIN project CHROME #B52F15000450001 is prof. F. Cutugno. The architecture unit was coordinated 
by profs. M. Campi and A. di Luggo. Arch. D. Iovane worked on architectural data acquisition together with arch. V. Cera who 
developed the research on semantics. Dr. A. Origlia worked on the A.I. development.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

Starting from a multi–scalar and multi–dimensional survey, most interdisciplinary researches, based 
on representation, are becoming a tool for dialogue between the new trends of Artificial Intelligence 
(AI) and the most compelling needs of our CH. The approach here proposed stems from the desire 
to understand how much of the skills useful in architecture analysing and modelling can be made 
available to the “machine”, with the goal to accelerate cognitive or management processes. Some 
HBIM models, as an existing digital heritage, were used to obtain the semantic intelligence. From this 
specialised intelligence comes a cyclical path which, through AI, transforms this knowledge into new 
forms of collective intelligence, at the service of the heritage. The paper presents a research that 
brings very promising results for the segmentation of point clouds and the facilitation of ScanToHBIM 
approaches, made possible by the large amount of data acquired on the Ducal Palace of Urbino.
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semantic segmentation, AI, intelligent models, HBIM, collective intelligence.
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Introduction

The Digital Cultural Heritage (DCH) stands today as a cornerstone in the processes of 
Built and Museum Heritage management and knowledge but also in its conservation. Start-
ing from the current practices of multi–scalar and multi–dimensional survey, ranging from 
landscape and monumental heritage to artworks, the interdisciplinary research, based on 
representation, is becoming a tool for dialogue between the new trends of Artificial Intelli-
gence (AI) and the most compelling needs of our heritage. 
In the field of CH, AI applications are dealing with both enabling new forms of digital data 
management, both generating digital assets from existing ones, with a surprising capacity of 
mimesis. However, a theoretical debate on the implications of AI in the context of Digital 
Humanities and Computational Modelling is still lacking.
The approach here proposed stems from the desire to understand how much of the 
skills useful in architecture analysing and modelling, inherent to the drawing discipline, can 
be made available to the ‘machine’, with the goal to accelerate cognitive or management 
processes with regard to the built heritage. Some HBIM models, considered as an existing 
digital heritage, were used to obtain the semantic intelligence. From this specialised intelli-
gence comes a cyclical path which, through AI, transforms this knowledge into new forms of 
collective intelligence, at the service of the heritage.
The work is part of a broader strand of research in DCH by UNIVPM, now significantly 
developed in the strategic University project CIVITAS which addresses several challenges 
related to museums and the historical buildings.

State of the Art

The architectural heritage documentation is based on point clouds, with accurate discrete data-
bases. However, in order to become effective, they need an informed and structured representa-
tion, mandatory based on semantic subdivision. For this reason, point clouds are often used, 
within BIM software, as a starting point for building parametric 3D, which incorporates semantic 
information and where architectural elements are identified and enriched with non–geometric 
information. This process, namely ScanToBIM, is costly and requires skilled operators.
The SACHER project obtained interesting BIM–independent results in the use of segment-
ed 3D data [Bertacchi et al. 2018, pp. 283-288], while the INCEPTION projects [Iadanza 
et al. 2019, pp. 381-388] and the BIM3DSG platform [Rechichi et al. 2016, pp. 703-710] 
achieved to interoperate and manage knowledge outside BIM platforms. 
The need to automate, at least partially, the ScanToBIM process is largely agreed, certainly 
not in order to diminish the designer’s knowledge but to make the whole process more 
agile focusing on new research challenges. Mainly the backbone is to make models more 
intelligent and aware of their nature.
An important step is the semantic segmentation, facilitating the identification of different 
types of architectural elements in the point clouds. It implies classifying each point to a par-
ticular type of object (e.g. wall, roof, column, vault, etc.). While Machine and Deep Learning 
techniques are spreading in every field, even at the basis of ‘popular’ applications with images 
labelling, point clouds make the task much more complex, especially when point clouds per-
tain to historical architecture. Machine Learning is also giving satisfactory results for datasets 
with different accuracies and hierarchical procedures [Teruggi et al. 2020, p. 2598]. To date 
deep learning is particularly challenging for classical architecture, due to the complexity of 
shapes and the limited repeatability of elements, making it difficult to define common pat-
terns within the same class of elements [Pierdicca et al. 2020].

The CIVITAS Project and Multi–Scalar Acquisition in the Ducal Palace at Urbino 

The paper presents a research that brings very promising results for the segmentation of 
point clouds and the facilitation of ScanToHBIM approaches, made possible by the large 
amount of data acquired on the Ducal Palace of Urbino and the collection of the National 
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Gallery of the Marche region. The digitisation phase of the building and museum artefacts 
is a fundamental step of the CIVITAS project, as detailed in [Clini et al. 2020, pp.194-228]. 
One of the challenges, in particular, is the optimisation of data management dealing with 
HBIM exploiting Linked Data, Semantic Web and Artificial Intelligence technologies, in order 
to perform new workflow starting from reality–based informed models. 
The acquisitions implemented for the Ducal Palace of Urbino were based on a multi–scale 
approach, as highlighted in [Nespeca 2018, pp. 1-14]: they tested various types of instru-
mental acquisition and defined the most appropriate levels of detail for the various forms 
of representation and features of the building. All the interior rooms and courtyards, but 
also the exterior of the building, were digitised with TLS, merged on a general 3D model 
acquired with Mobile Mapping and assisted by a campaign of spherical panoramas. 
For many paintings and sculptures of the collection and for the Duke’s Studiolo, dedicated 
photogrammetric acquisitions were deployed (fig. 1), to complete the set of acquisitions. 
In this way, a comprehensive three–dimensional mapping was conducted, which forms the 
basis for any scientifically based action in the process of digital transformation of museums.

Semantic Segmentation by Deep Learning Approach 

The point clouds, with the various gathered accuracies (fig. 2), constitute a high–quality 
morphometric model, but the nature and pertinence of the single points to the different 
components of the architecture is inferred by humans. Till recently the subdivision of point 
clouds was mostly based on algorithmic or manual approaches, now the possibilities granted 
by neural networks lead to exploit them to recognise points and assign them a semantics 
consistent with the rules of the architecture. 
The identification of classes, which also has theoretical implications of great interest, has 
proved to be fundamental in the methodology. Following an analysis of coherence with the 
existing and consolidated thesauri and considering the historical period, its morphologi-
cal–formal language and the features of the acquired data, a first level scale of the semantic 
hierarchy was defined (fig. 3).
The state of preservation of the building gives reason to expect very good correspond-
ences with ‘ideal’ forms. The subsampling required to perform several tests and in several 
epochs, with an average computational capacity, also led to the choice of working on the 
most general level of the main architectural members.
A bottleneck in Deep Learning approaches applied to CH is the absence of sufficiently large 
annotated data sets that can allow the training of the networks. Thus, the approach took 
advantage of many previous models developed with semantic structuring features: from the 
Palladio Library villa models developed in 2012 to the most recent HBIM models (Ferretti 
Palace, Santa Maria of Portonovo and Ducal Palace). In addition, parametric models present 

Fig. 1. Outputs of SfM 
surveys: bas relief by 
Francesco di Giorgio 
Martini and Duke’s 
Studiolo
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on the web were used and appropriately selected, as well as the HBIM core of the Honour 
Courtyard of Laurana.  This allowed the generation of a sufficiently large data set of synthet-
ic clouds to train the neural network. This phase therefore places drawing knowledge at the 
centre and the intelligence present in the models is regenerated and acquires new life and 
unexpected opportunities for value.
All the chosen models had the common characteristic of being organised according to a 
shapes grammar in which the constituent ontologies of the architectures had been analysed 
and studied.  In the models, the classes were also consistent with those of the point clouds 
that were to be segmented, both in terms of formal qualities and hierarchical articulation. 
All models were stored in the various formats (.rvt, .3dm, .kmz) and archived in a file format 
that incorporated the taxonomy by naming the layers. This enabled the export in .obj for-
mat and the subsequent creation of semantically structured synthetic point clouds.
At this point, the workflow for the Deep Learning approach foresees firstly the training of 
the neural network, i.e. its training, and then the experimentation on a never observed da-
taset. The DGCNN network was chosen, which is based on the EdgeConv operation, and 
also a refinement of it RaDGCNN, as better detailed in [Morbidoni et al. 2020a; 2020b].
Two experiments were performed on two different case studies: in the first one, we used 
the TLS point cloud of the courtyard of the Ducal Palace of Urbino to evaluate the trained 
models, trying to identify 8 different classes of architectural elements. For consistency, the 
synthetic point cloud derived from the HBIM model of the Ducal Palace of Urbino was 
removed from our training set.
In the second experiment we evaluated the models trained on the TLS point cloud of Fer-
retti Palace. In this case we removed the BIM model from the training set. Since two of the 
selected architectural element classes (column and pillar) are not present in the building, in 
this case we try to recognise the remaining 6 classes.
The results, reported here in qualitative form (fig. 4), allow us to conclude so far that the 
use of synthetic data can be effective in the automatic segmentation of TLS point clouds. 
Of course, this is only a first step and an encouraging scenario to be explored and analysed 
with other applications to support the ScanToBIM process of historic buildings.
 
Conclusions

In this article, a method, still in the process of being perfected, oriented towards the instruc-
tion of artificial intelligence for the segmentation of point clouds has been described: that 
is, an attempt has been made to improve the discernment capacities of neural networks, 
helping them with a form of collective intelligence built from the disciplinary foundations of 
design. These results in themselves constitute an interesting and novel approach, especially if 
we consider the potential for use and re–use of existing models, generated over the last 40 
years or more, in terms of interoperability and sustainability of digitisation; but also in terms 
of formulating the axiom of digital heritage in itself, not as a mere copy.

Fig. 2. Point clouds of the 
Ducal Palace at Urbino.

Fig. 3. Identification of 
classes in the taxonomy 
about the Honour 
Courtyard of Ducal 
Palace.
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Another interesting food for thought comes from the essay [Clivaz 2020, pp. 67-73] in which 
Robert Wachal’s 1971 text is recalled. He raises what he sees as the main problem of the hu-
manistic approach to computer science: to hope that the time will soon come when human-
ists will start asking new questions, also referring to artificial intelligence. Clivaz, too, emphasises 
that his ‘personal vision’ is an open appeal worthy of the attention of scholars today. So, also for 
us, CH experts, it is perhaps time to turn the telescope upside down: to start asking artificial 
intelligence new questions, the questions posed with increasing urgency by a fragile heritage.

Fig. 4. Qualitative results 
about the segmentation 
of point clouds for the 
Ducal Palace. 
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

A methodology for the automated delineation of brick masonries from images to a vector repre-
sentation is discussed in this paper. Python environment is chosen for the coding activity in order to 
provide automation to the process. Edge detection and vector delineation of brick joints are followed 
by a phase of brick clustering for masonry classification. The implementation of the process is tested 
on a video sequence to simulate an augmented reality application for masonry detection.  
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masonry delineation, Canny algorithm, AR, digital survey.
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Introduction

Parametric and algorithmic modeling are constantly becoming increasingly useful tools for 
the automation of processes destined, among other things, to the management and use of 
cultural heritage, in particular taking into account the digital evolution that the tools for its 
recovery and restoration have had, opening up to the implementation of techniques such as 
machine learning and augmented reality. Particularly in the Italian context, in fact, it is known 
how vast is the heritage worthy of attention for its redevelopment and restoration, both for 
historical buildings and for modernist buildings that also have valuable characteristics. Clearly, 
it is in this direction that the new frontiers of digital surveying are evolving by the possibility 
of describing the artifacts through their “digital twins” and by their direct use rather than for 
the realization of classic technical drawings. 
Digital survey is often indicated as a starting point for the creation of structured data 
models. In fact, nowadays their use in reverse engineering processes is stable, but still partly 
subject to manual modeling (according to the interpretation of a human being). 
In this spirit of participation in the automation of such processes, we are working on auto-
mated workflows for the digitization and interactive use of historical and cultural heritage 
that exploit machine learning applications to obtain cognitive feedback in real time from the 
architectural artefact. To this end, augmented reality applications, running on handheld de-
vices used as virtual reality interfaces, can mimic the human presence in space and provide 
a computer–generated model, in a virtual space, modeled on the real context, with which 
the users can interact.
The research in progress, taking advantage of an approach specifically base on scripting, 
concerns the digitization of masonry, a so often required specification that could be very 
complex to reach as automatic outcome, especially in historic buildings where different 
construction techniques can be implemented, to extract adequate information to classify 
and model the underlying structure (fig. 1).

Fig. 1. Real cases of 
exposed masonry: 
Cellammare Palace 
(on the left) and the 
‘Sferisterio’ in Fuorigrotta 
(on the right) in Naples.

The delineation based on images or video streams of the masonry, in particular, is centered 
on “edge detection” to identify the key areas of the masonry structure: firstly, the regions 
where the joints between the bricks are located. This is a fundamental step for the masonry 
morphology classification process as it allows the segmentation of single bricks.
To obtain a vector representation of the masonry, in order to achieve a referred 3D mod-
eling, it is crucial to define horizontal and vertical joints between the bricks, detected and 
delineated from the contours. These operations are pointed to find the intersection points 
between the lines in order to outline the contours of each brick and, then, to evaluate 
the area of each closed boundary used to classify and reconstruct the masonry structure. 
Machine learning techniques come into play in this classification phase and in particular, an 
approach based on data clustering is implemented for the recognition of bricks with faces 
of different dimensions exposed. The methodological approach is described below. 
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The ability to carry out this operation in real time and in an unsupervised way opens up 
the integration of the model thus obtained with augmented reality systems. Multi–channel-
ing through the use of augmented reality thus finds an interesting development path with 
high added value since the quality and quantity of data acquired and processed to support 
the interaction enrich the experience of interaction with the monument by placing it in an 
ideal context: real–time feedback of the architecture. The fundamental innovation, in fact, 
regardless of the scale dimensions of the displays (tablets, smartphones) is the activation of 
the development of an integrated interaction project which, by exploiting augmented reality, 
enhances communication and knowledge, managing to simplify and make the interaction 
with architecture more complete and engaging, raising the level of attention (fig. 2).

Methodology

What we would describe here is a workflow for automatic detection and modeling of pe-
riodic walls. We started by considering how to apply parametric and algorithmic modeling 
in such automation processes used to take.
The possibility in objective processes that allow automatically to pass from the point cloud 
to parametric models is still very rare, for example in Building Information Modeling ap-
proaches, for which the possibility of identifying, for example, openings or automatically 
segmenting building components is still an arduous challenge. Or, for example, in the models 
intended for the detailed analysis of its parts (for example FEM analysis), of those character-
istics that make up the individual construction components.
Starting from simulated data but corresponding to possible applications starting from real 
data, the process leads to the production of solid models of brick walls. The theoretical 
approach aims to be applied in several city models applications. Procedural city modeling 
ranges from the digital reconstruction of entire neighborhoods to the production of single 
building models [Zhu et al. 2016]. From the analysis of available studies on digital reconstruc-
tion of urban areas using algorithmic procedures [Musialski et al. 2013] and automated as–
built modeling [Patraucean et al. 2015] our modeling approach can be evaluated with these 
methods. The usage of images and point clouds for the recognition and modeling of archi-
tectural features are of great interest and in continuous development. The automation of 
this parametric architecture modeling process from on–site survey materials is also a very 
active field in scientific research today [Czerniawski and Leite 2020]. However, differently by 
standardized situations, the morphology of building walls can be very complex, especially in 
historic buildings, but several techniques can be implemented to extract adequate informa-
tion to classify and model the underlying structure. The image–based delineation of mason-
ry, in particular, relies on edge detection to identify key areas of the masonry structure: first, 

Fig. 2. Layout of the 
proposed workflow.
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the regions where the gaps between the bricks are located. This is a fundamental step for 
the masonry morphology classification process as it allows the segmentation of single bricks, 
but the subsequent 3D modeling phase also requires an investigation as it allows to obtain 
a full reconstruction of the asset [D’Agostino & Minelli 2020].
Moreover, this work focuses on the automatic detection of masonry from images and its 
interaction in AR applications. To answer to the goal of optimization of the ongoing inves-
tigation in this connection between AR acquiring process and a future–proof real time 
processing, with the need to test several outcomes, an image–based approach to vectoriza-
tion of wall textures characterized by horizontal rows is delineated and tested on different 
masonry samples. The programming language Python is selected, for its flexibility and effec-
tiveness for code writing activities in order to achieve process automation, for the coding 
activities to achieve the automation of the process.
The work specifically aims to digitally reconstruct the masonry walls based exclusively on 
rectified images. As anticipated, the approach proposed first seeks to achieve a vector 
representation of each brick in respect of the real masonry texture. The second purpose, 
rarely addressed in the literature before, is to create an interactive delineation of masonry 
on the basis of the current arrangement of the bricks. The approach tries to be effective on 
masonry made by bricks of a single size. 
Segmentation and three–dimensionality for the reconstruction of the individual bricks is 
tested on several images of masonry to verify the consistency of the proposed workflow 
to the unpredictable conditions that can occur when dealing with real masonry. The RGB 
source images are transformed into the HSV color representation in the Canny algorithm 
for the first brick edge detection. The binary image of the edges is used to extract the con-
tours of the brick. In order to obtain a vector representation of the masonry, the UV coor-
dinates of the edges of the horizontal brick joints are first detected and delineated by the 
contours. The vertical joints are detected in a second step and added to the previous one, 
respecting the height of each row of bricks. The intersection points between the lines allow 
to outline the contours of each brick. The area value of each closed contour is calculated to 
classify and reconstruct the masonry structure. 
Mean Shift algorithm is used to sort the outlines of the front bricks by the outlines of 
the side facing ones. The quantity of clusters detected and the number of occurrences of 
front and side bricks allows to classify each masonry analyzed in one of the 3 categories 
investigated in this work (fig. 3). Finally, a reconstruction of the 3D mesh of the masonry is 
performed and the geometric model is saved in a DXF file.
A data clustering approach is implemented for recognizing bricks with faces of different sizes 
exposed. The Mean Shift clustering algorithm is then used to separate the oriented bricks with 
the front face in view from the side ones, based on the area value of their respective bound-
aries. The front facing bricks, in fact, show a lower value of the boundary area, while the side 
facing bricks are characterized by a greater value of the boundary area. Choosing the Mean 

Fig. 3. The masonry 
classification process: 
brick face occurences 
detection to define the 
wall textures.
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Shift clustering algorithm relies on its ability to directly estimate the number of clusters from 
the dataset. In fact, other clustering algorithms require the user to manually specify the cluster 
number file to search for in the dataset. The masonry investigated in this study, however, range 
from types in which a single cluster of bricks is found to types in which two clusters occur.
Deepening the possibility to join AR visual acquisition with the described workflow, we 
propose that the vectorization of walls’ joints could pass for their identification directly on 
visual flows. So, the approach studied for raster images is applied to video sequences in 
order to allow a real time detection and vectorization of the masonry. An augmented reality 
application is therefore simulated on a video stream, acquired in real circumstances (fig. in 
cover page). An effective delineation of horizontal rows is obtained with robust outcomes 
on several frames of the video stream. This opens to the complete vectorization of the 
masonry in real time, that will be addressed in future studies.

Conclusions

Multi–channeling through the use of augmented reality thus finds an interesting develop-
ment path with high added value because the quality and quantity of data designed to sup-
port the interaction enrich the experience by placing it in an ideal context: when needed 
and to whom really need.
The fundamental issue, in fact, is not so many the scale dimensions of the displays (mega–
screen, tablet, installation, smartphone) that make the difference, as the development of an 
integrated communication project which, by exploiting augmented reality, enhances com-
munication by managing to simplify and make the interaction more complete and engaging, 
raising the level of attention.
Segmentation and three–dimensionality applied in wall digitation is tested on a video of the 
masonry to verify the consistency of the proposed workflow to the unpredictable condi-
tions that can occur when dealing with real masonry.
The results obtained in the study can be applied in architecture surveys and fruition application 
to establish a direct connection between the captured image and the reconstructed geometry. 
Practical applications of this procedure can also be found in the automated BIM modeling 
process for 3D reconstruction of buildings from survey material and in the automated FEM 
modeling of masonry structures, as it can provide a detailed model of masonry morphology.
Future work should consist of further experimentation on different and more complex ma-
sonry structures to obtain results of wider applicability. The masonry classification, already 
attained with images, should be also tested on video sequences. 
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

Digital Architectural Representations represent the most fruitful field of research of the last decade. 
Digital technologies and the use of internet in architectural representation shows how 3D visualization 
combined with storytelling can help to spread scientific knowledge over the web. These new technol-
ogies also affect the way of thinking 3D models, how to design them and how to build their related 
knowledge with the purpose of future reuse of information and data.
The paper is focused on the analysis of current methodologies and workflows for data modelling in 
Architecture to better understand the potential of using standards in the 3D modelling sector with a 
focus on cultural and architectural heritage. 
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The Complexity of Digital Architectural Representations

Since the ‘90s of the last century, with the advent of computers, information technologies 
and computer–aided design (CAD) systems have seen the beginning of the use of digital 
models in archaeology and architecture [Boccon–Gibod, Golvin 1990; Frischer 2006; 
Reilly 1991]. The use of these three–dimensional models, which I like to define as digital 
representations of architecture, poses nowadays, unlike in the past, some questions about 
the meaning and the scientific value [Borra 2004; Borghini, Carlani 2011; Dell’Unto et al. 
2013] that they assume for diverse target audiences.
In the field of architectural heritage and more specifically in the field of virtual 
reconstructions, starting from historical documentation, it seems evident that alongside 
geometric modelling, the presence of diverse data and documents prefigure the need 
for the definition on an informative model that should assist the geometric modelling 
and that should make explicit the series of processes related to the critical interpretation 
of data and information available [McCurdy 2010; Apollonio, Giovannini 2015; Brunke 
2017]. Different interpretative and cognitive processes can be considered similar to 
algorithms “a procedure used to return a solution to a question through a set of well–
defined instructions” [Tedeschi, Andreani 2014]. The difference from the mathematical 
algorithm definition is that, in this case, the set of instructions are generally not stated 
and that the interpretative algorithm can generate several outputs (diverse hypothetical 
reconstructions) starting from the same series of input (knowledge available).
A Three–dimensional model became then, a digital architectural representation of the 
n digital representations that can be generated by human processes of interpretation. 
Analyzing the type of input of the three–dimensional reconstruction process, we can see 
how these interpretative processes are linked to the qualitative and quantitative values of 
the available documentation. This type of data and information support both geometric 
and informative modelling, considered as two indivisible and inter–related components 
of the same process. An example of that is the common practice of using the semantic 
architectural structure to digitally create the parts of a 3D model according to logics 
proper of the architectural field and to use digital architectural elements as reference 
objects to connect additional information [De Luca 2013; Giovannini 2017; Quattrini, 
Battini, Mammoli 2018].  A digital architectural representation can be, then, considered as 
a visual and graphical expression of an interpretative activity and a constitutive element 
of knowledge production. This assumption is valid not only for 3D models but also for 
all human objects of production that can be manuscripts, sketches, drawings, maquettes, 
etc. These pre–existing data can then be used for information modelling and three–
dimensional modelling enriching diverse Levels of Knowledge (LoK). 

Knowledge Representation in Architecture 

Applications of Artificial Intelligence (AI) to Cultural Heritage (CH) have been developed 
with a varying fortune to produce innovative tools for documenting, managing, and visiting 
cultural heritage. From the representation of cultural history, digital semantic archives, 
tools to support visitor’s interpretation, augmented reality and robotics, the application of 
AI has been applied to the whole humanistic area. In the Architectural Heritage field, AI 
is commonly used for storytelling, restoration analysis and 3D model classification. AI is 
also used to develop ontologies [1] to allow computers to perform automated reasoning 
about data and information all over the world. Software Engineering, on the other hand, 
started to use conceptual modelling as a representation of a system to describe concepts.  
Tools for designing and creation of online visualization of data, according to the rules that 
govern the web in the past, and more recently the semantic–web cannot avoid the use 
of Information modelling to manage and structure data and information. In the case of 
digital architectural representations, the text analysis and the source where architecture 
is represented in a bi–dimensional way are enriched by three–dimensional information 
derived from the digital acquisition or three–dimensional modelling. The recent need 
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for interoperable processes that characterize most of the research on documentation 
and representation of architectural heritage has emphasized the occurrence of various 
approaches. Some studies analyze conceptual modelling to define and reorganize the 
information and material available for the comprehensive use of a digital asset. The theme 
of processes in digital modelling is useful to trace choices, decisions on three–dimensional 
models using visualization codes [De Kramer 2020; Giovannini 2020;  Apollonio, Gaiani, 
Sun 2013]. Declaring the accuracy or reliability of 3D models [Apollonio et al. 2017; 
Bianchini, Nicastro 2018] including those obtained using tools and algorithms (for 
example in the case of digital survey or photogrammetric acquisition) is a practice 
mostly used in approaches for geomatics and Building Information Modelling applied 
to Heritage (H–BIM) [Maiezza 2019; Garagnani 2013; Quattrini, Pierdicca, Morbidoni  
2017]. Resource–based 3D modelling considered as interpretative process, differs from 
digital acquisition where reality–based data can be considered as formal derivation of the 
original object. Both modelling processes are in relation since the 3D reality–based data, 
if present, affects the modelling and validation process of the derived resource–based 
model. Standards and models for information modelling including conceptual ones have 
long been in use in the cultural heritage sector : the CIDOC Conceptual Reference Model 
(CRM) standard [2], the ISO 21127:2014 also known as CIDOC–CRM , often associated 
with the controlled vocabulary of the Getty Institute (AAT) [3], is the most used ones. 
Recent trends demonstrate that ontologies and conceptual models are not that different, 

Fig. 1. Conceptual data 
modelling overview. 
On the top, conceptual 
modelling of H–BIM 
object classes using 
CRMba extension. On 
the top–right, resource–
based modelling 
processes using CHARM 
model. On the bottom–
right a conceptual model 
for the reality–based 
3D modelling process 
using CRMdig extension. 
On the left, conceptual 
representation of 
knowledge in the 
Architectural field.

and that combined can allow standardising the documentation of cultural heritage. In 
the archaeological field the Cultural Heritage Abstract Reference Model (CHARM) 
[4] is an ontology for cultural heritage expressed in Conceptual Modelling Language 
(ConML) [Gonzalez–Perez et al. 2012]. The Extended Matrix (EM) [5] is a visual language 
of knowledge representation in the field of virtual reconstructions with a stratigraphic 
approach [Demetrescu 2015]. In the architecture, engineering and construction (AEC) 
industry, the reference standard is the Industry Foundation Classes (IFC) data model [6], 
a metadata schema capable of describing architectural semantics and making Building 
Information Modelling (BIM) models interoperable between different software solutions.
The IFC guarantees the management of geometry but it does not allow the addition of 
customized information outside the context of the construction industry. Nevertheless, 
some emerging research proposes an IFC classification for architectural heritage asset 
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[Diara, Rinaudo 2020] or an architectural heritage semantic 3D documentation for 
the reusability of 3D city models [Noardo 2018]. To establish a dialogue between the 
architectural field and the cultural heritage assets a recent study proposes a conceptual 
model based on the CIDOC–CRM standard to describe a building in its parts, as encoded 
by a BIM software using the CIDOC–CRMba extension [7], developed to describe built 
archaeology [Parisi, Lo Turco, Giovannini 2019]. With that model, it was possible to 
describe the morphological elements that characterize a building but it fails in describing 
the link between the geometric parts and their spatial coordinates. The conclusion was 
partially acceptable if we think that the CIDOC–CRM was born to describe assets about 
museum collections and not about architecture.

Conclusions 

Considering the diverse research conducted, the possibility of creating conceptual 
models capable of managing three–dimensional data and descriptive metadata on the 
documentation of architectural heritage is still missing. The CRM–dig [8], a CIDOC–
CRM extension, is a model capable to manage the complexity of the reality–based data 
acquisition, but it does not clarify and explain the relationships between the source used, 
the data extracted from it and its use for geometrical modelling.  The IFC, on the other 
hand, can be used to describe geometric information of BIM or H–BIM models.  The 
challenge is to create an efficient data model that allows semantic traceability of data. 
A novel semantic organization of data is necessary for the development, of platforms, 
analysis tools and algorithms able to manage structured data, make queries for different 
purposes in complementary disciplinary domains emphasising their combined potential.  
There is a need for a common conceptual model that reflects the complexity of the three–
dimensional modelling process. Conceptual modelling should focus on the representation 
of architecture in all its forms (drawings, surveys, digital models) and should represent 
both digital and physical properties. A conceptual reference model for the digital 
representation of architecture (fig. 1) should first identify the architectural evidence, built, 
or only represented ones, the parts of which it can be composed and how these can be 
digitally represented. The knowledge about an architectural asset is also composed of a 
set of resources that also need to be digitized and that contribute to the creation of the 
“architectural” digital asset. Then the relationship between digitized resources and three–
dimensional modelling can take place by mapping diverse interpretative and modelling 
processes creating different levels of knowledge. The knowledge produced, can then be 
used by digital tools able to read the conceptual grammar of the asset: an information 
system in which three–dimensional models and historical documentation is collected 
and organized. To reuse data, data models are necessary and even if they do not follow 
standards, they must at least be stated because this is how computational technologies 
and machine can see the human world.

Notes

[1] Ontology is the theory and the Information Model is the application. Information modelling is here intended as “a 
representation of concepts, relationships, constraints, rules, and operations to specify data semantics for a chosen domain 
of discourse. The advantage of using an information model is that it can provide sharable, stable, and organized structure of 
information requirements for the domain context.” [Lee 1999]

[2] The CIDOC Conceptual Reference Model (CRM). http://www.cidoc-crm.org/ (March 2021)

[3] Art & Architecture Thesaurus (AAT) – Getty Research Institute. https://www.getty.edu/research/tools/vocabularies/aat/ (March 
2021)

[4] Cultural Heritage Abstract Reference Model (CHARM) – INCIPIT, CSIC. www.charminfo.org (March 2021)

[5] The Extended Matrix formal language for virtual reconstruction processes. http://osiris.itabc.cnr.it/extendedmatrix/ (March 2021)

[6] Industry Foundation Classes. https://www.buildingsmart.org/standards/bsi-standards/industry-foundation-classes/ (March 2021)

[7] An extension of CIDOC CRM to support buildings archaeology documentation. http://www.cidoc-crm.org/crmba/ (March 2021)

[8] An extension of CIDOC CRM to encode “provenance” of digitization products. http://www.cidoc-crm.org/crmdig/ (March 2021)
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The paper presents an innovative approach to support survey methods by applying AI algorithms 
to improve the accuracy of point clouds generated from UAV imagery. The work analyses different 
photogrammetric accuracy parameters in a first step, such as reprojection error and the intersection 
angle between homologous rays, verifying that a single parameter is enough to evaluate the accuracy 
of the photogrammetric restitution. Therefore, some of the calculated parameters were analysed 
through a Self–Organizing Map (SOM) to reach a compromise between the value of the variables 
analysed and the noise reduction associated with the 3D model definition. In the case study, it has 
been observed that the parameter that most influences the noise in the photogrammetric point 
clouds is the intersection angle.  

Keywords
UAV, photogrammetry, accuracy, point cloud, SOM.
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Introduction

During the past ten years, the application of photogrammetry in digital 3D recording has 
grown greatly. In fact, due to the development of the Computer Vision technology and the 
Structure of Motion (SfM) algorithms, the processing time of the mostly automatised pho-
togrammetric workflow has accelerated exponentially, solving what was once a well–known 
weakness [Falkingham 2012, pp. 1-15]. In addition, thanks to their technological develop-
ment, the Unmanned Aerial Vehicles (UAV) have become easier to pilot and more reliable, 
a fact that indirectly promotes the growth of the photogrammetric applications, especially 
at a medium and large scale. Due to the acquisition speed and the transportability of the 
vehicle, the technology is indeed very versatile, allowing these instruments to be used in 
different applications [Fernández–Hernandez 2014, pp. 128-145].
A topic debated in the scientific world is the evaluation of the accuracy of point clouds, partic-
ularly of the Tie points (TP), generated by processing either UAV or terrestrial, also known as 
Close Range images. A low accuracy of the model may, in fact, invalidate the high resolution of 
the data, thereby vitiating the graphic scale and derived products (i.e., plan, section, elevation). 
Especially in the Cultural Heritage sector, the accuracy of the metric system must be evaluated 
too, in order to avoid ‘incorrect’ documentation from the metric perspective.
A sparse point cloud just composed of TPs is the first stage to obtain a complete 3D model; 
however, it is obvious that there are lower quality TPs. It is therefore appropriate to delete 
them to not affect the results of the subsequent steps. Most photogrammetric software 
offers the possibility to filter the TPs only based on an estimation of the Reprojection Error 
(RE) parameter associated with each TP [Barba 2019, pp. 1-19].
In this work we propose an algorithm and a clustering method based on the Self–Organiz-
ing Maps (SOM), a type of neural network trained using unsupervised learning to produce 
a representation (usually a two–dimensional map) of the input data space.
SOM was needed to select the groups of points with similar characteristics that produce 
more noise, so to obtain a TP cloud containing just the points with greater accuracy. The sub-
division of the TP cloud into different clusters made possible its discretization into different 
accuracy classes, which can be activated or not according to the level of detail to be pursued.

Case Study and Data Acquisition 

The case study considered to develop this work is the Norman–Swabian Castle of Vibo 
Valentia, surveyed using a UAV in 2017. Currently, the castle hosts the Archaeological 
Museum ‘Vito Capialbi’ and the provincial offices of the Department of Cultural Heritage.
The UAV system used for this application is a DJI Inspire with a net weight of the sensor 
of about 3 kg. The installed Zenmuse X3 camera has a sensor of 1/2.3”, with a resolution 
of 12 megapixel (4096x2160 pixels, 6.17 x 4.55 mm, Pixel Size of 1.56 Micron), a focal 
length of 4 mm and a Field of View – FOV 94°. The images were acquired through two 
different modalities: firstly, 106 nadir images were acquired with an automatic double–grid 
flight plan at a relative altitude of 25 m from the castle’s inner forecourt, taking into account 
an overlap and a sidelap of 80% and 60% respectively. Subsequently, in manual mode, 950 
oblique images with different inclinations (30°–60°) were acquired, with the main objective 
to reconstruct the external and internal facades of the castle. The GSD, from the calcu-
lated data available, has been estimated on average considering also the oblique images 
at 1.3 cm/px, while considering only the nadiral images the GSD is about 1 cm/px. To 
support the photogrammetric project, 10 Ground Control Points (GCPs) were measured 
to georeference and assess the accuracy of the generated 3D model and orthophotos. 
The GCPs were materialized on the ground, using photogrammetric targets (30 × 30 cm) 
and topographic nails. The GNSS survey refers to the Italian geodetic and cartographic 
system UTM/ETRF00 and was used the technique network Real Time Kinematic (nRTK). 
The instrumentation used to measure each target consists of an antenna with a built–in 
receiver of the Geomax Zenith 25. The accuracy obtained in planimetry is, on average, 
subcentimetric, while it is around 2.5 cm in altimetry.
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Developed Methodology and Quality Features

In order to generate a 3D model of the surveyed area, the Agisoft Metashape software 
was used. The following parameters have been set to process the point cloud: in the ‘Align 
Photos’ stage, accuracy = High (original image), while the calculation of Keypoints and TPs 
have been programmed as unlimited. The professional version of Agisoft Metashape uses 
Python 3 as scripting engine and has therefore better interfaces for the purposes of ex-
tracting the very inherent reconstruction accuracy parameters that we wanted to export.
The following quality features were examined in detail.
•	Reprojection Error : the geometric error, corresponding to the image distance between 
the projected point and the measured point [James 2017, pp. 51-66], is defined as Repro-
jection Error (RE). It is used to measure how accurately an estimated 3D point recreates 
the true projection of the point. The frequency distribution of the REs that better fit the 
data was analysed using Matlab (i.e. the Statistics toolbox). The distribution was used 
to exclude the external values, that are considered outliers at a selected experimental 
threshold. The algorithm implemented in the Python environment has been used to 
remove the 3D point above the threshold of the statistical significance coefficient (α).

•	Angle between homologous points and Average distance: by estimating the angle be-
tween the two projection lines (called the ‘intersection angle’), the Base/Height ratio 
(one of the parameters that have the greatest impact on the accuracy of the photogram-
metric project [Kraus 2007]) is analysed. The photogrammetry software used does not 
give the value of this angle in the output, so we implemented a Python algorithm. The 
intersection angle calculation was executed using all the image pairs that contain the i–th 
TP; once the intersection angle for each pair had been calculated, it was possible to finally 
determine the average intersection angle between the n images that contain the point, 
removing the extreme values. Using the number of images and distances already calcu-
lated, the average distance between the i–th TP and the n images, was calculated. Finally, 
with each Tie Point extracted, the proposed method associates the average distance and 
the average angle value obtained. The whole process is implemented in Python.

•	Image redundancy: this parameter is the number of photogrammetric shots implement-
ed within the SfM process, for the reconstruction of the i–th TP in 3D space. With the 
same other parameters of photogrammetric accuracy, it is assumed that as the image 
redundancy increases, the metric quality of the TP point cloud improves.

•	SOM – Self–organizing map [Kohonen 2001]: is an artificial neural network machine 
learning technique [Teruggi 2020, pp. 1-27] usually used for visualization and analysis 
of high–dimensional data. Moreover, SOM is used for data clustering. Self–organizing 
maps can be combined with dimensionality reduction methods as multi–dimensional 
scaling [Kurasova 2011, pp. 115-134]. The number of clusters to be brought into the 
accuracy analysis is extracted from the graphical representation of the dendrogram. A 
dendrogram (in first page) is a diagram representing a tree that shows the hierarchical 
relationship between object and used to visualise the similarity in the clustering process. 
In clustering techniques, the dendrogram is used to provide a graphic representation.

Analysis of Individual Accuracy Parameters

A very noisy standard portion, 50 cm wide, containing vertical walls and the inner yard, was 
analysed for the purpose of the study. The first parameter considered is RE. The Weibull 
distribution is the one best–fitting the interpolated data, therefore it was chosen to estimate 
the characteristic factors of the distribution. The distribution study was used to determine 
the threshold values, in order to remove the points with associated RE values above the 
estimated threshold values, more specifically those above the 99, 95, 90 percentiles.
It is possible to observe (fig. 1) how the filtering of the point cloud by analysing the RE and the 
statistical approach does not generate a good degree of filtering for the section under consid-
eration; in fact, the procedure removes some spots mostly scattered, but it does not lead to 
great advantages in noise reduction. However, most of the isolated points were not filtered out.
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A better result for noise reduction is obtained by filtering the point cloud according to 
the average angle of intersection, calculated for each Tie–Point, and then analysing the 
acquisition geometry.
Excluding small average angles of intersection, we have obtained surfaces that are much 
more realistic and less noisy. Pushing the filter too much, setting high angle values as thresh-
old, compromises the amount of data necessary for the representation; in fact, by setting 
an average angle over 20° as a threshold, large quantities of points belonging to the vertical 
walls are removed (fig. 1).
As for the parameter of the average distance between the i–th camera and the TPi, it is a 
parameter that does not affect the noise. It was also considered to take into account the 
density of the point cloud: high distances do not allow high GSDs, and therefore not very 
dense point clouds and cloud sections.

SOM Analysis and Conclusion

It was decided to experiment with a SOM method in order to take into account not only 
a single accuracy parameter but all the measured parameters at the same time. Using the 
Matlab Neural Network Clustering App, 4 values was used as input, which were the RE, 
number of images, average angle and average distance. The SOM Layer loaded with an 8x8 
network and 100 epochs. The graphical representation of the dendrogram is used to select 
the number of clusters for the accuracy analysis. Once the dendrogram is created, 7 cate-
gories can be identified. It was decided to divide these 7 categories into 4 groups (fig. 2): 3 
accuracy categories (High, Medium and Low) and a noise category. In order to reorganize 
the clustering of these accuracy levels, we analysed the average angle, the parameters of the 
maximum and minimum angles, and the number of cameras.
The established clusters 3 and 4, which have the widest mean angle, maximum angle and 
minimum angle, are classified in this new classification as the High Class. Cluster 2 has been 
set as the Medium Class, clusters 1 and 7 as the Low Class, and finally clusters 5 and 6 as 
the Noise Class, with lower intersection values.
Analysing the cluster of the point cloud we overlapped (fig. 2) the ‘High Layer Accuracy’ 
containing the highest angle intersection with the ‘Noise Cluster’ containing the lowest val-
ue. It can be seen that the ‘High Layer Accuracy’ turns out to be the best fitting point set for 
vertical walls and ground.
The work shows that filtering the point cloud by evaluating the RE and using a statistical 
approach individually does not produce good filtering quality; in fact, even with high percen-
tiles, some outliers were still not filtered out. Filtering according to the average intersection 

Fig. 1. Single parameter 
analysis of RE and 
intersection Angle.
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angle parameter alone produces a better result for ‘noise’ reduction. However, filtering 
through high angles can compromise the data density and cause, as a result, loss of informa-
tion. With the SOM approach, using all the parameters calculated at the same time and the 
clustering process, the value of the RE does not change significantly. By analysing the num-
ber of images forming the cluster, the greater the number, the greater the noise reduction 
obtained. Using the cluster angle analysis, we can conclude that the clusters with the highest 
base–to–height ratio are considered to have the highest noise reduction. Generally, a trend 
can be defined, i.e. clusters with higher mean angles generate TP sections with less noise. 
From the analysis above, the parameter that most influences the noise in a TP point cloud 
is the mean intersection angle. Therefore, we can conclude that the advantages of using AI, 
in particular SOM, a relatively simple method applicable to point clouds, has allowed a fast 
clusterization, from which TPs can be selected with different accuracies, depending on the 
subsequent purposes.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

The paper results from preliminary research experiences focused on the use of Artificial Intelligence 
as a tool for processing the large amount of data that can be obtained from digitisation processes ap-
plied to the Architectural Heritage. The new interpretative scenarios will be outlined starting, on one 
hand, from a series of consolidated experiences in the field of three–dimensional survey, modelling 
and semantic enrichment, and, on the other, from the use of Augmented Reality tools for the fruition 
of the Heritage itself.
The research aims to further investigate the great potential of processing point cloud models using 
Artificial Intelligence, to extrapolate, from the digitized data, information levels that go beyond shapes, 
offering better integration within the Building Information Modeling environment.  
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Research Scenario

Today’s increasingly fast digital surveying tools boost the speed of scanning, but also the 
amount of data captured. This trend is leading to the development of research avenues 
in which Artificial Intelligence (AI) is aimed at the segmentation and discretization of data, 
mainly, but not only, for the recognition of shapes (object detection) and structures [Grilli, 
Menna, Remondino 2017]. This procedure is triggering a debate, still unresolved, that in-
volves the interpretative aspects of the uniqueness that characterises Cultural Heritage, 
while the need to trace specific directions emerges more and more.
The research therefore aims to further investigate the great potential of processing point 
cloud models using AI towards data integration in Building Information Modeling (BIM) en-
vironment applied to Heritage.
The definition of a methodology able to automatically recognise specific characteristics 
from 3D point clouds can lead to the definition of new data sets, aimed at documentation, 
conservation and restoration, which can enrich BIM models, also thanks to a now necessary 
inclusion of advanced features in the Industry Foundation Classes (IFC) standard through 
new and shared Property Sets. 
The integration of advanced surveying techniques, Machine Learning (ML) and Deep Learn-
ing (DL) in new standards for Heritage information modelling (H–BIM) can have a great 
impact on the process of documentation, representation, analysis and interpretation of Her-
itage [Bienvenido–Huertas et al. 2019], creating new representation levels and application 
scenarios in Heritage management, conservation and restoration. 
This research scenario is strongly connected to an additional data management level, related 
to the application of Augmented Reality tools aimed at ‘onsite’ data exploitation. A series 
of experiments were carried out in order to create semantically enriched digital models in 
BIM environment within an open standard web platform [1]. Data access to the platform via 
Augmented Reality applications allows Heritage fruition, analysis, monitoring and assessment 
of Heritage buildings also for conservative purposes. 
In this direction, the research includes the use of semi–automatically processed data, related 
to the state of conservation and technical assessment for asset management, maintenance 
and decision–making purposes by using mobile devices.  

Digital Data Processing for Heritage Conservation
 
The need to document Cultural Heritage – characterized by uniqueness and complexity – 
has led to an increasingly widespread use of 3D surveying technologies. These technologies 
are able to produce very accurate models in a very short time. While, during the on–site 
survey, the advantages of speed and metric accuracy are evident, the processing of these 
data can be very time–consuming and complex. Today, the trend is to produce even fast-
er and more robotic instruments (mobile devices) [Gallozzi, Senatore, Strollo 2019] that 
make it possible to scan (especially indoor environments) in a single shot. This produces an 
increase in scanning speed, but also a further increase in the amount of surveyed data. This 
course is leading to the development of a whole Artificial Intelligence line of research aimed 
at segmenting and discretizing data.
A further layer to be added to this framework is related to digital data representation and 
management. BIM is considered today the latest frontier of three–dimensional architectural 
representation, design and management of digital data, where interoperability [Osello et. 
al. 2015] is one of the central attributes. BIM software applications are growing rapidly and 
they are also becoming increasingly essential in conservation and restoration applications 
[Chiabrando, Lo Turco, Rinaudo 2017], thanks to their ability to integrate different informa-
tion and features in relation to the model geometric shapes [Apollonio, Gaiani, Sun 2017]. 
However, the IFC, the interoperable standard for BIM, currently lacks in providing a solution 
for managing the preservation of the Architectural Heritage. Moreover, unlike geometric 
characteristics [Murtiyoso, Grussenmeyer 2019], an automatic process does not uniquely 
determine surface features. They become consistent and significant only if critically inter-
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preted. Therefore, only if performed with a systematic and well–documented methodology, 
surface specification analysis can allow a completely non–invasive and strongly helpful sup-
port for condition assessment (fig. 1).
Currently, the interpretation of this data and its visual representation as a mapping of the state 
of conservation requires a manual or semi–automatic and rather lengthy process.

Fig. 1. Analysis of surface 
specifications by means 
of point cloud processing 
and data management in 
BIM environment.

Even if the concept of setting up automatic procedures and automatisms is very tricky in 
the field of cultural Heritage (where each building is unique and requires case by case as-
sessments), AI technologies will be more and more necessary since the elaboration of huge 
amount of data is one of the most important tasks in the digital era [Janković 2020]. These 
processes can allow – starting from a massive set of data – to explore new forms of discretiza-
tion and classification. From a single historical building or heritage site, it is possible to extract a 
huge amount of data that need AI, Machine Learning (ML) and Deep Learning (DL) processes 
to be analysed and compared. By using point clouds obtained by the 3D survey of a historic 
building, it is possible to process specific set of points (e.g. related to a certain surface) and to 
visualize specific surface features [Grilli, Özdemir, Remondino 2019]. AI, ML and DL can make 
this process faster and more effective [Malinverni et. al. 2019]. Of course, several parameters 
need to be assessed before the process starts. This procedure can be integrated by exploiting 
these additional layers of information derived from data capturing procedures for automati-
cally populating the H–BIM model, a research field where there is large room for innovation 
[López et. al. 2018]. The definition of an extended data schema including information from the 
restoration discipline, reflecting a shared vision and approach.

From Artificial Intelligence to H–BIM

According to the research scenario about digital data processing for Heritage conservation 
previously outlined, the research aims to establish a new process of point cloud analysis by 
applying AI, ML and DL processes, generating interpretative algorithms allowing the segmen-
tation and classification of large amounts of data, in order to outline and describe historical 
surface specifications.  This leads to a methodological procedure as a connection between 
AI and the automatic recognition of surface specifications to the BIM model, allowing the 
creation of a new data schema for restoration, including in the IFC standard the detailed 
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documentation of the state of conservation directly extracted from the 3D point cloud by 
the application of the interpretative algorithms. Such properties will be included into the 
IFC by the creation of a new set of ‘labels’ able to describe different data and information 
related to Heritage buildings within the BIM process. Specifically, the process (fig. 2) involves 
the selection of databases, the identification of features or properties to be processed 
through automatic recognition, data processing to identify the algorithm capable of recog-
nizing specific properties, the extrapolation of datasets according to homogeneous features, 
implementation of new datasets in the BIM environment, and the definition of new IFC 
‘translators’. The careful selection of interpretation criteria and parameters will be an essen-
tial part of the workflow described above.

Fig. 2. Graphical schema 
summarizing the overall 
process. 

This overall process is closely linked with the development of semantic models, beginning with 
the increasingly advanced identification of features to be incorporated into the BIM models, 
thanks to Artificial Intelligence. Via Virtual Reality applications, these models can be the foun-
dation for advanced explorations, by leveraging a collection of features relevant to the state 
of conservation, materials, previous initiatives, technological documentation, directly on–site.

Conclusion

The outlined methodology is the first step in a starting research process, which requires 
consolidating the described procedures through a number of data sets. Anyway, the project 
results may have impacts by reaching interesting improvements in some challenging steps of 
Heritage digitization and data processing for conservation and restoration.
The state of the art outlined on the basis of national and international research related to 
the application of AI to Cultural Heritage shows indeed an articulated panorama composed 
of image classification algorithms, point cloud segmentation and representation models able 
to estimate levels of intervention on historical buildings. However, there is large room for 
experimentation and many unsolved issues that make the scenario still open and require 
that multiple levels of knowledge of the Heritage derived from digital languages and tools 
find a common ground.
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Notes

[1] These experimentations have been developed under the Horizon 2020 project “INCEPTION – Inclusive Cultural Heritage 
through 3D semantic modeling”, funded by the European Commission in 2015 and concluded in 2019 (GA 665220). The 
project, leaded by the Department of Architecture of the University of Ferrara, focused on semantic modelling of Cultural 
Heritage buildings using BIM to be managed through the INCEPTION web based platform for advanced deployment and 
valorisation of enriched 3D models, towards a better knowledge sharing and enhancement of European Heritage. 
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At European level, several projects and initiatives are developing the use of BIM for regen-
eration, but there is still room for progress in the field of application to cultural Heritage. 
Through the described methodology, geometries and shapes can be integrated with differ-
ent information regarding materials, state of conservation, historical documentation, previ-
ous restoration works, etc.
AI can lead to the development of new, increasingly targeted segmentation algorithms, also 
to trigger new uses and re–uses of digitised Heritage.
Future research scenarios foresee an integration of Computer Vision and Augmented Re-
ality in the process, for ‘onsite’ applications, exploiting the data extrapolated through the 
described procedure, for the enhancement and management of Cultural Heritage, for mon-
itoring or architectural restoration project.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

Cultural Heritage (CH) assets may be defined as integrated spatial systems composed of inter-
connected shapes. The classification and organization of geometries within a hierarchical system 
are functional to their correct interpretation, which is often performed using 3D point clouds. The 
recurring shapes recognition becomes a crucial activity, nowadays accelerated by Machine Learning 
(ML) procedures able to associate semantic meaning to geometric data. An interdisciplinary research 
team [1] has developed a ML supervised approach, tested on the Milan Cathedral and Pomposa 
Abbey datasets, which presents an innovative multi–level and multi–resolution classification (MLMR) 
process. The methodology improves the learning activity and optimizes the 3D classification by a 
hierarchical concept.
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Introduction

Cultural Heritage (CH) assets are complex artifacts whose knowledge passes through analyz-
ing an integrated system of forms interconnected by dependence or proximity relationships. 
The recognition and classification of 3D data become essential to (re)assign a hierarchical 
and functional meaning to acquired point clouds. The manual classification activity, which is 
very time–consuming, can be nowadays replaced by an automatic one based on Artificial 
Intelligence (AI) approaches, such as Machine Learning (ML) or Deep Learning (DL) methods. 
These AI approaches have many bottlenecks in the CH field, mainly due to the complexity and 
variability of the shapes, the reliability of the interpreted data, the scalability of the process and, 
often, the absence of annotated data. In this paper, a supervised ML method applied to CH 
is introduced and evaluated. It is based on a Multi–Level Multi–Resolution (MLMR) approach, 
which considers the various geometric details present in the point cloud. Two complex 3D 
datasets related to Milan Cathedral and Pomposa Abbey are processed to test the developed 
methodology and demonstrate its flexibility and efficiency with different scenarios.

State of the Art

Several investigations performed to classify (or semantically segment) 3D point clouds in 
the architectural heritage field using automatic ML and DL methods. Grilli et al. [2018, pp. 
1-8] presented a supervised ML approach to transfer classification data from 2D textures 
to 3D models, whereas Grilli et al. [2020] used a Random Forest (RF) classifier with geo-
metric features to derive architectural classes from point clouds. In the DL domain, Pierdicca 
et al. [2020] trained the ArCH dataset (http://archdataset.polito.it/) with a Dynamic Graph 
Convolutional Neural Network (DGCNN) using meaningful features (colour, normals, and 
HSV), providing promising results. A comparison of ML and DL techniques for the classifica-
tion of architectural point clouds [Matrone et al. 2020,] shows that similar accuracy results 
can be achieved. However, ML requires much less time and does not need large 3D data-
sets in the training phase. For this reason, we hereafter present a supervised ML approach 
adapted to the different geometric levels of detail and architectural classes.

The Case Studies and Classification Purposes

Two datasets, with different dimensional and morphological characteristics but presenting 
similar architectural elements, were selected for validating the methodology. The first case 
study is the Milan Cathedral (fig. 1) which was digitally recorded in the last decade with 

Fig. 1. External and 
internal photos of the 
Milan Cathedral and 
Pomposa Abbey, with 
details of the monumental 
capitals of the Cathedral 
and the wooden roofs 
of the Abbey (authors’ 
images).
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Fig. 2. A view on the 
point clouds of the 
two datasets: The Milan 
Cathedral (left) and the 
Pomposa Abbey (right).

several integrated acquisition campaigns to generate parametric models [Fassi et al. 2011, 
pp. 462-487], and define a complete 3D point cloud (fig. 2) at a uniform average resolu-
tion of 5 mm [Achille et al. 2020, pp. 331-341]. The classified point cloud may facilitate the 
3D data exploration, allowing the integration between archival sources and surveyed data 
on a web–based BIM–type platform, which can be consulted in situ or remotely. This data 
organization can also allow multi–scale planning and implementation of conservation and 
management projects and the quick extraction of 2D representations already classified. The 
second case study is the Pomposa Abbey (fig. 1) surveyed in 2014 to generate a complete 
3D dataset (fig. 2) at a uniform average resolution of 2 cm [Russo et al. 2014, pp. 305-312]. 
In this scenario, the 3D classification activity can foster access to the system’s knowledge, 
supporting its graphic restitution and the monitoring activities at different scales. Besides, it 
can facilitate the “quantification” of the building, collecting helpful information for planning a 
conservation intervention and evaluating the transformations over time.

The Methodological Workflow

The high level of complexity of the case studies highlights two different bottlenecks: on the 
one hand, the processing of massive datasets cannot be simplified unless losing the level of 
detail useful in the element recognition. On the other hand, the high number of semantic 
classes raises the management complexity and reduces their identification accuracy [Teruggi 
et al. 2020]. An iterative methodology [Grilli et al. 2020] has been developed to overcome 
these bottlenecks, classifying 3D data in multiple steps according to their information levels 
(fig. 3). The proposed hierarchical structure is referred to the data density, the morphological 
and compositional complexity, and the classification purpose. At each level of detail (LOD), 
the workflow foresees two working steps:
1) The selection of ‘covariance features’ [Blomey et al. 2014] extracted within specific spheri-
cal radii, for the automatic recognition of local geometric characteristics of 3D datum.
2) A small manual annotation to train a Random Forest algorithm [Breiman 2001, pp. 5-32], 
associating each portion identified by the features to architectural meanings.
The training dataset’s selection evaluates the presence of the elements to be classifiied.

Fig. 3. Schema of the 
MLMR iterative process.
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Experimentation and Results

The classification process refers to the following three–level of details (fig. 4):
– In the first level (L1), a point cloud subsampled at 5 cm, with min/max radius of the fea-
tures between 20 cm and 2.5 m, was processed, subdividing the churches into architectural 
macro–categories;
– In the second level (L2), after transferring the L1 classification to the 2 cm resolution  
point cloud, features extracted with radii between 10 cm and 1 m were used to split the 
architectural elements into macro–elements;
– In the third level (L3), receiving the L2 subdivision, features with radii of 0.5 and 5 cm 
were used on the 3D point cloud with a 5 cm density for the Cathedral and 2 cm for 
the Abbey. This allowed identifying the single architectural monolithic and technologically 
coherent components.
Both the processing time and the metrics commonly used in ML to define reliability of the 
results (“Precision,” “Recall,” and “F1 score” [Goutte et al. 2005, pp. 345-359]), were analyzed 
to evaluate the classification performance (tab. 1).

Milan Cathedral* Pomposa Abbey**
L1 (5 cm) L2 (2 cm) L3 (0.5 cm) L1 (5 cm) L2 (2 cm) L3 (2 cm)

Features computation (min.) 1500 30
Annotation (min.) 500 60
Training (sec.) 363 17 142 5 1 4

Classification (sec.) 43 12 174 2.7 1 29
Precision (%) 94.7 99 92 95.3 98 95.8
Recall (%) 95 98 88.5 95.1 97.7 95.7
F1 Score (%) 93.8 99.3 91.8 95.1 97.8 94.6

The achieved results highlight the importance of using point clouds with a level of detail (geo-
metric resolution) and density suitable to support subsampling or backward interpolation pro-
cesses consistent with identifying architectural elements. Moreover, if the features radii affect 
only the time in shapes research and the complexity of the architectural connections affects 
just the classification process, the geometrical density and the processor capacities affect the 
whole timing workflow (tab. 1). The reported quality metrics show the possibility of obtaining 
excellent results quickly, identifying even very complex geometric structures.

Fig. 4. The classification 
process of the Cathedral 
(top) training portion 
and the Basilica (bottom) 
according to the 
resolutions and levels 
of detail sought by the 
features.

Table 1. Timing and metric 
summary for the two 
datasets according to the 
three classification levels. 
(*) 18 Core Processor; 
(**) 12 Core Processor.
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Notes

[1] The presented research is the result of the joint work of five authors. M.R. took care of the Introduction and Conclusions, 
E.G. prepared the State of the art, the methodological workflow and run the case studies, S.T. supported the methodological 
workflow and experiments, F.F. and F.R. supervised the work and reviewed the paper. All authors shared the analysis of 
experiments and results.

References

Achille Cristiana, Fassi Francesco, Mandelli Alessandro et al. (2020). From a Traditional to a Digital Site: 2008-2019. The 
History of Milan Cathedral Surveys. In Digital Transformation of the Design, Construction and Management Processes of the Built 
Environment. Cham: Springer, pp. 331-341.

Blomley Rosmarie, Weinmann Martin, Leitloff Jens et al. (2014). Shape distribution features for point cloud analysis–a geometric 
histogram approach on multiple scales. In ISPRS Ann. Photogramm. Remote Sens. Spatial Inf. Sci., 2 (3), pp. 9-16. 

Breiman Leo (2001). Random forests. In Machine learning, 45 (1), pp. 5-32. 

Fassi Francesco, Achille Cristiana, Fregonese Luigi (2011). Surveying and modelling the main spire of Milan Cathedral using 
multiple data sources. In The Photogrammetric Record, 26 (136), pp. 462-487. 

Goutte Cyril, Gaussier Eric (2005). March. A probabilistic interpretation of precision recall and F–score, with implication for 
evaluation. In European conference on information retrieval. Berlin: Springer, pp. 345-359. 

Grilli Eleonora, Dininno Domenica, Marsicano Lucia et al. (2018). Supervised segmentation of 3D cultural heritage. In 3rd 
Digital Heritage International Congress (DigitalHERITAGE). USA: IEEE, pp. 1-8.

Grilli Eleonora, Remondino Fabio (2020). Machine Learning Generalisation across Different 3D Architectural Heritage. In ISPRS 
International Journal of Geo–Information, 9 (6), 379, pp. 1-19. 

Matrone Francesca, Grilli Eleonora, Martini Massimo et al. (2020). Comparing Machine and Deep Learning Methods for Large 
3D Heritage Semantic Segmentation. In ISPRS International Journal of Geo–Information, 9 (9), 535, pp. 1-22. 

Pierdicca Roberto, Paolanti Marina, Matrone Fracesca et al. (2020). Point Cloud Semantic Segmentation Using a Deep Learning 
Framework for Cultural Heritage. In Remote Sensing, 12 (6), 1005, pp. 1-23. 

Russo Michele, Manferdini Anna Maria (2014). Integration of image and range–based techniques for surveying complex 
architectures. In ISPRS Ann. Photogramm. Remote Sens. Spatial Inf. Sci., 2 (5), pp. 305-312.

Teruggi Simone, Grilli Eleonora, Russo Michele (2020). A Hierarchical Machine Learning Approach for Multi–Level and Multi–
Resolution 3D Point Cloud Classification. In Remote Sensing, 12 (16), 2598, pp. 1-27. 

Conclusions and Future Research

In this paper, a new iterative strategy for supervised automatic ML classification of 3D point 
clouds of complex Cultural Heritage is presented. Few annotated 3D data were necessary 
and very detailed semantic segmentation results could be achieved. The cognitive contribu-
tion in the supervision phase is crucial in the correct definition of classes and the choice of 
training and validation sets. These steps are also critical to adapt the general process to the 
specific case study and different purposes.
In the future, the relationship between classification levels, cloud resolution, and feature 
search radii will be more investigated, defining a general multi–scenario approach. Besides, 
the introduction of photogrammetry into the process as a tool to acquire an additional 
level of detail may be of particular interest. Scan–to–BIM and reality–based modelling from 
classified data may be specific topics to analyses, supporting the point cloud seg–mentation 
purposes. A final goal concerns the creation of a classification framework that is more user–
friendly for non–experts in the field, broadening its application to different disciplinary areas.
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REPRESENTATION CHALLENGES
Augmented Reality and Artificial Intelligence in 
Cultural Heritage and Innovative Design Domain

Abstract

In this work we show how Physically Based Rendering (PBR) tools can be used to extend the training 
image datasets of Machine Learning (ML) algorithms for the recognition of built heritage. In the field 
of heritage valorization, the combination of Artificial Intelligence (AI) and Augmented Reality (AR) 
has allowed to recognize built heritage elements with mobile devices, anchoring digital products to 
the physical environment in real time, thus making the access to information related to real space 
more intuitive and effective. However, the availability of training data required for these systems is 
extremely limited and a large–scale image dataset is required to achieve accurate results in image 
recognition. Manually collecting and annotating images can be very resource and time–consuming. In 
this contribution we explore the use of PBR tools as a viable alternative to supplement an otherwise 
inadequate dataset.
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Introduction

In the context of built heritage enhancement, the use of mobile computing technologies for 
its fruition can revolutionize the user experience [Barsanti et al. 2018; Lo Turco et al. 2019]. 
AR systems, if properly combined with ML algorithms, can expand the level of knowledge 
that can be accessed while observing the asset [Spallone et al. 2020]. While it is very easy 
to imagine the database containing the information associated with an architectural asset, it 
is less immediate to imagine the query needed to access and explore it. Considering that 
within the same database very different information is stored: referring to the history, the 
construction technique, the history of the architect, etc.; one can understand how solu-
tions such as audio tours, information panels, or QR codes are not suitable to answer the 
subjective curiosity of the user [Andrianaivo et al. 2019]. With the help of a mobile device, 
starting from the recognition of the object itself, one could connect and reorganize all this 
information according to the user’s preferences [Vayanou et al. 2014]. 
To enable this kind of navigation, one of the first steps is to ensure that the mobile device 
can recognize the object in the frame. However, while some disciplines already apply Deep 
Learning for image recognition [Norouzzadeh et al. 2018; Liu et al. 2020], research is not as 
flourishing for architectural feature recognition.
This research work proposes a methodology to enrich the training dataset needed to build 
a software capable of recognizing the built heritage from pictures coming from a mobile 
device with the help of PBRT tools. Once the architectural artifact has been surveyed, its 
digital twin can be inserted into a modeling environment and used for the creation of pos-
sible views, even improbable ones, expeditiously, taking into account different lighting and 
meteorological settings which could affect the picture taken from the end user.

Case Study Definition and Data Acquisition

Given the still preliminary stage of the work, the Saracen Tower of Spotorno was chosen as 
a case study by the research team because of its small size and its position visible from differ-
ent points of the town. For this specific use case, a three–dimensional model has been useful 
for the creation of photorealistic rendering used to train a ML algorithm. For this reason, and 
to optimize working time, it was decided to generate a photogrammetric model by carrying 
out a free–net adjustment with a subsequent assignment of the model scale by applying 
the method of least squares over 3 known distances, measured using a metric token (fig. 1).
The approach of using elements of known length is a cheap, expeditious and well–estab-
lished procedure, both in the orientation of the photogrammetric block in industrial appli-
cations [Luhmann et al. 2010], and in the survey of archaeological heritage [Nocerino et al. 
2013]. The important thing is to correctly size the supports taken as reference – they must 
be proportionate to the object to be surveyed –, the distance of the images, and the degree 
of precision and accuracy required by the final model.
The aerial photogrammetric shots were taken using a DJI Mavic Mini drone, equipped with 
a 1/2.3” CMOS sensor. The dataset was integrated with some images taken from the ground 
with a Sony Alpha 6000 camera equipped with a 23.5x15.6 mm sensor. 

Fig. 1. Conceptual 
scheme of the survey 
and construction phases 
of the textured mesh 
model.



217

Despite the non–professional tools, it is now known within the scientific community that the 
processes of generating point clouds from georeferenced photogrammetric blocks provide 
excellent results even when the starting data is not a set of images acquired with a calibrat-
ed photogrammetric camera. [Cardenal et al. 2004]
The Agisoft Metashape software was used for the 3D model generation operations. 
The method used has already been tested and considered appropriate for the survey of 
elements located in the vicinity of the supports used as references but, despite the cost–ef-
fectiveness of the process, even at greater distances the uncertainty is within a few centime-
ters. [Calantropio et al. 2018]

Dataset Construction Workflow

As previously mentioned, the generation of the 3D model, starting from aerial and ground 
photos, was carried out using the Agisoft Metashape software. Since the final aim was to 
produce photorealistic renderings in a fast way, it was fundamental to optimize the mesh, 
firstly, to reduce the calculation time, secondly, to achieve a representation without gaps, 
without visible polygon edges and with a more homogeneous appearance. A dense cloud of 
5,198,304 points was used as input for the mesh calculation, resulting in a mesh of 345,280 
faces. Then, to decrease the complexity of the geometry, the coplanar faces were merged 
and the areas surrounding the tower were decimated. The output of this process was a 
mesh of 219,269 faces. 
An algorithm was written within Rhino’s Visual Programming Language (VPL) environment 
to automatically generate the useful photorealistic views from this last textured mesh. 
Grasshopper was chosen as the programming environment because of its ability to natural-
ly manage complex geometries. Moreover, being integrated within Rhino, it was possible to 
easily connect it to different PBR rendering engines (Rhino Render and V–Ray).
In the algorithm, three working phases can be identified:
1. The identification of useful views around the case study. A hypothetical circular path was 
drawn around the tower. Along this path 26 chambers were positioned, 13 at one elevation 
and 13 at a slightly higher elevation, with the centre of the tower as the intake point.
2. Through the analysis of the epw weather file of the location, the solar path was imported. 
The months between the summer solstice and the winter solstice were selected, and for 
each month 5 moments in the day were selected in order to have a render for each possi-
ble significant position of the sun.
3. The last step was to automate the rendering procedure of all the views for each chosen 
moment during the selected months. We have 26 chambers, for each of them 5 positions of 
the sun were selected for the 6 chosen months for a total of 780 images (size of each image 
480*480 px). The images were exported in .png format with the contour of the architectur-
al object. It was decided on a first hypothesis to include as little context as possible and to 
avoid representing the sky, in order to prevent the ML algorithm that would be trained on 
this dataset from identifying features on objects or landscape components (clouds, bushes 
or other) other than the tower.
A first dataset built in this way was generated in about 3 hours. Many of these steps could 
be further automated, thus reducing the required time. (fig. 2)

Fig. 2. Selection 
throughout the year 
of 30 different lighting 
conditions and relative 
camera positions.
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Test Classification Pipeline  

To test if the data produced by the aforementioned workflow is suitable for training a clas-
sification algorithm, a naive image classification pipeline has been created. This has also been 
useful to identify possible problems with the generated images, such as the issue that will be 
mentioned in the next paragraph.
The architecture of the pipeline is outlined in Figure 3. The first block is in charge of import-
ing the data as it is. Since in this case we are using a simple binary classifier, we have four 
different types of data. The two types of data used for training are the pictures generated 
algorithmically and pictures coming from a public dataset of building facades for the other 
class. The other two types of pictures used for testing the classifier are real pictures of the 
tower taken with a camera and other pictures coming from the aforementioned public 
dataset. The pictures used to train the classifier are then elaborated in the ‘Augmentation’ 
and ‘Preprocessing’ blocks of the script to be ready to be used from the classifier. The test 
pictures only have to be preprocessed. The classifier is an implementation of a Stochastic 
Gradient Descent (SGD) [Bottou Leon 2010] classifier which, even if not tuned, allows us 
to draw some conclusions about whether the data we generated can be useful for image 
recognition purposes. 

Fig. 3. From the left:
Classification pipeline 
architecture; Two 
intermediate outputs of 
the pipeline stages. 

Dataset Construction Improvements 

After training and testing the classifier on the first dataset, an overfitting problem became 
immediately apparent. The images, as previously described, were taken with the same 
camera settings, the same perspective and the tower was always in the center of the 
picture. As can be seen in Figure 3, to allow the images to be processed by the classifier, 
they undergo several levels of pre–processing, including the removal of color information. 
They are then processed by a ML algorithm that calculates the Histogram of Oriented 
Gradients (HOG), a technique used to select the most interesting features within the 
image from a software perspective.
If the automatically generated images have a low degree of variability in some regions, 
which is visible in the HOG data, there is a risk that the classification algorithm will learn to 
correctly classify only those images with this degree of variability, i.e. the synthetic ones, and 
misclassify the real images.
To solve this problem, some degree of variability in the relative position of the tower in the 
image had to be included. The initial VPL algorithm has been modified, spheres have been 
constructed on the point on which the cameras were initially positioned and for each image 
the camera has been positioned on a random point belonging to this sphere. A similar solu-
tion has also been used for the camera target, with this stratagem the images no longer have 
the same coordinates and our case study is never in the same position within the image.
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Conclusions  

Even though it has not been tuned, the classifier scored a ̴ 70% of accuracy in distinguishing 
images of the tower from images of other buildings.
The benefits of the presented approach versus a more traditional ground survey are clear. 
In a comparable time we can obtain much more data about the case study allowing to 
achieve promising results in image recognition with ML algorithms.
With the tested classification algorithm, the background of the rendered 3D object plays 
an important role as it is processed along with the subject during the pre–processing phase 
and the resulting information is used during the training of the SGD classifier. The output of 
the render should in fact have in the background different images which are similar to the 
true background of the real building, thus adding ‘noise’ behind the subject and reducing the 
risk of ‘overfitting’ the classification model, which would decrease its accuracy.
Including the surrounding scenery into the rendering therefore means providing a more 
complete context to the subject of the survey. This can be achieved by taking some addi-
tional pictures with the drone or by using inexpensive hardware to collect spherical images.
This information can be augmented using a 3D rendering engine to include night or dusk 
settings as well. Moreover this technique also provides the operator a mesh with is useful in 
the mentioned AR applications.
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