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Abstract

The increasing number of embedded instruments used to perform test, moni-
toring, calibration and debug within a semiconductor device has called for a brand
new standard—the IEEE 1687. Such a standard resorts to a Reconfigurable Scan
Network to provide efficient, reliable and flexible access to instruments and to han-
dle complex structures. As it has to deliver reliable service, many approaches, both
formal and simulation-based, have been proposed in the literature to perform test,
diagnosis, and verification of such networks.

So far, most of the test-generation approaches were either too computationally
demanding to be applied in complex cases, or too approximate to yield high-quality
tests. A recent idea has been exploited in this thesis in a following manner: the
state of a generic reconfigurable scan chain is modelled as a finite state automaton
and a low-level fault, as an incorrect transition; it then proposes a new algorithm
for generating a functional test sequence able to detect all incorrect transitions
far more efficiently than previous ones. Such an algorithm is based on a greedy
search, and it is able to postpone costly operations and eventually minimize their
number. Experimental results demonstrate that the proposed approach is broadly
applicable; has limited computational requirements; and the test sequences are
order of magnitudes shorter than the ones previously generated by approximate
methodologies. Together with testing the system for defects that may affect the
scan chains themselves, the diagnosis of such faults is also important. Therefore,
a method has been proposed for generating stimuli to precisely identify permanent
high-level faults in a IEEE 1687 reconfigurable scan chain. A chapter is dedicated
to the problem of post-silicon validation of a network, a problem that has not been
adequately addressed, yet. The mismatches between the specification and its silicon
implementation were analyzed, and then a methodology was proposed to detect a
subset of them by applying functional patterns and observing the length of the
active scan path.

While reconfigurable scan networks are commonly used to provide fault man-
agement and embedded instrumentation access, such as safety mechanisms, in ad-
vanced safety- and mission-critical electronic systems, a failure in such infrastruc-
ture itself has a high severity. Another aspect this thesis addressed is assessment
and mitigation of NBTI aging induced delays in logic paths within IEEE 1687
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IJTAG Reconfigurable Scan Networks. This methodology is based on a scalable
hierarchical (transistor-to-architecture) modelling of the NBTI impact on timing-
critical logic paths in RSN implementations. The evaluation implies analysis of
gate input signal probabilities based on the configurations and test data selected
for the RSN infrastructure.

A fundamental part of the new IEEE Std 1687 is the Instrument Connectivity
Language (ICL), which allows for abstract description of the scan network. The
big novelty if compared to legacy solutions like BSDL is the possibility of describ-
ing new topology-enabling elements such as the ScanMuxes in a behavioural way
which can be easily and efficiently exploited by Test Generation Tools to retarget
instrument-level operations to top-level patterns. This means that for a given de-
sign, the Developer will have to write both the RTL and the ICL descriptions: to
the author’s best knowledge there is no automated tool to make the translation RTL
to ICL. This methodology is error-prone due to the human factor, the difference in
intent in the two descriptions and the syntactic and semantic complexity of the lan-
guages. Incoherence between ICL and RTL will result in retargeting errors, so it is
fundamental to validate the equivalence between the two descriptions. In this thesis
an automated methodology is presented that starting from the ICL description is
able to generate a set of RTL testbenches that can be simulated against the origi-
nal RTL model to detect discrepancies and incoherence, and provides quantitative
metrics in terms of code and functional coverage.

Experimental results for these approaches are reported on the set of ITC2016
set of benchmark networks.

Recent trends in integrated circuits industry include decentralization of the
production flow by involving different integration teams, third-party IP vendors
and other untrusted entities. As a result, this is opening up a door to new types
of attacks that may lead to devastating consequences, such as denial of service or
data leakage. Therefore, the problem of ensuring hardware security has gained
much attention in the last years, especially early in the design cycle, when an
attacker may insert malicious circuitry at register transfer (RT) or gate level – a
Hardware Trojan. Due to the increased complexity of modern devices, the research
community is spending a lot of effort in developing more sophisticated detection
methodologies and smarter attacks. However, the main problem is that they are
validated on the existing benchmarks that do not reflect the real complexity. Trying
to fill this gap, this thesis proposes a set of RT-Level Hardware Trojan benchmarks
injected in a RISC-based pipelined microprocessor core. To prove the viability,
the impacts on area, power and frequency are presented and discussed. For any
proposed Hardware Trojan, the functional description, the implementation details
and the effects once activated are provided.

Furthermore, despite the considerable effort that has been invested in this area,
the evergrowing complexity of the modern devices always calls for sharper detection
methodologies. In this regard, the last chapter of the thesis illustrates a pre-silicon,
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simulation-based techniques to detect Hardware Trojans. The technique exploits
well-established machine learning algorithms. All of the background concepts are
presented together with the methodology and the automatized flow. The validity
of the approach has been demonstrated on the AutoSoC CPU, an industrial-grade,
safety-oriented, automotive benchmark suite. Experimental results demonstrate
the applicability and effectiveness of the approach: the proposed technique is highly
accurate in pinpointing suspicious code sections. None of the Trojans from the set
has been left undetected.
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Introduction

Nanoelectronic systems are at the core of all industry sectors and are deployed
in many life-critical domains such as automotive, security, healthcare, etc. [1] In the
recent decades we witnessed new advances and immense progress in this field [2].
Emerging technologies, shrinking of the technology nodes, but above all the com-
plexity of modern devices and the integration of many different components within
a system pose significant challenges in terms of design and mutually dependent
aspects of security, reliability and quality [3]–[5].

Given the criticality of their application and the role nanoelectronic systems
have as a backbone of the large infrastructure and Cyber-Physical systems, the
need of providing the intended functionality as well as being reliable and secure is
of utmost importance. On the other hand, due to the complexity and miniaturiza-
tion of the process nodes towards the physical limits, such requirements are getting
increasingly hard to satisfy. How much will it cost? Does it satisfy initial require-
ments? How robust it is? Will it work and how efficient will be? How much time
does it take to design and produce? These are only some of the most important
questions to answer during the product’s life-cycle (Fig. 7.1).

As soon as integrated circuits (ICs) emerged, the need for design tools became
evident. Obviously, the design of modern ICs containing billions of devices would
be infeasible without software tools that are used at every stage [6]. Related tools
and methodologies that are used are called electronic design automation (EDA) [7].
It can be said that EDA, i.e. Computer-Aided Design (CAD) tools revolutionized
the IC industry and continue to do so even today. They can be used to develop
new designs, reuse the existing ones, and integrate entire systems [8], [9]. Such
tools can have different role in the process of design, manufacturing, and test:
simulation (electrical, logic gate or high-level), ATPG test vector generation, layout
design, placement and route, logic synthesis, design optimization (timing, power
and cost/area) and device performance prediction, verification (formal, functional,
equivalence checking), etc.

A variety of complementary tools and methods were added to conventional
design flows. Furthermore, library vendors started offering a whole spectrum of
libraries for optimal design choices (high-performance, low-power, etc.). In that
way, design was made portable across processes and foundries, thus making the
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Introduction

the attacks that may be purposely driven against an electronic system to steal the
information it stores, or to modify its behavior . Due to the increasing frequency
of these attacks, it is crucial that the system is designed in such a way that the
chances of their success are minimized (security) [10]–[16]. The solutions adopted
by the designer to face the requirements in terms of both safety and security must
be assessed in terms of correctness and effectiveness (validation).

The bridge that exists between pre-silicon validation (verification) and post-
silicon validation, has to be mitigated to alleviate time-to-market pressure. With
the growing design complexity, technology scaling, with improving performance and
high levels of integration, design validation challenges are continuously increasing.
Time required to perform design validation and verification is extremely consuming
and in some complex cases may occupy most of product design cycle. As reported
in [17] design verification as the most important aspect of the product development
process can consume as much as 80% of the total product development time. What
is even more critical is the cost needed to find and correct design errors later in the
design flow [18]. Another issue is that often system design requirements in terms
of security and system validation do not go along with each other.

Dependability has become a key concern, demanding the presence of numerous
and various resources embedded within integrated circuits (ICs). These are used
for supporting test, such as Built-In Self-Test (BIST) modules , for monitoring
internal parameters such as current, temperature or delay sensors and configura-
tion/calibration of different modules through registers . Due to the requirements
for having a large number of these devices it became infeasible to include them into
the single scan chain or provide a separate instruction for accessing every single one,
relying on IEEE 1149.1. Additionally, instruments (or IPs) could easily originate
from different vendors, making the integration a long and complicated procedure.
There was not a simple and standardized way to perform the integration, but more
a set of ad-hoc solutions based on the instructions from the IP provider given to
the ASIC test/design engineer. It included extensive learning and different setup
for each new IP, as well as integration into the latest ASIC and latest process node.

A solution for simplifying not only the access to embedded resources and reduc-
ing the overhead, but also alleviating the aforementioned issues with the integration
has been described and published as the IEEE 1687 standard [19]. The standard
has enabled designers to flexibly trade-off between area, access time and other
parameters, since the scan chain accessible through the JTAG’s Test Access Port
(TAP) can now be split and configured. Furthermore, it offers a standard test hard-
ware description, and a standard test procedure language for each IP. More details
about the standard itself and so called, Reconfigurable Scan Networks (RSNs) will
be given in Chapter 1.

The correct operation of IJTAG-compliant infrastructure is a product of many
aspects and components including the actual hardware on the chip, the respective
standard descriptions, such as ICL (Instrument Connectivity Language) and PDL
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(Procedure Description Language) files as well as the software used to import the
descriptions and control the hardware. Being a relatively new standard, there are
still many different aspects insufficiently explored related to the infrastructure it
describes, especially in the context of dependability. I believe that such research is
essential for providing support and therefore wide-spread usage of this infrastruc-
ture. The first part of this thesis is oriented on the following issues:

• post-manufacturing test and efficient techniques for generating configurations
used to test reconfigurable modules within RSNs.

• identifying faults within RSNs (diagnosis)

• post-silicon validation of RSNs

• in-field use, and reliability issue related to NBTI-aging effect

• equivalence checking between ICL and RTL—verification

Another argument that this thesis will advance is the Hardware Security. In the
recent years, the growing complexity of modern devices and the fabrication costs
led the IC industry to pursue a new global business model. The half-trillion-dollar
semiconductor supply chain is one of the world’s most complex. The production
of a single computer chip often requires more than 1,000 steps passing through
international borders 70 or more times before reaching an end customer [20]. In
that regard, even more companies around the world are deeply involved in all
phases of the IC supply chain. The outsourcing of part of the process to untrusted
third-party entities raises increasing concerns about the hardware security of the
products. The problem of ensuring hardware security has gained much attention in
the last ten years, especially early in the design cycle, when an attacker may insert
malicious circuitry at register-transfer (RT) or gate level. Such type of attacks that
may lead to devastating consequences, such as denial of service or data leakage.

Particularly, Hardware Trojans (HTs) are an important topic not only for in-
dustry and academia, but also for government bodies [21].

Hardware Trojans are modifications that an adversary is able to make in original
circuitry to gain access to sensitive information (encryption keys), downgrade the
performance, prevent user access or completely disable the device or its functions.
It is assumed that the attacker is able to access the design (or its part) and perform
maliciously modifications before or during fabrication.

What renders difficult to detect such alterations is:

• large number and the complexity of soft, firm and hard IPs that are present
in modern SoC designs;

• the cost of applying reverse engineering and inspecting physically each device
given their complexity and technology miniaturization;
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• given the characteristics of the advanced technology used nowadays, physical
measurements in a circuit infected by a Trojan may still stay within the
margins due to process variation and thus, remain undetected;

• Trojan are by construction difficult to activate (a set of complex low-probability
conditions) and while the attacker might have information about the design,
the defender might not have any information about the Trojan, i.e., its type,
size, position etc.;

• manufacturing tests that are applied on every device are ineffective for the
reasons listed above.

Due to evolving attacks, the research community is spending a lot of effort in
developing more and more sophisticated detection methodologies. However, the
problem is that they are validated on the benchmarks that do not reflect the real
complexity of the devices used for industrial applications, such as automotive. First
contribution related to the aforementioned issue in the release of new benchmarks
targeting a pipelined open-source RISC microprocessor core.

Although most of the detection techniques work at the gate level, shifting the
detection of HTs inserted at RTL to the gate level would result in increased design
and verification costs. That is why a new and efficient method for detecting such
Trojans has been developed. It will be presented as a second contribution in this
part of the thesis. A branch of artificial intelligence (AI) and computer science that
continues to receive tremendous attention and has alleviated life to many engineers
is Machine Learning (ML). This is especially true in the context of ICs, given the
large amounts of available data from both production and use life-cycle phases.

The proposed methodology is based on ML technique for Hardware Trojans
detection, based on a deep analysis of the RT-Level model. The analysis is based
on dynamic and static properties extracted from such model. An Artificial Neural
Network (ANN) as well as the Support Vector Machine (SVM) algorithm are used
to identify suspicious code fragments potentially hiding a Trojan.
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Chapter 1

Background

In many of the latest ICs designers introduced resources whose purpose is not
to support the circuit functionality, but rather to support ancillary features such
as test, calibration, debug and monitoring. In particular, current ICs often inte-
grate a plethora of sensors and actuators, each associated to a register to be read
and/or written from the outside, sometimes at the end of the manufacturing pro-
cess, sometimes during the operational phase. Many test solutions, such as BIST,
also require registers to activate/initialize the test and retrieve results. In order to
effectively access all these registers (also called instruments, or TDRs), companies
used to include them into a single chain, often accessed through the standard IEEE
1149.1 interface. With the significant rise in complexity and the number of de-
vices, existing infrastructure became inefficient. One of the limitations originated
from the length of a single scan chain which was constantly increasing; performing
access to communicate with a single device resulted in large time overhead. More-
over, the reliability of such structure became an issue, since a problem on a single
bit would render the entire scan-chain non-operational and consequently, lead to
a catastrophic breakdown. Another possibility involving architecture for accessing
each instrument individually, apart from limited flexibility it provides, requires in-
feasible number of instructions to be implemented. To tackle these issues solutions
based on so called Reconfigurable Scan Networks (RSNs) were introduced. 1149.1.
was updated to support such constructs, while 1687 introduced increased flow flex-
ibility and the possibility to define more complex structures in the network during
the chip integration phase in a newly developed description language. Neverthe-
less, both 1687 and 1149.1-2013 have a lot of common advantage in terms of reuse,
efficiency, automation and improved quality that affect several stages of chip devel-
opment. They can provide a means of standardization of IP verification, insertion,
internal IP test interface, etc. Both standards introduce dynamically reconfigurable
scan chains.For the sake of simplicity as different terminology is used, basic network
constructs will be described as a part of IEEE 1687 Std in Section 1.2.
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1.1 IEEE 1149.1 – JTAG
As the devices’ complexity increased and with the limitations in terms of num-

ber, cost and physical access to its pins, it became both impractical and inefficient
to use them for accessing the device and test the interconnections between different
ICs. To deal with these issues, IEEE 1149.1 industrial standard was devised. It is
commonly known as Joint Tag Access Group (JTAG) and describes a testing infras-
tructure. Registers described by the standard, boundary scan cells, as their name
suggests are composed of individual bits, or cells that are located at the boundary
of the device. They are placed between the functional core and the pins or balls by
which it is connected to a board. The standard also introduced the description of a
logic block called Test Access Point (TAP). TAP consists of a controller in charge
of executing access and data flow, which is a sequential state machine, Instruction
Register, and a number of Data Registers providing write and read functionality
(Fig. 1.1). Given its flexibility for implementing additional commands and adding
new logic blocks, TAP soon found its alternative application for programming and
debugging devices. The JTAG interface consists of 5 signals: Test Data In (TDI),
Test Data Out (TDO), Test Clock (TCK), Test Reset (TRST) and Test Mode
Select (TMS).

The TAP controller as defined by the IEEE-1149.1 standard represents a 16-
state finite state machine. It is controlled by TCK and TMS. Each transition is
determined on the rising edge of TCK, by the state of TMS. Two analogous paths
through the state machine are used to capture and/or update data by scanning
through the instruction register (IR) or through a data register (DR). The JTAG
state machine is depicted in Fig. 1.2.

1.2 IEEE 1687 – IJTAG
Exacerbated by the increasing number of instruments within a single scan chain,

the lack of flexibility is a major issue in both IEEE 1149.1 boundary-scan (JTAG)
and IEEE 1500 core test standards, along with weaknesses of the test scheduling
and scalability limitations. The new IEEE 1687 standard (IJTAG) [1] was designed
to be able to deal with problems caused by the long scan chains and the substantial
number of instructions required to access instruments. It exploits the idea of Recon-
figurable Scan Networks (RSNs), residing between device interface and instrument
interface and allowing a scan chain to be partitioned into segments that can be se-
lectively included or excluded. Through dynamic configuration and variable-length
scan-chain, IJTAG enables flexible and efficient access to all instruments. Thus,
designers are able to take into account various configurations and choose the best
trade-off between parameters such as area or access time. Although the standard
does not impose an external access mechanism, the most widely accepted one is
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Figure 1.1: JTAG boundary scan with dedicated registers and TAP controller

TAP. The IEEE 1687 standard also introduces two languages: Instrument Con-
nectivity Language (ICL) and Procedural Description Language (PDL) that allow
describing the structure of the network and the protocol to access the different
instruments.

To interface each instrument, a register of a variable length is used. This corre-
sponds to a set of scan cells, IEEE 1149.1-compatible, referred to as a TDR. TDRs
can be Read-Only, Write-Only or Read-Write. Furthermore, three operations are
used to control the network and read/write data from/to TDRs: capture (C), shift
(S), update (U).

Apart from TDRs, the network is composed out of two types of programmable
modules. These are used to partition the set of instruments; including or excluding
a set of instruments obviously has an effect on the scan chain length. A segment
insertion bit (SIB) module behaves as a gateway with respect to the segment it
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Figure 1.2: TAP controller state machine

controls: it is able either to bypass the segment or to include the segment into the
active path (Fig. 1.3(a)). In the bypass state it is referred to as de-asserted, while
it is said to be asserted when is configured to expand the scan chain. SIBs can be
used to obtain a hierarchical structure of the network, allowing hierarchical access
to the registers interfacing the instruments. The Fig. 1.3(b) shows a symbol used
to represent a SIB.

0
   1

U

S so
si

fsotsi

SIB sosi

fsotsi

a) b)

Figure 1.3: Segment Insertion Bit (SIB) module: Simplified schematic (left) and
symbol (right)

Other than using a SIB to include or bypass a segment, a different module is
used to support exchange of one scan chain segment for another. A scan multiplexer
with shift-update cells (ScanMux, SM) can be seen as a configurable multiplexer,
which is used to alter the scan chain by selecting which of its input branch segments
are to be included into the active path. Thus, the existence of mutually exclusive
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scan chains is supported, reinforcing the trade-off of access time with access length.
The example given in Fig. 1.4(a) shows a scan multiplexer with a two-bit shift-
update control register which is used to choose one among four segments. The
symbol shown in Fig. 1.4(b) will be used to represent a shift-update cell. Control
registers of the modules consist out of two stage cells. A cell is referred to as a
flip-flop with additional control logic. Shift (S) cell is a part of scan chain and it
shifts values, while Update (U) cell stores the S cell value, when update operation
is performed. The configuration of the module is defined by the value in the U cell.
For example, a SIB module is configured by shifting in the desired value into the S
scan cell, followed by an update, thus storing the value from the S cell to the U scan
cell. Indicatively, as illustrated by Fig. 1.3(a), in this work a SIB is considered to
be asserted if the latched bit is 1 and if so, it includes the path between tsi and fso
terminals. Conversely, it is regarded as being in a de-asserted state if the latched
bit is 0, bypassing the segment between tsi and fso terminals, directly connecting
si and so through the S cell. The provided shortcut has the length of one bit.
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Figure 1.4: ScanMux (SM) module: Simplified schematic (left) and symbol (right)

Depending on the position of the configuration bit(s) with respect to the pro-
grammable module itself the module can be either inline or remote. A module is
considered to be inline if its associated configuration cell is located in the same seg-
ment of the related module. Otherwise, it is said to be remotely controlled. Some
basic architectural constructs, varying on the organization of TDRs, are provided
in Figure 3. A simplest one is a flat structure where TDR is always accessible
(Fig. 1.5a). MUXed TDRs enable mutually exclusive access (Fig. 1.5b), while ex-
cludable TDR is either a part of the active path or is bypassed (Fig. 1.5c). Partial
configurations involve combining previous structures, thus in Fig. 1.5d (partially
selectable TDRs) always two TDRs belong to the active path (one fixed, another se-
lectable), while in Fig. 1.5e (partially excludable TDRs) one or two registers belong
to the active path (path always includes one, while the other one can be inserted).
The Fig. 1.5f shows the partially excludable and selectable configuration (one TDR
is always accessible, while one of the remaining two can be included into the active
path). These can be combined to design more complex networks.
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Figure 1.5

To keep the drawings simple inFig. 1.3 and Fig. 1.4, the clock, reset, control
signals (namely, shift, update, and capture), and the select signal used to gate the
control signals are not shown. To follow the examples in this work, it should
suffice to assume that only the TDR connected to the selected port of a ScanMux
receives (i.e., reacts to) the clock and control signals. It should be noted that the
configuration of the network (i.e., the status of the latched bits) does not change
when shifting a new vector through the shift cells, but only in the update phase
where the shifted vector is latched into the U cells.

To operate an IEEE 1687 network from outside the chip, the IEEE 1149.1 TAP
can be used. The TAP finite state machine provides the control signals needed to
configure the IEEE 1687 network and access the instruments through it.

As an example, let us consider an RSN that includes five instruments: the user
can access them through the TAP port, reading or writing from/to the associated
Test Data Registers (TDR1 to TDR5). In order to save time when accessing to the
instruments, the designer, instead of connecting all TDRs into a single chain, like
in 1149.1-complaint circuits, may decide to adopt an IEEE 1687 network including
three SIBs and one ScanMux (SM), as shown in Fig. 1.6; each of these four config-
uration modules can be configured to allow the access to a given subset of TDRs
(and the associated instruments). Table 1.1 reports sixteen possible configurations
supported by this network, which depend on how the SIBs and the ScanMux have
been configured. In Table 1.1, “A” means asserted, “D” means de-asserted, 0 and
1 correspond to the two possible positions of the ScanMux, and “-” appears when
a module belongs to an inaccessible segment.

In order to move the network to a given configuration, the user must first shift-in
a suitable sequence of bits, so that the S flip-flops of SIBs and ScanMuxes hold the
correct value, then activate the update signal to move these bits to the U latches.
The sequence of bits to configure the network is called configuration vector. A
generic configuration vector is referred to as cvi. Once a configuration is reached,
a given subset of the TDRs is accessible, which constitutes the so-called active
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Figure 1.6: Example of IEEE 1687 RSN.

path. The rightmost column of Table 1.1 reports the length of the active path for
each configuration, which corresponds to the number of TDR and S flip-flops in
the path. The reader should note that moving from one configuration to another
may require more than one configuration vector. For example, in the network of
Fig. 1.6 moving from C2 to C13 requires first turning SIB1 into the asserted state
(e.g., moving to C8) and only then we will be able to change the configuration of
the SM scan multiplexer to select input branch 1 and turn SIB2 into the asserted
state. Hence, moving from C2 to C13 requires 2 configuration vectors.

1.3 Related works
In recent years the IEEE 1687 standard and RSNs have been subject of many

research works, addressing test, verification, security and design. However, to our
knowledge, apart from [22], this is the only work addressing the issue of permanent
RSN fault diagnosis.

As already discussed, although reconfigurable scan networks introduced flexi-
bility, minimizing access time has arisen as a potential issue. The authors in [23]
analyzed various structures with different access scheduling to estimate overall ac-
cess time. Additionally, the same authors developed the CAD tool to support design
automation of optimized 1687 SIB networks [24]. Based on the access schedule and
the set of instruments, the tool is able to design a network with optimized access
time and low hardware overhead.

In [25] a general approach has been proposed to automatically generate a test
sequence for an IEEE 1687 RSN with respect to permanent faults. It provides
techniques for testing SIBs and ScanMuxes, and then it describes how to combine
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Table 1.1: Set of possible configurations of the RSN in Fig. 1.6.

Configuration SIB1 SIB2 SM SIB3 Active path Length

C0

D
D 0

D - 2C1 1
C4 A 0
C5 1

C2

D
D 0

A TDR3 9C3 1
C6 A 0
C7 1

C8 A D 0 D TDR1 6C9 1

C10 A D 0 A TDR1, TDR3 13C11 1

C12 A A 0 D TDR1, TDR2, TDR4 16

C13 A A 1 D TDR1, TDR2, TDR5 17

C14 A A 0 A TDR1, TDR2, TDR3, TDR4 23

C15 A A 1 A TDR1, TDR2, TDR3, TDR5 24

them into a single comprehensive test. This test is independent on the specific
representation of the network elements and does not require any change in the
hardware implementing the network. Test generation can directly start from the
network’s ICL description, as mandated by the IEEE 1687. The proposed test
generation algorithms are based on different heuristics that could easily run even
on relatively large RSNs.

In [26] that approach was refined to minimize the duration of the resulting test
sequence: the faced problem was properly modelled according to the graph theory,
and an optimal algorithm able to generate the minimum-duration test sequence was
described. Unfortunately, such an approach works only on relatively small RSNs,
and sub-optimal solutions must be accepted when dealing with real cases.

An alternative approach based on an evolutionary algorithm was developed in
[27] to generate test sequence for a generic RSN with minimum duration. The usage
of formal techniques to generate the minimum duration sequence able to test all
reconfigurable modules in the network is explored in [28], providing a lower bound
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for small networks and thus assessing the effectiveness of the other approaches.
The authors of [22] analyzed the effect of permanent fault on RSN elements

to determine diagnostic properties. The test sequence generated by the procedure
described in [25] is further extended to enable localization of faults, i.e., to satisfy
the defined properties.

A number of works also analyze the use of IEEE 1687 infrastructure to support
on-line health monitoring and fault management [29]–[35].

Modelling, verification and optimal pattern generation is tackled in [36]. RSN
formal model is presented considering structural and functional dependencies. The
problem is transformed into Boolean Satisfability Problem. The formal method is
also used for pattern retargeting, i.e., to generate scan-in data for reconfiguration
and execution of commands in instrument access procedures. Moreover, the paper
describes pattern generation method for efficient concurrent access. For the retar-
geting modelled as a sequential problem unrolled over number of time frames (CSU
operations), the authors in [37] proposed a method for calculating an upper-bound
on the number of required CSU operations. Knowing the upper-bound is used to
deal with the model complexity for large designs and reduce the search space while
preserving the optimum solution.

Defining and verifying security properties is addressed in [38]. In this work it is
described how specified permissions and restrictions are transformed into predicated
for a formal model unbounded checking.

The authors in [39] considered introducing some DfT modifications to enable
observability of shadow registers and update logic. Moreover, different test meth-
ods are proposed for stuck-at, flip-flop transparency and bridge-faults in the RSN.
Security in RSN is another important aspect considered is literature. In [40], [41],
obfuscation strategies are proposed to modify the structure of the network by intro-
ducing additional logic for controlling the state of reconfigurable modules, as well
as creating false paths to confuse the attacker. On the other hand, other works
consider validating security properties and preventing unauthorized access by the
means of external filter module both online and fixed-precomputed [42]–[44].

1.4 IEEE 1687 Benchmark RSNs
In [45] authors from both academia and industry proposed and published a set

of benchmarks to enable fair and objective comparison of the developed method-
ologies across research groups. The benchmarks are also typical and challenging
examples utilizing many different constructs and features supported by the stan-
dard. They can be classified in four different categories based on the architecture
and purpose. Table 1.2 reports some basic information about the networks used
to perform evaluation. In column 2 and 3, the table reports for each network the
number of SIBs and SMs, respectively. The number of configuration bits of SIBs
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and SMs is given in the fourth column. The column Max depth indicates the max-
imum hierarchical depth of each network (for SIB-based networks this value equals
to the maximum number of nested SIBs, according to [45]). The column Max path
reports the length of the longest path in the network, and the rightmost column
the number of bits in all the TDRs.

Table 1.2: ITC’16 benchmark networks list

Network SIB SM Tot.
bits

Max
depth

Max
path

Scan
cells

Mingle 10 3 13 4 171 270
TreeBalanced 43 3 48 7 5,219 5,581
TreeFlat_Ex 57 3 62 5 5,100 5,195
TreeUnbalanced 28 – 28 11 42,630 42,630
a586710 – 32 32 4 42,381 42,410
p22810 270 – 270 2 30,356 30,356
p34392 – 96 96 4 27,899 27,990
p93791 – 596 596 4 100,709 101,291
q12710 27 – 27 2 26,185 26,185
t512505 159 – 159 2 77,005 77,005
N132D4 39 40 79 5 2,555 2,991
N17D3 7 8 15 4 372 462
N32D6 13 10 23 4 84,039 95,158
N73D14 29 17 46 12 190,526 218,869
NE1200P430 381 430 811 127 88,471 108,148
NE600P150 207 194 401 78 23,423 28,250
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Chapter 2

Test

When a circuit includes an RSN, the issue of testing the related hardware must
clearly be considered, checking for possible defects affecting it. Failing to effectively
solve this issue may lead to completely false results when using the RSN itself.
Some works faced the issue of testing the test circuitry mandated by the IEEE
1149.1 standard [46], while other works focused on the test of possible permanent
faults affecting a standard scan chain, e.g., by shifting into the chain a sequence
of alternated 0s and 1s, and checking that the same sequence appears at the other
extreme of the chain [47]–[49]. However, to test an RSN is a more complex task
with respect to the standard scan chain test, since examining the ability of flip-flops
comprising the scan chain to shift is not sufficient to guarantee correct functionality
and expected performance. In addition, testing should check whether the network
can be moved from one configuration to another and if it operates correctly after
enforcing whichever legal configuration. Although testing an RSN clearly shares
some similarities with the task of design validation [36], time required to perform
test, i.e. test stimuli duration is considered to be more important with more strict
limitations.

2.1 Fault model
Testing a non-reconfigurable scan chain for permanent faults can be performed

by shifting a suitable sequence of 0s and 1s through the scan chain. RSNs are
however far more complicated to test: in addition to flip-flops composing the TDRs,
which have to be tested to check whether they can correctly shift values when
included in the active path, the reconfigurable modules (i.e., SIBs and ScanMuxes)
have to be also tested to check whether they are able to move the network to the
corresponding configurations.

For all of the test-related techniques that will be described in this thesis, high-
level fault model that was first introduced in [25] will be used. The faults affecting
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the reconfigurable modules, such as ScanMuxes, are modelled such that a different
configuration is selected rather than the expected one. Such a fault leads to a
different active path (called faulty path) than the expected one, and the two are
likely to have a different length. For example, in Fig. 1.6 the multiplexer (ScanMux)
may be affected by a permanent fault whose effect is that the segment connected
to the input 0 is always selected, no matter the value in the selection cell. The
same may arise for the generic SIBi, which can be affected by faults named stuck-at
asserted (SIBi-s@A) and stuck-at de-asserted (SIBi-s@D). The stuck-at faults in
the scan bits of the selection cells are considered as detected by implication by
testing such high-level faults, which cover also the faults affecting the update logic
of the reconfigurable modules.

Moreover, such faults cover some faults affecting the reset logic, whose effect is
that the module is stuck at the reset value. The other reset faults (i.e., those that
make the reset ineffective) are not considered but can be targeted by employing the
techniques described in [39].

2.2 Test procedure
Resorting to the high-level fault model, one can test an RSN by first configuring

the RSN so that the target fault is excited, and then comparing the length of the
activated path against the length of the expected path. Since the number of possible
configurations of a network grows exponentially with the number of configurable
modules, the problem of identifying a sequence of sessions which guarantees that
1) all the configurations modules are fully tested, and 2) the total test duration
is minimized, is not trivial. Coming back to the example of Fig. 1.6, this means
identifying the sequence of configurations (out of the 16 possible ones) that matches
the two above goals.

As an example, the high-level fault that affects the ScanMux of Fig. 1.6, to
always select the segment connected to the input 1, can be excited by a configuration
which selects the input 0; configurations C12 and C14 fulfil this requirement. Once
one of them is activated, one can measure the length of the active path by shifting
a given sequence (called test vector) in TDI and checking when it will appear on
TDO. Any fault modifying the length of the active path can be detected in this
way. A generic test vector is referred to as tvi in this paper.

In order to test all configurable modules in a RSN, the test sequence can be
organized in sessions: in each session the network is first configured via one or
more configuration vectors (so that each SIB and each ScanMux is switched into a
given position), and then a check is performed for whether the expected path has
been inserted between TDI and TDO via test vector, i.e., whether right segments
can be accessed.

A proper test sequence consists of an alternating bits sequence 0101..., as long as
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the active path length followed by a sequence terminator, such as two consecutive
0s or 1s. For example, if the network in Fig. 1.6 is configured to C8 (see Table 1.1), a
proper test vector is 01010101011, that is, 9 bits of alternated 0s and 1s followed by
the sequence terminator. Faults affecting the network may corrupt the network by
changing the active path, which will cause the sequence terminator to be observed
on the scan output in an unexpected clock cycle. For example, if a stuck-at fault
affects the selection of the module SIB1 (which is supposed to be asserted in the
fault-free scenario), then the network may exclude the SIB1’s controlled segment,
as in the SIB1’s de-asserted case. Thus, the active path selected in such a faulty
scenario would be the same of the configuration C0 of Table 1.1. In the faulty
scenario, the path length is 2, meaning that the sequence terminator is observed
earlier than expected on the scan output pin.

The complete process consists of the following steps:

• shifting in the sequence consisting of same values (all 0s or all 1s), while
the length of the sequence is equal to the length of the longest path in the
network; the goal of this phase is the initialization of the scan cells;

• shifting in the second, test sequence, of alternated 0s and 1s (i.e., 0101...01),
with the predetermined (expected) length

• the last sequence shifts values from the currently active path. Determining
fault-caused modifications of values in the scan chain and the length of the
active scan path is performed by verifying previously inserted test vector; in
parallel with observing the values appearing at the output, new configuration
vector is shifted in.

Applying the configuration vector demands an update operation. The duration
of the complete test procedure, referred to as a total cost, depends on the duration
of each step and is composed of configuration step cost and test step cost, both
expressed in terms of number of clock cycles. The configuration step cost is the time
needed to apply configuration vectors. The time overhead of the JTAG protocol
is also included, since moving the TAP controller from shift to update state and
vice versa also requires a few clock cycles (Fig. 1.2). The test phase cost is the
time required to shift in the test sequence. Furthermore, the duration of a session
is determined by the length of the TDRs included in the path, as well as by the
previous configuration.

In this thesis several testing procedures are presented. Two are semi-formal
techniques to generate the set of configurations that yield high coverage and low
test time based on representing the network as a Finite State Machine, while the
third one uses meta-heuristic evolutionary approach combined with post-processing
techniques.

1. Perform reset (SIB1 → SIB3)
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Table 2.1: Test procedure for the network in Fig.1.6

Input Fault free SIB1 SIB2 SM SIB3

s̄ s@D-s0 s@A-s1 s@D-s2 s@A-s3 s@0-s4 s@1-s5 s@D-s6 s@A-s7

reset
observe

DD0D
(2)

DD0D
(2)

AD0D
(6)

DD0D
(2)

DA0D
(2)

DD0D
(2)

DD1D
(2)

DD0D
(2)

DD0A
(9)

1000
observe

AD0D
(6)

DD0D
(2)

AD0D
(6)

AA0D
(16)

AD0D
(6)

AD1D
(6)

AD0D
(6)

1100
observe

AA0D
(16)

AD0D
(6)

AA0D
(16)

AA1D
(17)

AA0D
(16)

1110
observe

AA1D
(17)

AA0D
(16)

AA1D
(17)

1111
observe

AA1A
(24)

AA1D
(17)

2. Perform initialization
(a) Shift in 000000000000000000000000 (length = 24)

3. Insert test sequence
(a) Shift in 01 (length = 2)
(b) Shift in 11 (length = 2)

4. Check test sequence while applying new configuration
(a) Shift in 01 and observe the output; update (TDR1 → SIB2 → SIB1 →

SIB3)
5. Perform initialization

(a) Shift in 000000000000000000000000 (length = 24)
6. Insert test sequence

(a) Shift in 010101 (length = 6)
(b) Shift in 11 (length = 2)

7. Check test sequence while applying new configuration
(a) Shift in 011XXX and observe the output; update (TDR1 → TDR2 →

TDR4 → SM → SIB2 → SIB1 → SIB3)
8. Perform initialization

(a) Shift in 000000000000000000000000 (length = 24)
9. Insert test sequence
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(a) Shift in 0101010101010101 (length = 16)
(b) Shift in 11 (length = 2)

10. Check test sequence while applying new configuration
(a) Shift in 0111XXXXXXXXXXXX and observe the output; update (TDR1
→ TDR2 → TDR5 → SM → SIB2 → SIB1 → SIB3)

11. Perform initialization
(a) Shift in 000000000000000000000000 (length = 24)

12. Insert test sequence
(a) Shift in 01010101010101010 (length = 17)
(b) Shift in 11 (length = 2)

13. Check test sequence while applying new configuration
(a) Shift in 1111XXXXXXXXXXXXX and observe the output; update (TDR1
→ TDR2 → TDR5 → SM → SIB2 → SIB1 → TDR3 → SIB3)

14. Perform initialization
(a) Shift in 000000000000000000000000 (length = 24)

15. Insert test sequence
(a) Shift in 010101010101010101010101 (length = 24)
(b) Shift in 11 (length = 2)

16. Last check of the test sequence
(a) Shift in a sequence of longest path length (24)

2.3 A Semi-Formal Test Generation Technique
for Reconfigurable Scan Networks

In the proposed approach, the RSN of IEEE 1687 is modelled as a finite state
automaton (FSA). Each state corresponds to a configuration, that is, a determinate
state of SIBs and SMs in the network; the input alphabet corresponds to recon-
figuration operations; the output symbols are the lengths of the network, as this
is an easily observable characteristic [9]. The high-level model is deliberately not
complete, that is, the FSA’s states encode only a subset of the possible configu-
rations. As not all transitions are possible in all states, either due to the physical
configuration of the RSN or to missing states in the FSA, whether an input does
not correspond to a transition, the FSA is brought to a special sink state with no
output transitions and a null output symbol.
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Faults taken into consideration are high-level stuck-at faults affecting SIBs and
SMs. Such faults are mapped to multiple transition fault on the high-level automa-
ton, as the same configuration operations may result in different network statuses
on faulty circuits, and the goal of the automatic test program generation is to de-
vise a sequence of inputs able to discriminate between the faulty automata and the
good one.

The proposed algorithm is based on a greedy search. While the simulation of
the automaton is exact, the method is approximate because it does not consider all
possible states nor all possible input symbols, and, consequently, not all possible
transitions. Nevertheless, the approximation is conservative with respect to testa-
bility, as any missing state or transition will cause the automaton to reach the sink
state, that by construction cannot be further distinguished from any other state.

The complexity of the proposed approach is linear on the number of states ns

times the size of the input alphabet Ain, that is O(ns·∥Ain∥). As both terms depend
linearly on the number of configuration bits ncb, the complexity is definitely smaller
than the A* algorithm presented in [26], where the search space was O(2ncb).

2.3.1 Network representation: FSA
The FSA is built incrementally. The FSA is initially composed of only of a state

with no output transition and a null output symbol. Such sink state can not be
distinguished from any other state, and, once entered, the FSA is not able to leave
it. It is used to denote a pathological condition, where the algorithm is not able
to provide reliable results due to the approximation of the model. Next, the reset
state, when all configuration bits are set to zero, is added to the automaton. Then,
for each SIBi, two states are created: one with the SIB asserted and one with
the SIB de-asserted. For each SM, one state is created for each possible output
configuration. Such a straightforward approach, however, is not always sufficient.
Scan chains may be nested, and a resource accessible only when its parent SIB is
asserted. The procedure for building the FSA detects such situations, and creates
the necessary states to handle them. The transitions from the reset state to all
these states are eventually added.

Then, for each transition in the good automaton, the possible faulty transition
are added, and whether the faulty transition would bring the automaton in a con-
figuration not already encoded as a state, that specific state is added to the FSA.
All missing transitions between existing states are also added to the automaton.
Eventually, all possible faulty transition from all existing states are also added, but
if one would bring the automaton in a configuration not encoded as a state, its
destination is set to the sink state, meaning that the FSA is unable to model such
situation. Such situations are related to ScanMux modules with two or more config-
uration bits and the number of inputs smaller than 2ncb . Non-existent inputs may
be grounded or bypassed to some other input. However, such details are related to
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hardware implementation and are not available in the ICL descriptions.
Some heuristics are considered in order to match configurations which may re-

duce the cost. For example, states representing configurations in which accessible
SIBs that provide access to the deepest hierarchical level are not asserted may
increase the number of required sessions and therefore the cost. Additionally, con-
figurations in which a SIB is still asserted while already being fully tested together
with its sub-hierarchical modules increase the cost. Not setting minimal path length
configuration of a ScanMuxes that is fully tested together with its sub-hierarchical
modules increases the cost.

As almost only the states with a hamming distance of 1 from the reset state are
added to the FSA, the size of the automaton is linear in the number of configuration
bits. It is possible to define an automaton with more states: for instance, at some
point of the creation, all complementary states may be added as well; or all states at
a hamming distance of 2 from the reset state can be considered. It is important to
remember that the size of the automaton influences both the quality of the results
and the performance of the algorithm. Experimental evaluations indicate that such
extensions are not quite beneficial, but the designers may explicitly add relevant
states to this state or provide an additional heuristic.

Table 2.2: Test procedure for the network in Fig.1.6

Input Fault free SIB1 SIB2 SM SIB3

s̄ s@D-s0 s@A-s1 s@D-s2 s@A-s3 s@0-s4 s@1-s5 s@D-s6 s@A-s7

reset
observe

DD0D
(2)

DD0D
(2)

AD0D
(6)

DD0D
(2)

DA0D
(2)

DD0D
(2)

DD1D
(2)

DD0D
(2)

DD0A
(9)

1001
observe

AD0A
(13)

DD0A
(9)

AD0A
(13)

AA0A
(23)

AD0A
(13)

AD1A
(13)

AD0D
(6)

1100
observe

AA0D
(16)

AD0D
(6)

AA0D
(16)

AA0D
(17)

1110
observe

AA1D
(17)

AA0D
(16)

2.3.2 Greedy search algorithm
The search algorithm builds a test sequence as a sequence of transition and

observation steps. During a transition, a sequence of bits is fed into the scan chain,
bringing the RSN in a given configuration; such operation corresponds to one or
more input symbols in the FSA. During an observation, the length of the scan chain
is measured; the operation does not affect the FSA.
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In more practical terms, the goal of the test generation is to find a short and
effective sequence that brings the good circuit and the faulty ones in states where
the scan chain is of different lengths; then, to observe the length and detect the
faults. Indeed, not all transitions and not all observations require the same number
of clock cycles to be performed. The search algorithm aims at minimizing the length
of the test sequence with respect to the number of actual clock cycles required to
execute all transitions and observations.

Let x be an input symbol for the FSA. The reset operation is denoted with
reset, and it requires a single clock cycle to be performed. A sequence t of inputs
t = (reset, x0, x1, ..., xi) unequivocally defines the state of the FSA. Let s̄t be
the state of the FSA representing the fault-free circuit after the application of the
input sequence t, and let St = {s0

t, s1
t, ..., sn

t } be the set of the states of the FSA
representing the n faulty circuits. St depends on the full sequence t, and some
faulty circuits may be in the correct state, thus s̄t ∈ St. It is possible that a
fault also effects the reset state, while such a possibility is easily tractable by the
proposed methodology, it was not considered in this work.

Let DF(s̄, F) be the set of potentially detectable faults when the good machine
is in state s̄ and the faulty ones in F = (s0, s1, ..., sf ), that is, the set of all faults
that caused the faulty machine to be in a state si with an output symbol different
from s̄. If an observation is performed, measuring the actual length of the RSN,
any difference would be observed and all such faults, detected.

Given a sequence of inputs t, the function Greedy extends it with the most
promising input symbol (Algorithm 1). That is, it appends the input symbol that
brings the FSA where the highest number of faults could be detected. If no new
fault can be detected by adding a single transition, the function returns an empty
input sequence.

Algorithm 1 Greedy step
function Greedy(t)

m← ( ) ▷ Empty sequence of inputs
for x ∈ {valid input symbols in s̄t} do

u← t
Append x to u
if |DF(s̄u, Su)| > |DF(s̄m, Sm)| then

m← u
return m ▷ Most promising sequence

The search algorithm incrementally builds the test sequence t calling the func-
tion Greedy iteratively (Algorithm 2). In every step, the most useful symbol is
appended to the test sequence; however, if it is not possible to detect new faults by
adding a single symbol, the FSA is rolled back to a previous state where a useful
input symbol may be found.
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Algorithm 2 Test Sequence Generation
procedure TPG

t← (reset) ▷ Initial test sequence
H← {t} ▷ History
F← {all detectable faults} ▷ Active faults
while |F| /= 0 do

g← Greedy(t)
if empty(g) then ▷ The greedy failed

Append reset to t ▷ Start over
for t′ ∈ H do

g′ ← Greedy(t′)
if |DF(s̄g′ , Sg′)| > |DF(s̄g, Sg)| then

g← g′ ▷ Alternative sequence
Append g to t
Append observe to t
H← H ∪ {g} ▷ Save sequence
Remove DF(s̄g, Sg) from F

The symbol observe is used to denote an observation operation in the test
sequence, it has no effect on the FSA, but its cost in term of clock cycles needs to
be considered.

To provide an example, RSN from Fig. 1.6 is used. In the initial, reset state,
original fault-free network has active path length 2. This is also the case with some
other faults, except stuck-at-asserted faults on SIB1 and SIB3 that increase the
path length to 6, i.e., 9. By inserting the test shift sequence these two faults can
be detected. From state DD0D that is seen as "DXXD", since the two modules’
configuration bits are not reachable (SIB2 and SM), possible transitions that are
considered and generated by the algorithm are AD0D, AD0A, and DD0A (by ap-
plying 1000, 1001, and 0001). Since the second one brings us to states where more
faults can be detected, this one is applied. In this iteration s@D on SIB1, s@A on
SIB2 and s@D on SIB3 are detected. Algorithm continues to explore possible tran-
sitions: from state AD0A that is now seen as "ADXA", since 3 configuration bits
are modifiable, possible transitions are AD0D, AA0D, AA0A (1000, 1100, 1101).
The one detecting most faults (and having the lowest cost) is AA0D; it detects s@D
on SIB2 and s@1 on SM. Fianlly, AA1D (1110) detects s@0 on SM.

2.4 Enhanced version
In Section 2.3, an RSN was modelled as a Finite State Automaton (FSA), and

a semi-formal method was described. Such approach is able to deal with larger and
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more complex circuits producing a test sequence able to detect any permanent fault
affecting the reconfigurable modules, but whose duration is lower than the one of
the test sequences previously generated by the heuristic solutions.

In this section, an extension of that approach is proposed. The test generator
has been rewritten. The new algorithm minimizes the number of costly operations,
postponing and compacting them, while it still guarantees to reach complete fault
coverage. At the same time, the new algorithm is almost always faster than its
predecessor. Experimental results on a set of benchmarks [50] demonstrate that
the approach is able to generate test sequences orders of magnitude shorter than
those reported in [51], [25] and [27], while always keeping the computational cost
under control.

2.4.1 Search algorithm
Let x be an input symbol for the FSA. The reset operation is denoted with

reset, and it requires a single clock cycle to be performed; the measurement of
the length of the scan chain is denoted with observe, it requires several clock
cycles and does not affect the state of the FSA. Both appending a symbol to an
input sequence and concatenating two sequences are expressed as additions, as no
ambiguities are possible. The symbol ∅ denotes an empty input and has no effect
on a sequence, e.g., t = t + ∅. A sequence t of inputs starting with a reset, i.e.,
t = (reset, i0, i1, ..., ii), unequivocally defines the state of the FSA.

Two states that have indistinguishable output symbols are equivalent and are
denoted with s′ ∼= s′′. Conversely, non equivalent states have distinguishable output
symbols and are denoted with s′ ≉ s′′. By definition, the sink state is equivalent
to any other states ∀s : s ∼= Ω.

Let s̄t be the state of the FSA representing the fault-free circuit after the ap-
plication of the input sequence t, while si

t be the state of the FSA representing
the circuit when fault i is present after the application of the same input sequence.
If their output symbols are distinguishable, that is, s̄t ≉ si

t, then an additional
observe input symbol would allow to mark the fault i as detected, and the fault
is said to be active. The number of active faults may increase as well as decrease
at each step of the input sequence.

Let D(t) be the set of all faults detected by the sequence t. Indeed, D(t) = ∅
if t contains no observe symbols; and all input symbols after the last observe do
not alter the results. Let D∗(t) be the set of all faults potentially detected by the
sequence t, that is, all faults either already detected or active after the application
of the sequence t, that is, the set of all faults that would be detected by appending
an observe to the input sequence: D∗(t) = D(t + observe).

The search algorithm incrementally builds a test sequence through a greedy
search. Explicit observations, that is observe symbols, are not included in the
test sequence unless required. The function Greedy returns the most useful input
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symbol to be added (Algorithm 3), neglecting observations: given an input sequence
t, it identifies the symbol s that maximizes |D∗(t + s)|. If adding a single symbol
cannot activate any new fault, the function returns an empty symbol.

Algorithm 3 Identify most useful input symbol, neglecting observations.
function Greedy(t)

best← ∅ ▷ Empty symbol
for x ∈ {valid input symbols in s̄t} do

if |D∗(t + x)| > |D∗(t + best)| then
best← x

return best ▷ Most useful symbol

The search algorithm incrementally builds the test sequence t calling the func-
tion Greedy iteratively (Algorithm 4). In every step, the most useful symbol
is appended to the test sequence, trying to increase the number of active faults.
Only when a new symbol s would cause the loss of a previously activated fault, an
observe symbol is inserted before s.

When it is not possible to activate new faults by adding a single symbol, an
observe symbol is appended and the FSA is rolled back to a previous state where
useful input symbols may still be found and the search restarted. Such a state
is chosen among the previously traversed ones, and it is the closest one in term
of configuration clock cycles. The procedure terminates when all detectable faults
have been detected.

Algorithm 4 Test Sequence Generation
procedure TPG

t← (reset) ▷ Initial test sequence
H← {t} ▷ History
while D∗(t) /= {all detectable faults} do

s← Greedy(t)
if s /= ∅ then ▷ The greedy succeeded

if D∗(t) ⊈ D∗(t + s) then
t← t + observe ▷ Required

t← t + s ▷ Add symbol
H← H ∪ {t} ▷ Save sequence

else ▷ The greedy failed
t← t + observe
r← shortest({a ∈ H : Greedy(t + a) /= ∅})
t← t + r ▷ Start over

t← t + observe ▷ Final observation
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To demonstrate the difference in the Test Sequence Generation procedure be-
tween this approach and [51], we can use the network shown in Fig. 1.6. Table 2.2
and Table 2.3 show the phases of test sequence generation using procedure de-
scribed in Section 2.3 and the present one, respectively. The first column (input)
shows input symbols that were chosen and applied. The second column refers to
the fault-free network and its states. Columns 3-10 show the state of the faulty
circuits, each one for one particular fault. As it can be seen from Table 2.2, in
the previous approach each configuration phase is followed by an observation phase
(marked in bold). In this way a set of active faults is added to the set of detected
faults, which is increasing after each session. However, in Table 2.3 one can see
that not every configuration phase is necessarily followed by an observation phase.
Although the number of configuration steps is higher, the number of observation
steps, which can be extremely costly, is lower. In total, the number of clock cycles
needed to apply the test sequence given in Table 2.2 is 235 clock cycles, while on
the other hand, applying the test sequence from Table 2.3 requires 189 clock cycles,
only.

In comparison with [51], the length of the configuration vector may not be equal
to the value of the output symbol of the fault-free circuit’s current state, s̄t. The
length of the configuration vector is equal to max(s̄t, si

t), (∀i)(i ∈ {0,1, . . . , n−1}∧
(fault i not detected)), where n represents the total number of faults. The length of
the configuration vector is included in the configuration cost. Positions of certain
configuration bits in the chain that is defined by the state si

t or sj
t, i /= j, may not

correspond to any position of configuration bits in the chain determined by the state
s̄t. In this case, 0 bits are placed on these positions (Fig. 2.1). Additionally, on
the same position (in chains defined by different states), one may find configuration
bits belonging to different modules. This is all taken into account when assembling
and then applying configuration vector corresponding to the chosen input symbol.

2.5 Evolutionary approach to test reconfigurable
modules in RSNs

In this section the issue of generating effective sequences for testing the recon-
figurable elements within RSNs is addressed using evolutionary computation. Test
configurations are extracted with automatic test pattern generation (ATPG) and
used to guide the evolution. Post-processing techniques are proposed to improve
the evolutionary fittest solution. Results on a standard set of benchmark networks
show up to 27% reduced test time with respect to test generation based on RSN
exploration.

The approach proposed in this paper aims at generating an effective test se-
quence able to detect all testable faults while requiring a reduced test application
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CBx CBy���

��
�

��
�

Conf.
vector

CBx CBy 0

CBx CBy 00

CBx CBy 0 00

Figure 2.1: Configuration vector and scan chain bit positions for fault-free and
faulty circuits

Table 2.3: Enhanced test procedure for the network in Fig.1.6

Input Fault free SIB1 SIB2 SM SIB3

s̄ s@D-s0 s@A-s1 s@D-s2 s@A-s3 s@0-s4 s@1-s5 s@D-s6 s@A-s7

reset DD0D
(2)

DD0D
(2)

AD0D
(6)

DD0D
(2)

DA0D
(2)

DD0D
(2)

DD1D
(2)

DD0D
(2)

DD0A
(9)

1001 AD0A
(13)

DD0A
(9)

AD0D
(6)

AD0A
(13)

AA0A
(23)

AD0A
(13)

AD1A
(13)

AD0D
(6)

AD0A
(13)

1101 AA0A
(23)

DD0D
(2)

AD0D
(6)

AD0A
(13)

DA1D
(2)

AA0A
(23)

AA1D
(17)

AA0D
(16)

AA0A
(23)

1111
observe

AA1A
(24)

DD0D
(2)

AD0D
(6)

DD0A
(9)

DA1D
(2)

AA0A
(23)

AA1D
(17)

AA1D
(17)

AA1A
(24)

0000
observe

DD0D
(2)

DD0A
(9)

time. In a first phase, an evolutionary algorithm [52] is used to cultivate a popu-
lation of individuals representing a set of RSN configurations in which test vectors
are applied. Then, the best individual produced in terms of test application time
is further optimized by a post-processing algorithm, which tries to anticipate some
test vectors and to remove redundant configurations.

In the following, the basic concepts needed to understand the proposed ap-
proach are briefly introduced (Section 2.5.1). Details are then given concerning:
the algorithm used to perform a transition from a given configuration to a target

31



Test

one (Section 2.5.2), the evolutionary algorithm (Section 2.5.3), the encoding used
for defining individuals (Section 2.5.4), and the post-processing algorithm (Sec-
tion 2.5.5).

2.5.1 Methodology Basics
The proposed approach requires the following features:

1. A function (referred to as Transition) able to produce a sequence of con-
figuration vectors cv1, cv2, ..., cvn that moves the RSN from the generic
configuration Csrc to the configuration Cdst. The configuration vectors cv1,
cv2, ..., cvn are applied (i.e., shifted in the network through scan input pins
for as many clock cycles as the active path length, and followed by an update
operation), the first (i.e., cv1) starting from Csrc and passing through several
intermediate configurations (i.e., C1, C2, ..., Cn−1) up to Cdst. This function
can be associated to a cost in terms of clock cycles required to apply all the
configuration vectors generated.

2. A function Evaluation able to produce the list of faults that can be excited
when the RSN is moved to the generic configuration Ci. Such faults would be
covered by means of a test vector applied after reaching Ci. This function can
be applied to a set of configurations; in such a case, Evaluation(C1, C2, ..., Cn)
produces the list of faults covered by all the configurations in the set: if a test
vector tvi is applied in each of the evaluated Ci, then all faults are covered.

By using an evolutionary engine which calls the Transition and Evaluation
functions we aim at identifying a sequence of configurations detecting all faults and
having minimum cost. Each configuration is associated to a test session. Each test
session is composed by applying the Transition function to generate intermediate
configuration vectors which move the network from the configuration Ci in the list
to Ci+1. The first time, the function is applied between the reset configuration
Crst and the first configuration in the list (if not equal to Crst). A test vector is
applied to the RSN after each transition to a configuration in the list. Thus, the
Evaluation function is applied to the list of configurations and the faults obtained
are used to compute the fault coverage. Moreover, the total test time is obtained as
the cost to apply the configuration vectors generated by the Transition functions
plus the time required to shift all test vectors.

As an example, let us consider the RSN in Fig. 1.6. For this network, let us
suppose the reset configuration is the one indicated with C0 in Table 1.1. A possible
solution to the problem of testing the network faults consists in the following se-
quence of configurations: [C0, C8, C13, C14]. For each configuration Ci a test vector
tvi is applied, which is made as follows:
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1. as many 0s as the longest path length, i.e., 24 bits in the example network;

2. an alternated sequence 0101..., as long as the length of the active path cur-
rently selected;

3. two consecutive 1s (or two consecutive 0s) as the sequence terminator;

4. only for the last test vector, a sequence as long as the length of the active
path currently selected (values being shifted in are not important).

As highlighted in the list of faults excited by each configuration (see Table 2.4),
the configurations [C0, C8, C13, C14] allow detecting all faults in the network. The
list of vectors corresponding to such list of configurations is composed as follows:

1. tv1 in C0 (shift of 24+2+2 bits)

2. cv1 from C0 to C8 (shift of 2 bits, then update)

3. tv2 in C8 (shift of 24+6+2 bits)

4. cv2 from C8 to C13 (shift of 6 bits, then update)

5. tv3 in C13(shift of 24+17+2 bits)

6. cv3 from C13 to C14 (shift of 17 bits, then update)

7. tv4 in C14(shift of 24+23+2+23 bits)

If a cost of 5 clock cycles is considered to move the TAP controller from shift
to update and vice-versa (also including the first shift after the network reset), the
above test sequence is executed in 235 clock cycles.

The order in which configurations appear in the list is important and results in
different vectors generated by the Transition function. For example, let us consider
the same set of configurations as in the previous example but listed in a different
order: [C0, C13, C14, C8]. In this case, the list of vectors composing the test sequence
is the following:

1. tv1 in C0 (shift of 24+2+2 bits)

2. cv1 from C0 to C8 (shift of 2 bits, then update)

3. cv2 from C8 to C12 (shift of 6 bits, then update)

4. cv3 from C12 to C13 (shift of 16 bits, then update)

5. tv3 in C13(shift of 24+17+2 bits)
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Table 2.4: List of faults excited by the RSN in Fig. 1.6.

Configuration Set of covered faults

C0

SIB1-s@A, SIB3-s@AC1
C4
C5

C2

SIB1-s@A, SIB3-s@DC3
C6
C7

C8 SIB1-s@D, SIB3-s@A, SIB2-s@AC9

C10 SIB1-s@D, SIB3-s@D, SIB2-s@AC11

C12 SIB1-s@D, SIB2-s@D, SM1-s@1, SIB3-s@A

C13 SIB1-s@D, SIB2-s@D, SM1-s@0, SIB3-s@A

C14 SIB1-s@D, SIB2-s@D, SM1-s@1, SIB3-s@D

C15 SIB1-s@D, SIB2-s@D, SM1-s@0, SIB3-s@D

6. cv4 from C13 to C14 (shift of 17 bits, then update)

7. tv4 in C14 (shift of 24+23+2 bits).

8. cv5 from C14 to C8 (shift of 23 bits, then update)

9. tv5 in C8 (shift of 23+6+2+6 bits).

The above test sequence has the same fault coverage of the previous example
but is longer to execute (266 clock cycles). Moreover, it can be noticed that the
configuration C8 is visited twice before applying a test vector (tv5).

2.5.2 Transition function
The Transition function computes the sequence of configuration vectors able

to move the network state from the starting configuration to a target one with
minimal configuration cost (Algorithm 5).
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Algorithm 5 Transition function
function Transition(Csrc, Cdst)

p← ( ) ▷ Empty sequence of inputs
Cnext ← Csrc

hasNext← true
while next do

hasNext← configureBranch(Csrc, Cnext, Cdst, 0, confBits)
if hasNext then

Append Cnext to p
return p

The configureBranch function composes the portion of the next state that
is required to configure each multiplexer in the current branch towards the tar-
get state (Algorithm 6). First, the total number of steps required to configure a
multiplexer is calculated taking into account the target state of sub-hierarchical
multiplexers it controls. Then, the maximum number of steps for all multiplexers
in a given branch is set as a number of steps required to configure that branch. Sub-
sequently, all multiplexers that require the highest number of configuration steps
are immediately configured to match the target state. Conversely, the ones that
do not, are configured to match the minimal possible length configuration start-
ing from the higher hierarchical levels so that the previously calculated number of
required configurations is not affected.

Algorithm 6 Configuring the branch for next configuration
function configureBranch(Csrc, Cnext, Cdst, start, end)

branchSteps← branchConfigSteps ▷ num. of steps for conf. branch
i← start ▷ scanning the branch
while i < end do

configureBranch
Mux← {multiplexer controlled by i configuration bit}
if Mux not accessible then

continue
muxSteps← muxConfigSteps ▷ num. of steps for conf. mux
if branchSteps > 1 and muxSteps < branchSteps then

hasNext|= minimizeMux(Csrc, Cnext, Cdst, Mux) ▷ some state var.
on mux branches need to be conf.

else if muxSteps = branchSteps then
hasNext|= configureMux(Csrc, Cnext, Cdst, Mux)

i← next top level multiplexer
return hasNext

35



Test

The function configureMux composes the portion of next state needed to
configure the given multiplexer toward the target state. First, it recursively com-
poses the next state configuration for the selected branch of the multiplexer. Then
it composes the next state that the multiplexer itself must assume, selecting the
shortest branch that still needs to be configured. The function returns true if some
state variables in the multiplexer branches still need to be configured, false other-
wise. When multiple branches of the multiplexer have to be configured, these are
configured in the order of their current scan path length in order to minimize the
cost of switching between these branches.

The function minimizeMux composes the portion of the next state needed to
configure the given multiplexer toward its minimal length configuration. However,
often imposing the minimum length configuration on the multiplexer may result in
changing (increasing) the maximum number of steps required to reach the target
state. Therefore, first it calculates which branch should be configured to minimize
the multiplexer length. Then it configures the multiplexer and its branches to
match the target configuration. If the new selection of the branch corresponds to
the minimum length branch, the length of that branch is minimized. Otherwise,
the branch with the minimum length is selected. The function returns true if some
of the state variables on the multiplexer branches still need be configured, false
otherwise.

2.5.3 Evolutionary algorithm
The proposed approach exploits an evolutionary meta-heuristic to identify a

test sequence which minimizes the test cost while guarantying the full test cov-
erage. A population of individuals is cultivated by the evolutionary engine. An
individual, {Ct0, Ct1, Ct2, ..., Ctk−1}, is represented as a variable-length sequence of
valid configurations.

Individuals are evaluated by a separated evaluation engine that provides the
evolutionary engine with the fitness values of each individual. In more details, the
evaluation engine:

1. applies the Evaluation function to the list of configurations and computes
the fault coverage;

2. generates the test sequence, composed of configuration vectors obtained by
applying the Transition function between consecutive configurations in the
list, and test vectors {Ct0, {C0i}, Ct1, {C1i}, Ct2, {C2i}, ..., Ctk−1}; then, it com-
putes the cost in terms of time (number of clock cycles) needed to execute
the latter sequence.

The evolutionary framework is given in Fig. 2.2. In the proposed flow, the fitness
of an individual is composed of two components: the fault coverage and the inverse
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of the test cost. These components are considered lexicographically: if the fault
coverage is higher, the fitness is higher, independently from the test costs.

DDECS 2018 19

μGP core

Population

Evolutionary engine

Individual

RSN

Fitness

Evaluation engine
Ct0, Ct1, Ct2, ..., Ctk-1

Custom tool

Transition

Evaluation

Ct0,{Coi},
Ct1, {C1i},
Ct2, {C2i},
..., 
Ctk-1

[coverage[%], K/ time[cc]]

Figure 2.2: Evolutionary framework.

At the beginning of the evolution, a population of np random individuals is
generated. Then, in each step, called generation, the population is first expanded,
then shrunk back to its original size.

During the expansion, no genetic operators are activated and the generated
offspring is added to the population, in a steady-state approach. Genetic operators
include the standard mutation operators, that generate a new candidate solution
by slightly modifying an existing one, and crossover operators, that generate a
new candidate solution by recombining two existing solutions. Then the evaluation
engine is used to assess the fitness of all the new individuals. Finally, the least fit
individuals are discarded, shrinking the size of the population down to the original
np.

The process is iterated until a steady state is detected. That is, the fittest
individual in the population does not change for a given number of generations.
Such a condition intuitively indicates that a local optimum has been reached.

Alternatively, some individuals able to cover all faults can be directly inserted
in the initial population. This technique, called seeding, is likely to speed up the
evolutionary process: the optimizer is only asked to reduce the cost and not to
saturate the fault coverage first. However, the offspring of these few initial indi-
viduals could take over the entire population quickly, bringing the algorithm into
a local optimum. The experimental analyses suggest using seeding only when it is
particularly hard to reach the full test coverage of the considered RSN.

2.5.4 Individual encoding
Each individual created by the evolutionary engine consists in a sequence of

configurations. Since a configuration is determined by values in the selection bits
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of each reconfigurable element in the RSN, it can be represented by a bit-string.
Individuals are thus files composed of multiple bit-strings.

The evolutionary engine creates individuals which are structured as described
in a constraint library. The constraint library is also saved in a file and contains
one or more macros, each one defining a possible mapping of a bit-string in the
individual. In other words, in order for an individual to be considered as valid
by the evolutionary engine, each of its lines must match one of the macros in the
constraint library.

In the problem in hand, a macro describes which parts of a bit-sting are fixed
to predefined values and others which can be freely modified by the evolutionary
engine. As an example, if the RSN in Fig. 1.6 is considered, a possible macro in
the constraint library can be “D−−D", which is satisfied by all configurations in
Table 1.1 having SIB1 and SIB3 de-asserted (“−" means don’t care). If a macro
composed of all don’t care bits is included in the constraint library, then the evolu-
tionary engine is allowed to define completely random configurations. Such macro
will be referred to as the random macro.

In the proposed methodology, other than the random macro, constrained con-
figurations are extracted using automatic test patterns generation (ATPG) on a
combinational circuit that represents the problem and converted to macros. The
circuit is graphically described in Fig. 2.3 and receives as input the following values:

1. as many bits as the number of configuration bits in the RSN (conf in the
figure);

2. as many bits as the number of functional faults in the RSN (faults in the
figure).

Figure 2.3: Combinational circuit used for ATPG.

If one of the input signals of faults is set to 1, then the corresponding fault (e.g.,
SIB1-stuck-at-asserted) is activated.

As output, the circuit produces the following values:

1. the active path length (length in the figure) in the configuration conf, when
one or more faults are active (i.e., one or more bits of faults are set to 1);
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2. a bit (error in the figure) that alerts when an illegal configuration is used as
the conf value.

The combinational circuit can be written in behavioural VHDL or Verilog by
encoding the truth-table of the active path length function (e.g., as in Table 1.1).
However, such an approach becomes easily unfeasible due to a high number of
configuration bits or when the RSN is designed using certain patterns (e.g., sev-
eral sibling SIBs). The approach we suggest is to build the circuit incrementally
while traversing the RSN hierarchy. The final length can be expressed as a sum of
different contributes associated to TDRs, SIBs, and ScanMuxes. As an example,
the final length of the RSN in Fig. 1.6 is the sum of the lengths associated to the
sub-networks controlled by SIB1 and SIB3, respectively. The pseudo-code of the
functions length and error for the example RSN is reported in Algorithm 7.

In order for the behavioral circuit to be ATPG ready, it is then translated in
structural Verilog by means of logic synthesis. The ATPG process consists in the
following steps:

1. in order to activate faults internally, the faults input signals are constrained
to the value 0;

2. in order to generate only valid configurations, the error output signal is con-
strained to the value 0;

3. the ATPG fault list includes stuck-at-1 faults on the faults input signals, only;

4. X values are used as don’t care bits in the patterns list.

After performing the ATPG, patterns are saved into a text file and translated
into macros and included in the constraint library, such that the evolutionary engine
can freely modify don’t care bits while fixing the other bits to the values reported
in the corresponding pattern.

Alternative encoding

A suitable test vector is shifted-in after reaching each configuration. The
Transition function interconnects the configurations in the list, eventually adding
intermediate configurations where tests are not performed. Therefore, configuration
patterns to reach the configuration Cj from Ci are decided by Transition(Ci, Cj),
hence also intermediate configurations. Since the purpose of the proposed ap-
proach is the minimization of the test time, the Transition function should be able
to compute the minimum cost path from Ci to Cj. Alternatively, if a sub-optimal
Transition function is available, we propose to slightly modify the structure of the
individuals generated by the evolutionary engine.
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Algorithm 7 Combinational circuit functions for the RSN in Fig. 1.6
function length(conf, faults)

if SIB2 is de-asserted or SIB2-s@D then
lengthSIB2 ← 1

else if SIB2 is asserted or SIB2-s@A then
lengthSIB2 ← 1 + 7

else
lengthSIB2 ← 0 ▷ unexpected case

if SM selects 0 or SM-s@0 then
lengthSM ← 3

else if SM selects 1 or SM-s@1 then
lengthSM ← 6

else
lengthSM ← 0 ▷ unexpected case

if SIB1 is de-asserted or SIB1-s@D then
lengthSIB1 ← 1

else if SIB1 is asserted or SIB1-s@A then
lengthSIB1 ← 1 + 2 + lengthSIB2 + lengthSM + 1

else
lengthSIB1 ← 0 ▷ unexpected case

if SIB3 is de-asserted or SIB3-s@D then
lengthSIB3 ← 1

else if SIB3 is asserted or SIB3-s@A then
lengthSIB3 ← 1 + 4

else
lengthSIB3 ← 0 ▷ unexpected case

return lengthSIB1 + lengthSIB3

function error(conf) return 0 ▷ No illegal configurations

The alternative encoding consists in adding a flag to each configuration in the
list to indicate whether a test vector should be applied in that configuration or
not. An example of individual for the RSN of Fig. 1.6 is [C0t, C8f, C12t, C13t],
where t indicates that a test vector is applied after reaching that configuration,
and f the opposite case. The example can be interpreted as the intention to force
the network to pass through the configuration C8, which becomes an intermediate
configuration for the transition between C0 and C12. In details, it is like splitting
Transition(C0, C12) into Transition(C0, C8) and Transition(C8, C12). Clearly, the
fault coverage is computed by applying the Evaluation function to the configura-
tions that are marked with t, only. This is because faults excited by intermediate
configurations are potentially excited but not explicitly observed.
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Using the proposed modification, the problem of finding the best path to a
configuration that requires a test vector is partially delegated to the evolutionary
engine. Clearly, the problem becomes more complex compared to when an optimal
Transition function is used; thus, the progression of the evolution becomes slower.

2.5.5 Post-processing techniques
Two post-processing techniques are proposed in order to reduce the test cost of

the sequence generated resorting to the evolutionary algorithm described in Sec-
tion 2.5.3. They can be applied on the provided test sequence independently, if
necessary.

T

C + T

C + T

C 

C 

T

C + T

C + T

C + T

C 

Figure 2.4: Post-processing I

The first one is used to process the full list of configurations in which test is
performed and configurations that are exclusively used to interconnect the latter
ones. The function reads the list in the reverse order (from end to beginning) and
tries to advance the last test vector by appending it next to one of the preceding
intermediate transition configurations (Algorithm 8); by doing so, all the configu-
ration vectors required previously to reach the last test state from the penultimate
one can be discarded including the last test vector (Fig. 2.4). Consequently, remov-
ing them, the number of clock cycles required to apply the generated test sequence
is directly reduced. The condition for advancing such test vector is that the fault
coverage has to remain unchanged while the test cost of the modified sequence
should be reduced. If the last test vector is successfully anticipated, the algorithm
continues checking the updated test sequence. This operation is performed until it
becomes impossible to satisfy the condition and move forward currently last test
vector in the modified test sequence.

The second technique is used to perform modifications on the test vector set
(Algorithm 9). For each test vector in the list, a new (reduced by one) list is gen-
erated excluding that particular vector. The new list is generated by applying the
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Algorithm 8 Bottom-up approach for moving the test states
function postproc1(S)

nextState← true
U ← S
while nextState do

Evaluate(U, faultC, costT ) ▷ calculate fault coverage and test cost
minCost← costT
bestSeq ← U
nextState← false
U ← U{ remove last Test vector}
for si ∈ {U} do

if si is Configuration then
H ← U{insert Test vector at i position}
H{remove excessive Configuration vectors}
Evaluate(H, nfaultC, ncostT )
if nfaultC = 100% then ▷ check coverage

if ncostT < minCost then ▷ check cost
minCost← ncostT ▷ update cost, save new sequence
bestSeq ← H
nextState← true

U ← bestSeq

return U

T0

C10 + T1

C22 + T2

C20

C21

C31 + T3

C30

{T0, T1, T2, T3}

C02
’ + Ta1

C01
’ + Ta0

{T1, T2, T3}

C10 + T1

C20 + Ta2

C22 + T2

C21 + Ta3

C31 + T3

C30 + Ta4

{Ta1, T1 , T2, T3}

Figure 2.5: Post-processing II, first test vector removed

Transition function on all pairs of consecutive test vectors to insert interconnect-
ing configuration vectors. All the configuration vectors are considered as potential
candidates to be followed by a test vector, based on the set of faults they cover.
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T0

C10 + T1

C22 + T2

C20

C21

C31 + T3

C30
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{T0, T1, T3}

C20
’’+ Tb0

C22
’’+ Tb2

C23
’’+ Tb3

C21
’’+ Tb1

C31 + T3

C10 + T1

{T0, T1, Tb1, T3}

Figure 2.6: Post-processing II, third test vector removed

After traversing the whole list to find potential points of test vector insertion, the
newly generated list is evaluated and recorded only if the fault coverage is un-
changed (100%) while the test cost is reduced with respect to the one previously
recorded. The process is repeated until no further improvement is possible for a
given sequence of test vectors. The Fig. 2.5 and Fig. 2.6 show the algorithm flow
and exemplify how removing different test vectors from the initial list results in
having different interconnected lists and consequently different test sequences. The
choice between the two is driven by the test cost, since the potential solutions with
lower fault coverage are not even considered.

2.6 Experimental Results

2.6.1 Experiments for FSA approaches from Section 2.3
and Section 2.4

The effectiveness of the proposed algorithm has been evaluated on a sub-set
of the ITC16 suite of benchmark reconfigurable scan networks. Some networks
included in the benchmarks have not been considered since they include some con-
structs that are not currently supported by our environment. The algorithm pro-
posed in this paper has been compared against three alternative approaches. The
first approach, to which we refer to as FSA, has been proposed in [51]. The second
approach is derived from [25] and is referred to as depth-first in this paper. The
approach is based on the exploration of the network topology graph performing a
depth-first traversal of this graph. The third approach has been proposed in [27]
and is referred to as evolutionary in this paper. The approach makes use of an
evolutionary framework to generate a test sequence possibly able to minimize the
test time.

Experiments were run using a tool written in Java. The tool supports network
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Algorithm 9 Removing test states and trying to insert new ones with reduced
cost

function postproc2(T )
CT ← T{apply Transition()} ▷ interconnect Test vect. with Conf. vect.
Evaluate(CT, faultC, costT ) ▷ calculate fault coverage and test cost
minCost← costT
bestSeq ← T
hasNext← true
while hasNext do

hasNext← false
for ti ∈ {bestSeq} do

U ← bestSeq{remove ti test vector } ▷ remove one Test vector
FSet← U{set of faults covered by set of Test vectors}
TList← U{apply Transition()} ▷ add interconnecting Conf.
NTList← ( )
for si ∈ TList do

if si is Configuration then ▷ among Conf. vect. try to
if Faults(si) \ FSet /= ∅ then ▷ insert Test vect. to increase

Append si to NTList ▷ fault coverage
else

Append si to NTList

Evaluate(NTList, nfaultC, ncostT ) ▷ evaluate new Test vect. list
if nfaultC = 100% then

if ncostT < minCost then ▷ save the better solution
minCost← ncostT
bestSeq ← NTList
hasNext← true

return bestSeq

structure extraction from files in different formats including ICL. Moreover, the tool
is able to distinguish all faults that are undetectable, due to the inability to produce
any difference in the path length. For example, faults affecting SIB modules that
do not have any register or any other module on their branch are considered to be
undetectable. Additionally, faults affecting ScanMux modules that have registers
of equal lengths on their branches are also considered as undetectable, again taking
into account the faut model that was used in this approach. However, there is only
a small number of undetectable faults in the set of benchmark networks that were
used to evaluate the algorithm,for which we provide details in Table Table 2.5.

A laptop equipped with an Intel i5-480M processor was used to run experiments.
Table 2.6 summarizes the experimental results. The table shows the number of
configuration vectors cv (column 2) and test vectors tv (column 3) generated by
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Table 2.5: List of undetectable faults

Network Number Comment
q12710 4 2 SIBs with the register length equal to 0
N132D4 4 2 ScanMuxes eq. branch registers (11, 18)
NE600P150 4 2 ScanMuxes eq. branch registers (45, 11)
NE1200P430 4 2 ScanMuxes eq. branch registers (115, 29)

the tool. Furthermore, the number of clock cycles required to configure the network
is given in column 4, while the number of clock cycles needed to apply test vectors
is given in column 5.

Table 2.6: IEEE 1687 test algorithm experimental results

Network cv tv
Conf.

time [cc]
Test

time [cc]
Mingle 6 7 628 811
TreeBal. 7 1 8,569 12,646
TreeFlat_Ex 6 3 7,750 16,267
TreeUnbal. 11 1 105,197 77,121
a586710 4 5 46,575 170,257
p22810 2 1 2,698 90,537
p34392 6 3 29,357 111,911
p93791 6 3 103,525 403,532
q12710 2 1 8,311 78,562
t512505 2 1 8,891 230,438
N132D4 7 2 9,387 7,682
N17D3 5 2 1,159 1,151
N32D6 5 2 230,390 282,236
N73D14 13 2 1,073,954 537,833
NE1200P430 128 2 1,638,849 200,258
NE600P150 79 2 347,629 55,098
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2.6 – Experimental Results

The cost of every configuration phase expressed in clock cycles has been in-
creased by five (JTAG overhead)[27]. In addition, the same overhead has been
taken into account for calculating the cost of a test phase. This cost consists of the
length of the longest path and the length of the currently active path increased by
two (test pattern termination symbols).

All modelled, detectable faults were detected in each of the experiments, thus
reaching full coverage.

A comparison of the enhanced approach from Section 2.4 against the approach
described in Section 2.3, depth-first and evolutionary approaches is shown in Sec-
tion 2.6.1. Reported data related to the evolutionary approach are taken from
[27]. For the depth-first approach, data have been newly generated on the ITC16
benchmarks by running the tool implementing the same algorithm as in [25]. For
each algorithm, Section 2.6.1 reports the duration in clock cycles of the generated
test sequence (referred to as Test Application Time) and the CPU time required to
apply the algorithm (referred to as Generation Time).

Remarkably, results in Section 2.6.1 show a clear improvement regarding the
total test time, since the results delivered by the previous approaches were worse
up to 705% for depth-first, up to 1,070% for depth-first and evolutionary method.
Moreover, the test sequence generated by the proposed approach is shorter than
the sequences obtained by the other algorithms in all networks.

Concerning the runtime, as Java’s non-determinism prevents an accurate tim-
ing, only the total time is reported for all programs (wall-clock). The proposed
algorithm completes in the order of seconds, while 19 minutes was required only for
one network (NE1200P430). The depth-first algorithm is very fast to execute, even
for large networks. The evolutionary approach, on the other hand, requires hours.
Moreover, the results reported in [27] for the evolutionary approach were gathered
on a multi-core server, exploiting parallelism, while a simple laptop has been used
to run the proposed approach.

2.6.2 Experiments for Evolutionary approach from Section
2.5

This subsection reports experimental results obtained using the technique from
Section 2.5 on a sub-set of the ITC’16 benchmark networks. The effectiveness is
shown by comparing it to the previous approach from which it evolved [27] and the
sub-optimal approach based on the depth-first algorithm [25].

The main reason why not all networks from the benchmark set have been con-
sidered is that they contain some constructs that are currently not supported by
the tool. The networks from the evaluation set differ in the number and type of re-
configurable modules and therefore in the number of configuration bits, hierarchical
depth etc.
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The whole framework setup consists of three modules. First, the evolutionary
engine µGP [53] which generates new individuals by applying genetic operators. A
next generation of individuals is created based on the fitness values of the newly
created offsprings. The second module, the evaluator, is written in Java and works
independently. Its role is to provide the complete set of transitions for each of the
individuals calling the Transition function. Additionally, for each of the individuals
generated by the µGP the fitness scores are formed based on the values returned by
the Evaluation function that calculates the fault coverage and the number of clock
cycles required to apply the generated test sequence. The tool is able to read a file
containing the network description in various formats, including the ICL. Finally,
a separate tool – individual optimizer is developed in Java and can be optionally
used to further reduce the test cost by manipulating the best individual created by
the µGP.

The experiments were run on a server equipped with a dual Intel Xeon CPU
E5-2680 v3 and 256 GB of RAM (evolutionary phase) and on a laptop with dual
Intel i5-7200U CPU and 8GB of RAM (post-processing phase). The server was used
to run the evolutionary engine and perform evaluations for each of the individuals,
while the laptop was used to perform the post-processing. To emphasize, the reason
behind running the evolutionary and post-processing algorithms on two different
platforms is not necessity, but commodity, since the algorithms have been developed
in different environments. Additionally, the post-processing phase does not require
large amount of RAM so there was no obvious advantage of running this task on
the server as well. However, if this phase is executed on the server, wall-clock time
would be conservatively reduced up to five times.

For each benchmark RSN, the sub-optimal approach based on the depth-first
algorithm that traverses the RSN isomorphic graph structure has been executed (it
requires a single run). The depth-first approach is very efficient in terms of time
and requires few seconds to complete. The evolutionary approach has also been run
on each benchmark and compared with the depth-first approach. The experiments
executed on the server have been parallelized using up to 8 cores.

The µGP parameters were configured as follows: np set to 200, no set to 120,
while a steady state of 500 generations was chosen. Concerning genetic operators,
the following mutation operators have been enabled: insertion, removal, replace-
ment, alteration, swap; and for crossover: one-point precise/imprecise, two-point
precise/imprecise, inver-over [54].

The initial population is composed of:

• individuals that may contain random configurations (due to random macro);

• apart from random configurations, individuals may contain partially pre-
defined configurations, i.e., in this case configurations generated by the ATPG
approach
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2.6 – Experimental Results

• an individual with a sub-optimal solution (depth-first) that has been directly
inserted into the population - seeding.

Table 2.8 provides experimental results and is organized as follows: the evo-
lutionary segment including columns 2-8 reports results regarding the evolution-
ary stage, while the second, post-processing segment (columns 9-12) provides re-
sults obtained by employing described post-processing techniques. For each of the
benchmark networks, the wall-clock time (in hours) required by the evolutionary
algorithm to reach the steady state is given in column 2 (Wall-clock time). The
column 3 (#macros) reports the total number of macros defined in a constraint file
for each of the networks. The number of evaluated individuals and the number of
generations used by the evolutionary algorithm are given in columns 4 (Eval.ind.)
and 5 (Gen.), respectively. Then, the number of configuration (#conf ) and test
(#test) vectors as well as the total time in clock cycles (Test time) required to apply
the test sequence delivered by the evolutionary algorithm are reported in columns
6-8. The wall-clock time for post-processing to be applied is reported in column
9 of the same table. After running post-processing algorithm on the test sequence
generated by the evolutionary engine, a potentially modified sequence is obtained
for which the number of configuration (#conf ) and test (#test) vectors are given
in columns 10 and 11, respectively. The total time (number of clock cycles) needed
to apply the aforementioned sequence is contained in column 12 (Test time).

A comparison between the presented approach and the two previously described
approaches (the evolutionary approach [27] and the depth-first approach [25]) is
given in Table 2.9. For all three approaches the table reports the number of con-
figuration vectors (#cv) and the number of test vectors (#tv), as well as the total
time in clock cycles required to apply the generated sequence (Test time). In addi-
tion, the results obtained resorting to the proposed approach have been confronted
with the results from [25] and [27]. The numbers are given in percentages in the
last two columns, respectively; they are calculated based on how much is the new
Test time reduced with respect to the previous results.

Applying the generated test sequences results in achieving full test coverage,
i.e., 100%, given the adopted fault model. Furthermore, by only rewriting the
Transition function which is used to generate the configuration vectors between
two test steps we were able to achieve up to 27% decrease in total test cost for 6
out of 16 benchmark networks when compared to the depth-first approach. In some
cases, due to the size and complexity of the networks, seeding the population with
the sub-optimal solution individual has led the evolutionary algorithm to saturate
the population, thus not improving the inserted sub-optimal solution. However,
introducing the described post-processing methods led to a further decrease of the
total test cost for the remaining circuits, i.e., in total in 14 out of 16 cases. The
post-processing has shown to be highly effective even for the two large networks
(NE1200P430 and NE600P150). The results for the networks with low hierarchical
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depth have not been particularly influenced (small improvement or none) by the
new technique, probably due to their low hierarchical depth and small number of
test vectors. In these cases, the depth-first approach has most likely produced
the solution close or equal to the global optimum. Additionally, here we report
only basic statistical qualifiers such as minimum, maximum and median values of
time reduction due to the limited and insufficient number of benchmark networks.
When the proposed approach is confronted to [25], the latter values are 0%, 27%
and 10.1%, respectively; when compared to [27], 0%, 26.6% and 7.1% values are
derived.

50



2.6 – Experimental Results

Ta
bl

e
2.

8:
Ex

pe
rim

en
ta

lr
es

ul
ts

on
th

e
IT

C
’1

6
be

nc
hm

ar
k

ne
tw

or
ks

ev
ol

ut
io

na
ry

po
st

-p
ro

ce
ss

in
g

N
et

wo
rk

W
al

l-c
lo

ck
tim

e
[h

]
#

m
ac

ro
s

Ev
al

.
in

d.
G

en
.

#
co

nf
#

te
st

Te
st

tim
e

[c
c]

W
al

l-c
lo

ck
tim

e
[m

in
]

#
co

nf
#

te
st

Te
st

tim
e

[c
c]

M
in

gl
e

8
13

49
,1

69
57

6
6

7
2,

13
5

<
1

6
7

2,
01

4
Tr

ee
Ba

la
nc

ed
6

47
43

,9
14

50
0

7
8

69
,3

69
<

1
7

8
63

,8
43

Tr
ee

Fl
at

_
Ex

13
38

34
,9

31
1,

17
8

22
6

52
,0

86
<

1
22

6
52

,0
86

Tr
ee

U
nb

al
an

ce
d

5
31

31
,3

29
81

8
17

12
1,

02
6,

33
3

<
1

12
12

1,
02

1,
02

3
a5

86
71

0
15

14
49

,1
29

50
0

5
5

29
9,

62
4

<
1

5
5

29
8,

21
0

p2
28

10
32

78
21

,0
01

50
0

2
3

15
2,

93
7

1
2

3
15

2,
39

9
p3

43
92

68
32

26
,2

92
1,

06
9

5
5

19
6,

22
3

<
1

5
5

19
6,

12
8

p9
37

91
27

48
29

,9
32

50
0

4
5

70
8,

87
8

1
4

5
70

6,
24

2
q1

27
10

24
16

19
,9

00
50

0
2

3
13

1,
02

2
<

1
2

3
13

1,
02

2
t5

12
50

5
8

40
21

,2
79

50
0

2
3

38
6,

02
4

<
1

2
3

38
5,

44
0

N
13

2D
4

3
46

47
,1

77
55

2
5

6
38

,7
31

<
1

5
6

31
,6

45
N

17
D

3
7

15
59

,3
84

50
9

4
5

3,
84

1
<

1
4

5
3,

79
7

N
32

D
6

3
15

36
,7

86
41

9
4

5
90

4,
97

4
<

1
4

5
85

6,
40

6
N

73
D

14
2

36
34

,0
75

77
4

14
13

6,
07

8,
86

8
<

1
13

13
4,

76
2,

15
0

N
E1

20
0P

43
0

78
31

7
48

,9
02

50
0

12
7

12
8

21
,5

15
,7

05
4k

12
7

12
8

16
,1

31
,1

71
N

E6
00

P1
50

19
28

6
45

,8
57

50
0

78
79

3,
72

6,
72

6
18

0
78

79
2,

73
5,

01
6

51



Test

Ta
bl

e
2.

9:
C

om
pa

ris
on

of
th

e
ex

pe
rim

en
ta

lr
es

ul
ts

w
ith

th
e

ap
pr

oa
ch

es
fro

m
[2

5]
an

d
[2

7]
.

D
ep

th
-fi

rs
t

[2
5]

Ev
ol

ut
io

na
ry

[2
7]

Pr
op

os
ed

ap
pr

oa
ch

C
om

pa
ris

on

N
et

wo
rk

#
cv

#
tv

Te
st

tim
e

[c
c]

#
cv

#
tv

Te
st

tim
e

[c
c]

#
cv

#
tv

Te
st

tim
e

[c
c]

Te
st

tim
e

re
du

ct
io

n
vs

.
[2

5]

Te
st

tim
e

re
du

ct
io

n
vs

.
[2

7]
M

in
gl

e
6

7
2,

28
2

6
7

2,
07

8
6

7
2,

01
4

11
.7

%
3.

1%
Tr

ee
Ba

la
nc

ed
7

10
69

,3
69

7
8

69
,3

69
7

8
63

,8
43

8.
0%

8.
0%

Tr
ee

Fl
at

_
Ex

5
6

71
,3

41
22

6
55

,7
76

16
6

52
,0

86
27

.0
%

6.
6%

Tr
ee

U
nb

al
an

ce
d

11
12

1,
07

1,
79

9
12

12
1,

04
2,

45
0

17
12

1,
02

1,
02

3
4.

7%
2.

1%
a5

86
71

0
4

5
29

9,
62

4
5

5
29

8,
24

1
5

5
29

8,
21

0
0.

5%
0.

0%
p2

28
10

2
3

15
2,

93
7

2
3

15
2,

93
7

2
3

15
2,

39
9

0.
4%

0.
4%

p3
43

92
4

5
19

6,
70

2
5

5
19

6,
50

5
5

5
19

6,
12

8
0.

3%
0.

2%
p9

37
91

4
5

70
8,

87
8

4
5

70
8,

87
8

4
5

70
6,

24
2

0.
4%

0.
4%

q1
27

10
2

3
13

1,
02

2
2

3
13

1,
02

2
2

3
13

1,
02

2
0.

0%
0.

0%
t5

12
50

5
2

3
38

6,
02

4
2

3
38

6,
02

4
2

3
38

5,
44

0
0.

2%
0.

2%
N

13
2D

4
5

6
38

,7
31

5
6

37
,2

57
5

6
31

,6
45

18
.3

%
15

.1
%

N
17

D
3

4
5

4,
14

3
4

5
3,

85
1

4
5

3,
79

7
8.

4%
1.

4%
N

32
D

6
4

5
94

2,
47

0
4

5
89

3,
01

7
6

5
85

6,
40

6
9.

1%
4.

1%
N

73
D

14
12

13
5,

97
8,

04
7

13
13

5,
96

7,
13

7
13

13
4,

76
2,

15
0

20
.3

%
20

.2
%

N
E1

20
0P

43
0

12
7

12
8

21
,5

15
,7

05
12

7
12

8
21

,5
15

,7
05

12
8

12
8

16
,1

31
,1

71
25

.0
%

25
.0

%
N

E6
00

P1
50

78
79

3,
72

6,
72

6
78

79
3,

72
6,

72
6

78
79

2,
73

5,
01

6
26

.6
%

26
.6

%

52



2.7 – Chapter Summary

2.7 Chapter Summary
This chapter introduced several new approaches to minimize the test time of

reconfigurable modules in an RSN.
One of the methodologies is primarily based on evolutionary computation. Ad-

ditionally, the problem of finding suitable test configurations has been converted
into a circuit suitable for applying the automatic test pattern generation procedure.
An optimized transition function and some techniques for post-processing the solu-
tion delivered by the evolutionary engine have also been presented. Experimental
results on the standard set of benchmark networks show the effectiveness of the
proposed approach, since the test time has been reduced up to 27% in 14 out of 16
cases, particularly impacting the test time for large networks.

Remaining two methodologies can be defined as semi-formal because the FSA
that models the circuit is exact, but incomplete, and the search procedure is based
on a greedy algorithm. Experimental results on the ITC’16 benchmark suite clearly
demonstrate the effectiveness of the approaches: the proposed techniques are able
to achieve better results with less computation effort than previous methods.
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Chapter 3

Diagnosis

Although the IEEE 1687 standard alleviated many problems and resolved many
issues, it has also introduced some additional ones. Testing traditional scan-chains
for permanent faults is relatively simple, since shifting so called, flush sequence
(a sequence of alternated 1s and 0s) through the scan chain is sufficient to detect
and even understand the type of defect affecting it, if any [47]–[49]. On the other
hand, to test an RSN, apart from testing the capability of FFs (comprising TDRs)
to shift, modules such as SIBs and ScanMuxes also have to be tested. Without
considering the test of reconfigurable elements, no guarantee can be given that
applying any valid configuration will result in network changing its state or being
in a state corresponding to the wanted one. The previous chapter addressed exactly
those issues, by introducing newly developed techniques to test RSN reconfigurable
modules.

However, the problem becomes even more complex when discriminating be-
tween the faults affecting SIBs and ScanMuxes is required. Even though a number
of works is focused on identifying faults affecting scan-chain [55]–[60], little atten-
tion has been given to resolving the issue of fault diagnosis within RSNs. The
main motivation of this work is to determine which RSN modules (TDRs, SIBs,
ScanMuxes) are potentially affected by a permanent fault. Identifying the faulty re-
configurable module is a challenging task given the complexity of the current RSNs
and reducing the duration of the diagnosis procedure is crucial. Once the faulty
reconfigurable module is identified, the diagnostic procedure may be completed
resorting to techniques already available.

Although stimulating instruments and collecting responses could eventually re-
solve the issue of ambiguity between the modules, the functional access to the
instruments is not being considered here. Therefore, identifying classes of undis-
tinguishable faults is necessary. A fault affecting any of the elements within the
same class of equivalence has the same effect on the output, no matter which input
stimuli is applied to the network.

Since the effect of a fault observed at the output differs depending on the module
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it affects, the main goal can be divided into two categories:

• discriminating between fault-affected TDRs and detecting the pairs of TDRs
defined as undistinguishable;

• discovering a fault-affected reconfigurable module (SIB, ScanMux).

To recapitulate, this chapter is going to introduce a technique to identify and
localize permanent faults affecting reconfigurable modules in RSN. In more details,
a technique is presented to produce a diagnostic sequence of stimuli able to localize
the faulty element. The proposed method relies on a semi-formal approach: a
Finite State Automaton is dynamically built and then used by a heuristic algorithm
to generate a quite effective sequence able to diagnose all permanent faults in
the target RSN. Such a diagnosis has to be complemented with the diagnosis of
remaining components of the RSN.

3.1 Fault model and Diagnostic Mechanism
Introducing reconfigurability has made diagnosis more challenging. Apart from

localizing the faults affecting the ability of flip-flops forming TDRs to correctly
shift values, distinguishing between faults affecting reconfigurable elements is also
required. The high-level fault model introduced in [25] and then adopted in several
works (e.g., [27], [51] and [28]) is used as an abstract representation of defects on
network modules. Although it was originally designed after analyzing the effects
of possible stuck-at faults, it has certain limitations regarding certain faults (e.g.,
faults affecting reset and enable logic).

Faults affecting TDRs are considered at the level of a single FF composing the
TDR. In this case, a pair of stuck-at faults (stuck-at-0 and stuck-at-1) may affect
the output of the FF. Consequently, when a faulty TDR is accessed, repeated
subsequent values of 0s or 1s are observed at the output of the scan chain. Faults
affecting two different FFs within the same TDR can not be distinguished between
themselves, at least not using only structural information. However, performing
access at the instrument level to control and collect responses is not being considered
in this work. All stuck-at-0 and stuck-at-1 TDR’s FF faults are grouped into
two TDR faults, respectively. While the consideration that the scan cells may
be affected exclusively by stuck-at faults is an important simplification, additional
fault models may be easily taken into account thanks to the high-level nature of
the approach, e.g., timing faults including slow faults (slow-to-rise, slow-to-fall and
slow) and fast faults (fast-to-rise, fast-to-fall and fast), resulting from setup/hold-
time violations.

Although flush patterns are both sufficient and efficient to detect defects and
determine their type, they cannot identify the faulty scan cell(s). As different flush
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patterns exist, the effect of permanent faults of different type on the inserted pattern
(00110011) is shown in Table 3.1. Additional type to be considered is intermittent
fault. Increasing diagnostic resolution which is currently at the level of the scan
segment may benefit from the approaches presented in survey [57]. Different flush
sequences may be used and failures from multiple failing scan patterns may be
analysed to trace back failures to the origin.

Table 3.1: Set of possible scan-chain fault models and their effect on the inserted
pattern 00110011.

Fault models Output effect (permanent faults)

Fault-free 00110011
Slow-to-rise 0010001X
Slow-to-fall 0111011X
Slow 0110011X
Fast-to-rise X0111011
Fast-to-fall X0010001
Fast X0011001
Stuck-at-0 00000000
Stuck-at-1 11111111

Faults affecting SIB and ScanMux reconfigurable modules are modelled as high-
level stuck-at faults. Accordingly, a SIB can be stuck-at asserted or stuck-at de-
asserted. Regardless of the configuration, a fault-affected SIB may be permanently
bypassing or including the associated segment. The effect of such a fault after
configuring the network, is that the path between TDI and TDO differs from the
expected one (faulty path). By shifting in a sequence of alternated 0s and 1s the
same sequence will appear at the output after a number of clock cycles different than
the expected one. Similarly, a ScanMux may be stuck-at one of its configurations
(e.g., for a 2-to-1 ScanMux, faults are stuck-at-0 and stuck-at-1, while for a 4-to-
1 ScanMux, faults are stuck-at-00, stuck-at-01, stuck-at-10, and stuck-at-11). A
corresponding input branch is always selected no matter the configuration. The
same effect on the scan path length can be observed in this case. By shifting in a
sequence of alternated 0s and 1s the same sequence is going to appear at the output
after a different number of clock cycles with respect to the expected one.

According to this high-level fault model, one can perform diagnosis on an RSN
by configuring the RSN so that the target fault is excited, shift in the sequence of
alternated 0s and 1s, and observe when it will appear at the output. By comparing
the length of the activated path against the lengths of all other path lengths includ-
ing faulty ones and the expected one the existing fault can be identified. Especially
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Figure 3.1: Examples of IEEE 1687 RSNs: the top image as a reference one; the
middle one with TDR1 of different length; the bottom one with equal length TDRs
(TDR4 and TDR5) on SM input segments.

when all applicable configurations, starting from the initial one, result in having
different path length, the above approach is easily applicable. As an example, the
high-level fault affecting the SM in the network shown in Fig. 3.1 (top), which
always selects the segment connected to the input 1, is considered. The faulty
module can be excited by a configuration that selects its input 0; an additional
requirement is for the module itself to be included into the active path, otherwise
the fault is masked. Configurations C8, C10, C12 and C14 (given in Table 3.2) fulfil
these conditions. Once one of them is activated, one can measure the length of the
active path by shifting a given sequence (called diagnostic vector) through TDI and
checking when it will appear on TDO. It has to be noted that the total number of
clock cycles required to apply the generated diagnostic sequence, namely, cost, is
not influenced in the same manner by the choice of different configurations from
the aforementioned set.

However, it is not always trivial to localize the fault, since different faults may
result in having the same active path length. For example, in the network from Fig.
3.1 (middle), stuck-at-asserted faults on SIB1 and SIB2 result in having the same
path length (9 = SIB1(1) + TDR3(7) + SIB3(1) = TDR1(3) + SIB2(1) + TDR4(2) +
SM(1) + SIB1(1) + SIB3(1)). This issue can be resolved by continuing to stimulate
the network, until a unique sequence of path lengths is observed taking into account
the previous active path lengths. The principle is described in more details in
section Section 3.2. Moreover, some of the faults may remain undistinguishable.
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Table 3.2: Set of possible configurations of the RSN in Fig. 3.1 (top).

Config. SIB1 SIB2 SM SIB3 Active path Len.

C0

D
D 0

D - 2C1 1
C4 A 0
C5 1

C2

D
D 0

A TDR3 9C3 1
C6 A 0
C7 1

C8 A D 0 D TDR1, TDR4 10

C9 A D 1 D TDR1, TDR5 14

C10 A D 0 A TDR1, TDR3, TDR4 17

C11 A D 1 A TDR1, TDR3, TDR5 21

C12 A A 0 D TDR1, TDR2, TDR4 15

C13 A A 1 D TDR1, TDR2, TDR5 19

C14 A A 0 A TDR1, TDR2, TDR3, TDR4 22

C15 A A 1 A TDR1, TDR2, TDR3, TDR5 27

Pairs of faults affecting a ScanMux module with the same length of TDRs on its
input branches belong to this group. By using this approach, it remains impossible
to differentiate between stuck-at-0 or stuck-at-1 faults on the SM module (6 =
TDR4(6) = TDR5(6)) from Fig. 3.1 (bottom).

The same procedure is used to the single permanent fault diagnosis on the RSN
elements (TDRs, SIBs and ScanMuxes). The complete generated procedure is or-
ganized as a set of sessions, each composed of a diagnostic step and a configuration
step. Configuration step corresponds to shifting configuration bits in the scan chain
and performing update. Each diagnostic step consists of the following phases:

1. shifting in the first sequence consisting of same values (all 0s or all 1s), while
the length of the sequence is equal to the length of the longest path in the
network; the goal of this phase is the initialization of the scan cells;

2. shifting in the second sequence of alternated 0s and 1s (i.e., 0101...01), with
the predetermined length of the sequence (equal to the maximum length of the
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expected path and all faulty paths). As a sequence terminator two identical
bits (either 00 or 11) are added;

3. the last, diagnostic sequence shifts values from the currently active path.

In a standard TAP controller, reaching the ShiftDR state from the UpdateDR state
requires visiting CaptureDR state. Therefore, Step 1) is required when capture
values are either not defined or not considered. Each configuration and diagnostic
step can be translated into a JTAG vector-Scan Data Register (SDR). SDR is a
state command to perform an IEEE 1149.1 Data Register scan and is defined within
Serial Vector Format (SVF). It is used with 4 arguments: TDI, TDO, MASK and
SMASK, i.e., the value to be scanned into the target, the values to be compared
against the actual values scanned out of the target, the mask to be used when
comparing TDO values against the actual values scanned out of the target, and
mask for specifying TDI data that is "don’t care", respectively. A configuration
step corresponds to a JTAG vector (SDR) of a predetermined length taking into
account active path, while an SDR vector corresponding to an observation step
followed by a configuration step contains increased number of shift operations. The
latter situation is known as "overscanning" when scanning longer than the length
of the longest path.

Determining fault-caused modifications of values in the scan chain and the
length of the active scan path is performed by verifying inserted diagnostic vector;
in parallel with observing the values appearing at the output, new configuration
vector is shifted in. The path length is deduced from the position of sequence ter-
mination symbol. Finally, applying the configuration vector demands an update
operation. The duration of the complete diagnostic procedure, referred to as a total
cost, depends on the duration of each step and is composed of configuration step
cost and diagnostic step cost, both expressed in terms of number of clock cycles.
The configuration step cost is the time needed to apply configuration vectors. The
time overhead of the JTAG protocol is also included, since moving the TAP con-
troller from shift to update state and vice versa also requires a few clock cycles.
The diagnostic phase cost is the time required to shift in the diagnostic sequence.
Furthermore, the duration of a session is determined by the length of the TDRs
included in the path, as well as by the previous configuration.

Consideration that the TAP controller is used to access and control the net-
work imposes certain restrictions. The TAP Finite State Machine with its defined
transitions is able to traverse 3 main states (capture, shift and update) in the fol-
lowing order: either capture, shift and then update or capture and then update,
avoiding the shift state. Therefore, without acquiring and applying certain design
techniques to improve the observability of such registers [39], it is not possible to
check if one shift operation destroys/overwrites previously shifted-in data. If such
defect is present, after shifting data into some other scan element in parallel or
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rather than into the desired one, some update operation must be performed, fol-
lowed by a capture. Consequently, any previously stored data is overwritten, thus
removing any trace of unwanted/undesired access caused by the fault.

3.2 Proposed Diagnostic Methodology
As in some of the previously presented approaches to test the RSN modules

[51][61], an IEEE 1687 RSN is modelled as a finite state automaton (FSA). Each
state of SIBs and ScanMuxes in the network, referred to as configuration, represents
an automaton state. The input alphabet corresponds to the possible network’s re-
configuration operations. Apart from being in relation to the fault model, the length
of the active path is an easy obtainable property [25]. Therefore, output symbols
are mapped to the lengths of the active paths. Although the high-level model is
exact in modelling the circuit, it is deliberately incomplete, since the FSA’s states
encode only a subset of the possible configurations. Due to the particular structural
properties of the RSN, not all transitions are possible in all states. When an input
does not correspond to a transition, the FSA is brought to a special sink state (Ω),
that is a state with no output transitions and a null output symbol. For instance,
in some networks it is possible to use a Scan Multiplexer whose configuration is
based on the values of multiple configuration bits (n). However, such multiplexers
do not necessarily have defined inputs for all possible configurations (2n) in the ICL
description of the network. Even though at the implementation level, either at the
gate- or RTL-level, these pins might be tied to some other input or to logical 0/1,
to prevent any ambiguities, transitions to such unspecified configurations lead to a
special state.

Given the stuck-at faults affecting SIBs and ScanMuxes, the same configuration
operations may result in different network statuses on faulty circuits. Therefore,
such faults are mapped to multiple transition faults on the high-level automaton.
Taking into account the faulty automata and the good one, the goal of the diagnostic
procedure is to produce a sequence of inputs able to make a unique discrimination
between each one of them.

A greedy search strategy represents the basis of the proposed algorithm. Not
all possible states nor all possible input symbols are considered, and, consequently,
not all possible transitions. Nevertheless, the simulation of the automaton is exact,
while any missing state or transition will cause the automaton to reach the sink
state, that by construction cannot be further distinguished from any other state.

3.2.1 Finite State Automaton to model an RSN
Initially, the FSA is composed of only a state with no output transition and

a null output symbol. Such sink state is used to denote a pathological condition,
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where the algorithm is not able to provide reliable results due to the approximation
of the model. This state is characterized by its ambiguity with respect to any other
state. Once entered, the FSA permanently remains in this state.

Next, the state when all configuration bits are set to the initial value, denoted as
reset state, is added to the automaton. Then, for each SIBi, two states are created:
one with the SIB asserted and one with the SIB de-asserted. Similarly, for each
SM, one state is created for each possible configuration.

Such a straightforward approach, however, is not always sufficient. Scan seg-
ments may be nested, and a resource accessible only when its parent SIB is asserted.
The procedure for building the FSA detects such situations, and creates the neces-
sary states to handle them. The transitions from the reset state to all these states
are eventually added.

Since the FSA is built in an incremental mode the following modifications are
performed:

• for each transition in the good automaton, the possible faulty transitions are
added;

• if the faulty transition would bring the automaton in a configuration not
already encoded as a state, that specific state is added to the FSA;

• all nonexistent transitions between existing states are added to the automa-
ton;

• eventually, all possible faulty transitions from all existing states are also
added, but if one would bring the automaton in a configuration not encoded
as a state, its destination is set to the sink state, meaning that the FSA is
unable to model such situation.

As almost only the states with a hamming distance of 1 from the reset state are
added to the FSA, the size of the automaton is linear in the number of configuration
bits. It is possible to define an automaton with more states: for instance, at some
point of the creation, all complementary states may be added as well. It is important
to remember that the size of the automaton influences both the quality of the results
and the performance of the algorithm.

While considering the possible transitions, some additional states corresponding
to the configurations which may reduce the cost are also examined. Of course,
it is important to remember that the highest priority is to continuously increase
the number of diagnosed faults, while reducing the cost is a secondary goal. For
example, states representing configurations in which accessible SIBs that provide
access to the deepest hierarchical level are not asserted may increase the number of
required sessions and therefore the cost. Additionally, configurations in which a SIB
is still asserted while already all faults associated with it and its sub-hierarchical
modules are diagnosed may increase the cost. If all faults affecting ScanMux and
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its sub-hierarchical modules are diagnosed, the configurations in which a ScanMux
branch with not minimal length is included into the path might also increase the
cost. It is worth noting that, although designers may explicitly define and include
some additional states to this state or provide additional heuristic, experimental
validations suggest that such extensions are unlikely to be beneficial.

For the network given in Fig. 3.3, FSA with its states and transitions is given
in Fig. 3.2. The states are represented by circular shapes with the label and out-
put symbol, while the lines with arrows denote the transitions between the states.
Initially, only states filled with white color (sDDDD, sDDDA, sDDAD, sDADD,
sADDD) are created. States in light grey are created consequently, dynamically, af-
ter applying the chosen input symbols and performing transitions on fault-free FSA.

sDDDD
4

sDDDA
9

t1

sDADD
9

sDDAD
9

sADDD
9

t2

sDADA
14

sADDA
14

sDDAA
14

t4

sDAAD
14

sAADD
14

sDAAA
19

t3

sADAD
14

sAAAA
24

Figure 3.2: Example of generating FSA for the network from Fig. 3.3
.
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Remaining states, in dark grey are created as a result of transition on faulty FSAs.
As for the transitions, some of them are created for examining the end states (dash
lines). The transitions drawn in bold lines correspond to transitions of the fault-free
FSA (t1–{sDDDD→sDDDA}, t2–{sDDDA→sDDAD}, t3–{sDDAD→DADD}, t4–
{sDADD→sADDD}). The remaining transitions are executed on the faulty FSAs
while applying the sequence of chosen input symbols (in solid style).

3.2.2 Search Algorithm
A sequence of transition and observation steps is constructed by the search

algorithm. A transition corresponds to a change in the configuration of the RSN
and it is performed by shifting an array of bits into the scan chain. On the other
hand, an observation step does not change the configuration of the RSN and does
not affect the FSA, since it is comprised only out of shift operations.

The goal of the diagnosis sequence generation procedure is to make the good
circuit and the faulty ones pass through different states to be able to distinguish
between them by comparing sequences of output symbols of the traversed states.
For every circuit a sequence of scan chain lengths is observed; if it is unique then a
fault is considered to be diagnosed.

Let x be an input symbol for the FSA. The reset operation is denoted with
reset, and it requires a single clock cycle to be performed; measuring the length
of the scan chain is characterized with observe symbol. Moreover, it requires
a certain number of clock cycles and does not affect the state of the FSA. Both
concatenation of the two sequences and appending a symbol to an input sequence
are expressed as additions, as no ambiguities are possible. The symbol ∅ denotes
an empty symbol and has no effect on an input sequence, e.g., t = t+∅. The state
of the FSA is unambiguously defined with a sequence t of inputs starting with a
reset, i.e., t = (reset, +t0, t1, ..., tk).

Two states that have undistinguishable output symbols are equivalent and are
denoted with s′ ∼= s′′. Conversely, non equivalent states have distinguishable output
symbols and are denoted with s′ ≉ s′′. By definition, the sink state is equivalent
to any other state ∀s : s ∼= Ω.

Let Λ̄t be the sequence of states [s̄reset, s̄t0 , s̄t1 , ..., s̄tk
], the FSA representing the

fault-free circuit goes through after applying the input sequence t, while Λi
t be the

sequence of states [si
reset, si

t0 , si
t1 , ..., si

tk
] the FSA representing the circuit when fault

i is present goes through when the same input sequence is applied. The two Λ
sequences Λi

t and Λj
t are considered to be different if there are at least two different

output symbols, corresponding to the same state position in both of the sequences
(e.g., si

tk−1
and sj

tk−1). Moreover, the sequence Λi
t is unique, if Λi

t ≉ Λ̄t and ∀j, j /= i,
Λi

t ≉ Λj
t. Having a unique sequence Λi

t allows to mark the fault i as diagnosed, by
appending an observe input symbol to t. The fault i is said to be “diagnosable”.

Let DF(Λt̄, St) be the set of potentially diagnosable faults when the good circuit
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traversed the states in Λt̄ and the faulty ones St = (Λ0
t, Λ1

t, ..., Λf−1
t ), i.e., the

set of all faults that caused the faulty circuit to traverse the states in a unique
Λi sequence. If an observation is performed, measuring the actual length of the
RSN path, any unique difference would be observed and all such faults, diagnosed.
Initially, all faults are annotated with an identical score (equal to −1). During
the execution of the sequence generation procedure, these values are updated with
the index number of the session in which a fault was diagnosed. If by running the
Diagnostic Sequence Generation procedure, not all faults from the F list
are diagnosed, the same procedure is run from the beginning, this time with the
updated score priority list.

A sequence of input symbols is generated iteratively since in each run the func-
tion Greedy(Algorithm 10) searches for the most optimistic input symbol for the
sequence of inputs t to be extended with (Algorithm 11). In other words, the ap-
pended input symbol brings circuits in states where the highest number of faults
with the lowest score can be diagnosed. A fault with a low score assigned means
that it was either not diagnosed in the previous run, or it was diagnosed before
some others (with a higher score). If no new fault can be diagnosed by adding a
single transition, the function Greedy returns an empty input sequence. In every
iteration, the most useful symbol is appended to the sequence, trying to increase the
number of diagnosed faults. When no symbol can result in a fault being diagnosed,
reset is appended to the sequence and history of taken transitions is considered
as an alternative. An observe symbol is always added after finding a new useful
transition (symbol). Additionally, in each run a set of diagnosed faults is updated.

Algorithm 10 Greedy score step
hbt!

function Greedy(t, score)
m← ( ) ▷ Empty sequence of inputs
for x ∈ {valid input symbols in s̄t} do

u← t
Append x to u
FSu ← (Λ̄u, Fu, score)
FSm ← (Λ̄m, Fm, score)
if FSu > FSm then

m← u
return m ▷ Most promising sequence

3.2.3 Diagnostic analysis
According to the fault model it is obvious that the faults affecting different

types of RSN modules have a different effect and can therefore, be distinguished one
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Algorithm 11 Diagnostic Sequence Generation
procedure DPG(score)

t← (reset) ▷ Initial diagnostic sequence
H← {t} ▷ History
F← {all diagnosable faults} ▷ Active faults
tscore← {−1} ▷ Initialize fault score
while |F| /= 0 do

g← Greedy(t, score)
if empty(g) then ▷ The greedy failed

Append reset to t ▷ Start over
for t′ ∈ H do

g′ ← Greedy(t′)
if |DF(Λ̄g′ , Sg′)| > |DF(Λ̄g, Sg)| then

g← g′ ▷ Alternative sequence
Append g to t
Append observe to t
H← H ∪ {g} ▷ Save sequence
Remove DF(Λ̄t, St) from F
Set tscore for DF(Λ̄t, St)

score← tscore

from another. The faults affecting TDRs corrupt the inserted diagnostic sequence,
changing the values of particular bits. For example, a stuck-at-1 on a scan cell
within a TDR will result in observing only fixed values of 1 on all vector positions.
On the other hand, SIB or ScanMux module affected by a fault may result in a path
length different than the expected one. Consequently, the diagnostic sequence is
not corrupted, but is observed before or after the expected number of clock cycles.

Faults affecting scan cells of a single TDR are all made equivalent. Accordingly,
it is said for a fault to affect a TDR and the fault is distinguished at the TDR
instance level. The presented approach is able to generate input symbols, i.e.,
configuration vectors that modify the state of a network in such a way that in
each session, some of the SIB modules may become de-asserted and consequently
some TDRs may be excluded from the active path, but only one module can be
reconfigured to include a new segment to the active path. As shown in Fig. 3.3,
all inputs applied to the network not affected by the reconfigurable module faults
result in only one TDR being included in the active path in each session (0001 −
TDR1, 0010 − TDR2, 0100 − TDR3, 1000 − TDR4). Therefore, when a diagnostic
sequence is applied, a session that fails will specify the faulty TDR.

If the network is designed in such a way, that two or more registers are located in
the same segment, they can not be distinguished using only structural information
and are referred to as undistinguishable. Diagnosing faults affecting this sub-set of
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Figure 3.3: 4 serially connected SIBs with TDRs of equal length of 5

TDRs may in some cases be possible using default capture values of the registers,
since the TAP controller has to pass through the capture state in order to reach the
shift state. Additionally, reading circuit’s default capture values without inserting
initialization sequence may be used to distinguish faults at the level of a single bit.
However, this issue was not considered in this work. As stated in the standard,
capture values may be fixed and predefined for some scan elements, i.e., TDRs.
However, if the scan elements are defined, not as Write-Only (here, capture func-
tionality is not necessary) but as Read-Only or Read-Write, capture source may be
defined as an external signal or value from the shadow, i.e., update stage of that
register. Additionally, an approach such as the one we propose may rely exclusively
on structural information (given by ICL), before any detailed information on which
types of instruments are to be integrated and how they are operated is available.

Faults affecting ScanMux modules may also not always be diagnosable. If a
ScanMux module has at least two branches containing equal fixed length segments,
then all faults forcing the ScanMux configuration to always select those branches
are considered as undistinguishable.

One of the advantages of the proposed approach is that is able to handle types
of networks constructed out of equally long TDRs placed behind serially connected
SIBs. An example is given in Figure 3.3, with four SIB modules and four TDRs
with the register length equal to 5. Since it is enough to observe a difference
in length, SIB stuck-at-asserted faults in this case are easily detected. However,
distinguishing between them is a more challenging task.

Table 3.3 shows the configurations the fault-free and the fault affected networks
go through, when input sequence generated by the proposed approach is applied.

As illustrated by Fig. 3.4, after applying reset, depending on the location of the
fault affecting a SIB module, the resulting scan chain can have not only a different
length, but also a different position of particular scan cells. It can be observed that
initially, the length of the scan chain in case of a fault free network and all stuck-at
de-asserted faults (s̄, s0, s2, s4, s6) is 4. In this case, the position of configuration
bits within the scan chain is the same (CB1, CB2, CB3, CB4). On the other hand,
for all stuck-at asserted faults (s1, s3, s5, s7), the scan chain is of length 9, with
a different configuration bits arrangement, due to the TDRs which are now part
of the active path. In case of s1, register TDR1 is in the active path, while e.g.,
in case of s5, TDR3 is a part of the active path. In the first case, all four SIB
configuration bits (supposed that post-SIBs are used) are located after scan cells
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comprising TDR1. On the other hand, in the second case two SIB configuration
bits (CB1 and CB2) are preceding TDR3, while two are following it (CB3 and CB4).
As a consequence of having the same path length for pairs of different faults, at
this point no fault can be diagnosed. Faults s0, s2, s4, s6 can not be distinguished
between themselves and between correctly operating circuit (length 4), while faults
s1, s3, s5, s7 are equivalent between themselves (length 9). Regardless the fault,
a configuration sequence cv can be shifted in the scan chain. In cases where the
actual length of the scan chain is lower than the one of the configuration vector,
not all values in the configuration vector will be stored in the chain cells; some of
them will be “cut-off", i.e., shifted out. By applying the update, new states will
correspond to the ones shown in the second row of Table 3.3, thus allowing five
faults to be diagnosed (s1, s3, s5, s6, s7). Even though the lengths of the active path
after applying the cv configuration vector in case of the fault-free network (s) and
the network in which SIB4 is affected by stuck-at asserted fault (s7) are equal, the
fault is diagnosed. When array of lengths of the active path in presence of the fault
[9, 9] is compared against others {[4, 9], [4, 9], [9, 24], [4, 9], [9, 19], [4, 9], [9, 14], [4, 4]},
it is determined to be unique.

Table 3.3: Diagnostic procedure for the network in Fig.3.3

Input Fault free SIB1 SIB2 SIB3 SIB4

s̄ s@D-s0 s@A-s1 s@D-s2 s@A-s3 s@D-s4 s@A-s5 s@D-s6 s@A-s7

reset
observe

DDDD
(4)

DDDD
(4)

ADDD
(9)

DDDD
(4)

DADD
(9)

DDDD
(4)

DDAD
(9)

DDDD
(4)

DDDA
(9)

0001
observe

DDDA
(9)

DDDA
(9)

AAAA
(24)

DDDA
(9)

DAAA
(19)

DDDA
(9)

DDAA
(14)

DDDD
(4)

DDDA
(9)

0010
observe

DDAD
(9)

DDAD
(9)

DDAD
(9)

DDDD
(4)

0100
observe

DADD
(9)

DADD
(9)

DDDD
(4)

1000
observe

ADDD
(9)

DDDD
(4)

3.3 Experimental Results
For the purpose of validating the proposed algorithm, a sub-set of the ITC’16

suite of benchmark reconfigurable scan networks [45] was chosen. Not all bench-
marks have been used since some of them include constructs which are currently not
supported by our environment. However, some additional benchmarks, considered
in [22], were included into the validation set to provide effectiveness comparison
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Figure 3.4: Initial scan chain structure with conf. vector for network from Fig. 3.3

with the present approach. It is worth noting that some of the latter benchmarks
are part of the ITC’16 set.

An in-house tool implementing the proposed algorithm was developed in Java.
The tool is first of all able to find all reconfigurable modules, for which the faults
affecting them are not distinguishable. As already discussed, this is due to their
inability to produce a different path length. Moreover, the tool can generate a list
of sets of TDRs; faults affecting TDRs in the same set are considered to be undis-
tinguishable between themselves, e.g., because they belong to the same segment.

The basic information on the benchmarks’ evaluation set is reported in Table
3.4. Columns 2 and 3 give the number of SIBs and SMs for each network. The
total number of SIB and SM configuration bits is reported in the fourth column.
The depth of a module is equal to the number of nested modules controlling its
segment. The hierarchical depth of the network corresponds to the highest module
depth in the network and is provided in column 5. The sixth and seventh columns
represent the maximum path length and the total number of scan cells in a given
network, respectively. The upper part of the table contains the list of networks
used to evaluate the approach proposed in [22], while the list of considered ITC’16
benchmarks is contained in the lower part of the same table.

A computer with an Intel i5-7200U processor and 8 GB of RAM was used to
perform the experiments. Table 3.5 reports the experimental results obtained from
running the proposed algorithm on the set of benchmark networks. In columns 2
and 3, the number of configuration vectors, i.e., the number of diagnosis vectors
is given. In this table, the cost of performing the diagnostic procedure on a given
network by applying the generated sequence is given in terms of number of clock
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Table 3.4: Benchmark networks list

Network SIB SM Tot
bits

Max
depth

Max
path

Scan
cells

A586710 6 0 6 2 41,972 41,972
N17D3 7 8 15 4 372 462
N32D6 13 10 23 4 84,039 96,158
N49D0 16 18 34 1 949 1,114
N61D2 11 22 33 2 1,162 1,422
N73D14 29 17 46 12 190,526 218,869
N88D8 32 32 64 4 1,637 2,013
N100D2 31 37 68 3 1,833 2,293
N132D4 39 40 79 5 2,555 2,991
P22810 30 0 30 2 30,915 30,915
P34392 22 0 22 2 23,478 23,478
Mingle 10 3 13 4 171 270
TreeBalanced 43 3 48 7 5,219 5,581
TreeFlat_Ex 57 3 62 5 5,100 5,195
TreeUnbalanced 28 0 28 11 42,630 42,630
a586710 0 32 32 4 42,381 42,410
p22810 270 0 270 2 30,356 30,356
p34392 0 96 96 4 27,899 27,990
q12710 27 0 27 2 26,185 26,185
t512505 159 0 159 2 77,005 77,005
NE600P150 207 194 401 78 23,423 28,250
NE1200P430 381 430 811 127 88,471 108,148

cycles required to apply all configuration steps (cv, column 4) and all diagnostic
steps (dv, column 5).

A number of experiments has been run to evaluate the effectiveness of the high-
level fault model used in this work. Selected benchmarks have been synthesised
using NanGate 45 nm Open Cell Library. Synopsys tool TetraMAX1 was used to
perform fault simulation on the designs at the gate-level by applying test sequences
generated by the method in [28]. The fault simulation results showed that in
general a high or complete stuck-at fault coverage is achieved. Certain corner cases
appeared as a result of faults affecting modules positioned deep in the hierarchy
and with the ScanMuxes having more than 2 inputs. Finally, the stuck-at faults
affecting the update logic and the flipflops are either covered or they propagate
long sequences of Xs in the circuit. Since the proposed test sessions demand for
a precise sequence of 0 and 1 s to be observed on scan output ports, faults that
propagate sequences of Xs can be safely marked as covered.

By using the proposed approach and according to the fault model which was

1TetraMAX ATPG User Guide, Version M-2016.12, Synopsys, www.synopsys.com.
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Table 3.5: IEEE 1687 algorithm experimental results

Network cv dv
Conf.

cost [cc]
Test

cost [cc]
A586710 6 7 44,168 377,435
N17D3 15 16 3,287 9,492
N32D6 23 24 989,654 3,041,145
N49D0 34 35 20,429 55,029
N61D2 33 34 25,882 67,055
N73D14 46 47 4,883,376 13,945,235
N88D8 63 64 54,488 160,405
N100D2 67 68 73,903 200,260
N132D4 77 78 115,928 317,291
P22810 30 31 62,191 1,023,787
P34392 22 23 65,008 606,897
Mingle 14 15 921 3,591
Tree Balanced 47 48 132,172 393,223
TreeFlat_Ex 62 63 184,536 515,997
TreeUnbalanced 28 29 149,021 1,386,204
a586710 61 62 75,525 2,703,562
p22810 301 302 6,472,380 15,697,407
p34392 187 188 50,712 5,296,399
q12710 25 26 34,082 716,281
t512505 159 160 190,736 12,512,221
NE600P150 399 400 4,186,745 13,563,116
NE1200P430 809 810 39,615,088 111,319, 225

described previously, all distinguishable faults were diagnosed, thus reaching 100%
diagnostic coverage. Considering the discussion in Section 3.1, faults affecting mod-
ules that are not considered as undistinguishable are considered to be distinguish-
able. The comparison of the proposed approach with the approach from [22] is
given in the upper part of Table 3.6. The lower part of the same table refers to
the results obtained on the sub-set of ITC’16 benchmarks. The second column of
the table gives the total number of clock cycles needed to apply the input sequence
generated by the proposed approach. Comparison data on diagnosis duration in
clock cycles are taken from [22] and are provided in column 3. The fourth column
shows the comparison against the current result. The ratio between the duration of
the diagnostic sequence generated by the previous and new approach is reported,
thus showing how faster the latter one is. Due to the Java’s non-determinism at
run-time no accurate timing in terms of CPU time for generating the sequence is
possible. Therefore, only the program’s total execution time is reported in column
5. The number of pairs of undistinguishable faults affecting TDRs and SMs is
reported in columns 6 and 7.

As it can be observed from the Table 3.6, in all the cases where comparison data

71



Diagnosis

exists, the time required to perform the diagnosis is significantly reduced, up to 43
times. Although no data regarding the execution time of the previous algorithm is
provided, it is evident from the Table 3.6 that the presented algorithm is efficient
and fast to execute, since in most of the cases, the required time is measured in the
order of seconds. Exceptionally, more than one hour was needed for three networks.

Table 3.6: Experimental comparison of the proposed algorithm vs. [22]

Network Diagnostic sequence
duration [clock cycles] [22] [22] vs. proposed Runtime

(wall clock)
Und. pairs of faults

TDR CM
A586710 421,603 3,879,326 9.20x 0s 0 0
N17D3 12,779 48,099 3.76x 1s 4 0
N32D6 4,030,799 25,038,071 6.21x 0s 16 0
N49D0 75,458 263,866 3.50x 1s 105 0
N61D2 92,937 333,280 3.59x 1s 260 0
N73D14 18,828,611 320,437,112 17.02x 2s 78 0
N88D8 214,893 2,065,800 9.61x 4s 68 0
N100D2 274,163 2,219,397 8.10x 5s 206 0
N132D4 433,219 3,900,952 9.00x 17s 435 4
P22810 1,085,978 46,601,832 42.91x 1s 0 0
P34392 671,905 20,665,284 30.76x 0s 0 0
Mingle 4,512 19s 0 0
Tree Balanced 525,395 48s 9 3
TreeFlat_Ex 700,533 40s 14 3
TreeUnbalanced 1,535,225 23s 14 0
a586710 2,779,087 22s 5 0
p22810 22,169,787 1.3h 6 0
p34392 5,347,111 3m 14 0
q12710 750,363 17s 0 4
t512505 12,702,957 4m 0 0
NE600P150 17,749,861 5h 427 4
NE1200P430 150,934,088 15h 643 4

3.4 Chapter Summary
In summary, this chapter describes a new sequence generation technique to

diagnose permanent faults in RSNs resorting to an FSA model of the circuit and
a greedy search algorithm. By resorting to overscanning, once a fault is present,
applying the set of generated configurations will make the network pass through
states. The fault will be identified by observing lengths of the active path.

Experimental results demonstrate that the presented approach outperforms the
previous ones in terms of number of clock cycles required to run the generated
diagnostic sequence. Furthermore, this technique can be applied to a wide range
of network types of different complexity since for all the test cases and benchmark
networks full diagnostic coverage has been reached while keeping the computation
effort under control.
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Chapter 4

NBTI-induced aging analysis in
IEEE 1687 RSNs

The expansion of contexts where electronic systems serve people has also led
to a significant growth of the number and variety of safety- and mission-critical
embedded systems. This comes along with the trend of implementation technology
miniaturization that allows boosting the nanoelectronic systems’ functionality, but
brings the lifetime reliability concern to the front. Autonomous and unmanned
vehicles, robotic systems, fly-by-wire aircrafts and complex industry automation
machines are often empowered by advanced computing systems and require extreme
levels of safety and dependability for years of the operational lifetime.

The phenomenon of nanoelectronics aging was addressed by numerous related
works focusing e.g., on the degradation issues caused by the Negative Bias Tem-
perature Instability (NBTI) in memories [62], [63] and in functional logic [64], [65].
To mitigate such effects in functional logic, approaches exist at different levels, e.g.,
some are based on redesign or transistor sizing techniques [66], while others rely on
modifying voltage and frequency of the circuit [67] or resort to NBTI-aware syn-
thesis [68]. Mitigation on a circuit level has been exploited in [69] where authors
propose using idle-time of the processor and unused bits in source operands of the
instruction. To the best of author’s knowledge, no work has addressed the reliabil-
ity issues caused by NBTI-induced aging in the IJTAG RSNs, so far. This chapter
will present the analysis of the effect of NBTI on logic paths in IJTAG RSNs by
estimating delay resorting to the model introduced in [65]. Additionally, it contains
details on a novel approach to mitigate the degradation with a case-study demon-
stration. The effectiveness of the approach is evaluated on a sub-set of ITC2016
benchmark RSN designs. It should be however, noted, that this work does not aim
at developing new or extending already existing technology-level models for NBTI.
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4.1 Hierarchical Modelling of the NBTI-Induced
Delays

Bias Temperature Instability (BTI) phenomenon causes threshold voltage VT H

shift on MOS transistors. Two types of BTI are defined depending on the type of
stressed transistor. Negative BTI (NBTI) caused by the negative gate stress occurs
on pMOS transistors, while the Positive BTI (PBTI) is related to nMOS transistors
due to the positive gate stress. This paper focuses on NBTI [70] as it is considered
to be a dominant aging mechanism for the current implementation technologies.

Two phases can be identified in a pMOS transistor due to NBTI, stress and
recovery. When VGS = −VDD, stress phase occurs. The transistor is in a recovery
phase when bias voltage is removed (VGS = 0). When the transistor is switching,
such phases alternate and the NBTI effect is reversed to some extent. The change of
VT Hp of the device under constant stress (static NBTI) is significantly higher when
compared to dynamic NBTI, i.e. alternation of stress and recovery phases. Further-
more, the same tendency can be identified within the logic path delay degradation
though on a smaller scale. In [71] authors examined different factors and their
effect on NBTI degradation. Their results show strong correlation of the NBTI
degradation on the duty factor, i.e., input signal probability (stress/recovery).

Figure 4.1: Dynamic and static NBTI effect on threshold voltage in a pMOS tran-
sistor

In that regard, authors of [65] proposed fast yet accurate modeling of NBTI-
induced delays at the gate level.

First, technology and environment dependent curve of the threshold voltage
shift as a function of the transistor’s gate input signal probability ∆VT Hp(Pz) has to
be obtained at the transistor level. Then, technology and environment dependent
curves of the gate delay degradation as a function of the threshold voltage shift
∆t(∆VT Hp) for each gate type in the netlist (e.g. INV, 2NAND, 2NOR) assumed
for gate-level implementation.
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Figure 4.2: Threshold voltage shift VT Hp as a function of signal probability Pz (up).
Gate delay increase ∆t dependency on voltage threshold shift ∆VT Hp in an inverter
gate (down).

In the NBTI effect analysis, a reaction-diffusion (R-D) predictive model for dy-
namic NBTI is used [70], [72]. This model predicts the long term threshold voltage
VT Hp degradation due to NBTI at a time t > 1,000s at high frequencies [70]. It
captures the dependence of NBTI on a gate input signal probability Pz (probabil-
ity that the related pMOS transistor is under stress) in addition to its dependence
on other key process and design parameters as presented in [70]. The values of
the involved technology and environmental parameters can be summarized by a
parameter γ in the following form:

|∆VT Hp| = γ( Pz

1− Pz

)n (4.1)

Note that Equation 4.1 is valid only for dynamic stress, as ∆VT Hp becomes infinite
when Pz reaches the value 1. Therefore, the upper limit of ∆VT Hp is defined by static
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NBTI models [70]. Equation 4.1 represents a convenient mathematical function of
the threshold voltage VT Hp degradation dependence on the signal probability for the
gate input signal Pz(xi) of a pMOS transistor. In the equation, n = 1/6 represents
the variety of the dominant diffusion species (H or H2) expressed by the time
exponent parameter and γ = 0.0904 represents a parameter that incorporates the
selected technology and environmental variables. In Fig. 4.2 (up), the corresponding
dependence is illustrated for PTM 65 nm technology [72] after 10 years of NBTI-
induced degradation at constant temperature T = 400K with supply voltage VDD =
1.1V . The calculated value of ∆VT Hp for static NBTI is 0.27V . The model allows
fast estimation of NBTI-induced VT Hp shifts.

A set of SPICE simulations for each logic cell is used to create a polynomial
curve to model the gate delay degradation (see Fig. 4.2) (down):

∆tgate = λ ∗∆VT Hp(Xi) + µ ∗ (∆VT Hp(Xi))2 (4.2)

Here, ∆tgate is the gate output delay increase (in percentage) compared to the nom-
inal gate delay, ∆VT Hp(xi) is the change of VT Hp for the stressed pMOS transistor at
the gate input xi, while λ and µ are technology dependent constants. For example,
in the current experimental setup λ and µ parameters are set to 0.7 and 3.2 for the
INV gate. In case a logic gate consists of multiple cascaded pMOS transistors, both
their physical location relative to the output node and the combination of 0 → 1
output transition impact the gate delay degradation. Each combination of gate in-
put values is modelled by different values of the constants λ and µ in Equation 4.2.
For an alternative technology and different parameters such as temperature and
supply voltage, additional SPICE simulations are required to obtain the curves for
modelling the gate-delay degradation.

4.2 Proposed approach: analysis and mitigation
To evaluate the aging effect based on the NBTI model introduced in the previ-

ous section a set of steps has to be performed. As a pre-processing step complex
gates in the design have to be flattened or the design has to be synthesized to gate-
level including only FFs and three types of inverting gates – NAND, NOR, INV. In
that way computationally demanding SPICE simulations, curves and parameters
have to be obtained only for these 3 types of gates. The first step is modeling
the threshold voltage shift as a function of the transistor’s gate input signal prob-
ability ∆VT Hp(Pz) (Eq. (4.1)). The next step consists of obtaining a polynomial
function that captures the dependence of gate delay degradation on the threshold
voltage shift ∆t(∆VT Hp) for NAND, NOR and INV gates as described in [65] and
summarized in Section 4.1. Intensive PSPICE simulations are run for the selected
technology, electrical and environment parameters. Then, the design needs to be

76



4.2 – Proposed approach: analysis and mitigation

simulated to obtain signal probabilities of each gate input. Next, these signal prob-
abilities are mapped to the curve parameters that were obtained in the first two
steps to calculate NBTI-induced gate delays. In the final step, paths between FFs
and primary inputs/outputs are extracted to find the critical one after aging. Since
the design consists of inverting gates, when a path is activated, all gate inputs on
the path will transition to another value. To find aged delay of a path, all gate
delays on the path must be summed up. If the output transition of a gate is 0→ 1,
NBTI-induced delay must be added to the nominal delay of the gate. Otherwise,
only nominal delay of the gate is used when calculating path delays.

RSNs are interesting from the architectural point of view. Since an RSN is a
dynamically reconfigurable network that provides a means for creating a hierarchy,
organizing set of TDRs can be performed in numerous ways. It is always a question
of trade-off, since this decision may depend on the frequency of access to a certain
instrument and overhead in terms of time (clock cycles) required to perform any
access in general. Simple restructuring of the network was performed by organiz-
ing complete set of TDRs in such a way that they can be accessed individually
through serially connected SIBs as shown in the case study (Fig. 4.5). A SIB may
provide access to a scan segment containing additional SIBs, thus deepening the
hierarchy. Having a regular structure such as a series of SIBs alleviates identify-
ing the critical logic path(s). It is always the one(s) leading to the FFs related to
the longest register. The former, however, for accessing certain TDRs may require
multiple reconfiguration operations, while in the latter one, only one configura-
tion cycle is required to assert/de-assert a SIB and include/exclude corresponding
TDR to/from the active path. On the other hand, serially connected SIBs pro-
duce overhead since Segment Insertion Bits (configuration bits) always belong to
the active path. Removing hierarchy shortens logic paths in general and therefore
reduces nominal delay. However, as it has been confirmed experimentally, it does
not impact significantly the aging-induced delay.

As the structure of the RSNs can be quite regular, some paths share, i.e., they
traverse the same gates and the same signal lines. Furthermore, it is common that
for each of those paths, the remaining parts have the exactly same structure where
the gates of the same type are encountered in the same order. As a consequence,
an abundant number of paths has the same nominal delay and ages in the same
mode.

To perform mitigation, an algorithm creates a list of most critical registers, i.e.
sorts the registers in a descending order based on the value equal to the sum of
the hierarchical level of the segment they are positioned in and their length since it
impacts the fan-out of some gates that belong to the path between primary input or
flip-flop output and the input of the flip-flop in the shift stage of the corresponding
register. Further on, a function described in Algorithm 12 is called to generate the
set of configurations for reaching desired register(s). From the internal network
model, it is possible to find controllable module providing access to the particular
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scan segment and configuration bit(s) corresponding to the aforementioned module.
configureMux is called recursively saving necessary states and updating the list of
registers to be accessed removing the ones already encountered while accessing the
current one.

Algorithm 12 Listing programmable modules (SIBs, SMs) and corresponding
states to be applied in order to reach particular TDR

function generateConfigurations(gen, len, i, d)
tdr ← regList(0)
mux← getMux(tdr)
while mux /= null do

currentMuxEnc← mux current configuration
regSegEncoding ← tdr′s segment encoding
if currentMuxEnc /= regSegEncoding then

configureMux(gen, mux, regSegEncoding)
putOnPath(mux)
index← index + 1
tdr ← regList(i)
mux← getMux(tdr)

One of the advantages of the RSNs is that the mitigation can be performed in
parallel while executing required operations without affecting the final result. Of
course, the overhead of such operations exists in terms of additional clock cycles
required to access targeted registers and perform read/write operations.

4.3 Case study
The following case study illustrates how the most critical logic path at the

gate level of the RSN was identified and how the effect of NBTI-induced aging in
RSNs was analyzed. The mitigation technique is also applied to this example and
obtained results are reported.

The considered RSN, shown in Fig. 4.3, is motivated from an automotive context
and it consists of two sub-networks. The first one has four TDRs - R1 to R4
which are placed hierarchically behind 4 SIBs - SIB1 to SIB4 and are accessed less
frequently. The second section contains registers that are to be accessed more often.
It includes three TDRs - R5 to R7, two of which are placed behind SIB5 and SIB6
located on one input segment of the ScanMux (SM). The remaining register R7
has been placed directly on the second input segment of the multiplexer. There
are no remotely controlled modules, i.e, all of them are controlled in-line. As it
has been outlined previously, the function of these instruments may vary since they
can be used for monitoring (sensors), debug and calibration/configuration, or BIST
control.
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For the circuit shown in Fig. 4.3, a workload was created containing series
of operations to change the network configurations and read, i.e., write to/from
the registers R5, R6 and R7. In the gate-level design the critical (longest) NBTI-
degraded path was identified. It corresponds to the path having the longest total
delay consisting of the nominal gate delay and NBTI-induced delays ∆t for the
gates along that path.

Gate-level description of the circuit shown in this case study contains 695 gates,
while the total number of logic paths sums up to 2238. Fig. 4.4 shows the path with
the largest nominal delay and is at the same time the longest NBTI-degraded path
for the workload provided. When the structure of the circuit is taken into account
some regularities can be observed. The longest path starts with the top level signal
SEL and it passes several gates (U20, U19, U18 and U17) up to the tosel_SIB4
for the SIB4 module. This signal is used to gate signals CE and SE responsible for
allowing capture, i.e., shift operations. Gates R4xU138 and R4xU137 have a fan-
out since the signals at their output are used to control single FFs belonging to the
same register R4. In this circuit the register R4 has the length of 13, and therefore
consists of 13 FFs (the shift stage), gate R4xU138 has a fan-out 13 + 1 = 14, while
gate R4xU137 has a fan-out of 13. The section within the borders is a source of the
signals and is shared between logic paths leading to the shift flip-flops in a register.
The signals belonging to the section out of borders in Fig. 4.4 lead to the second
FF in R4. They are in control whether the same value is kept in the flip-flop if all
operations are disabled, or the value from the preceding FF should be stored, or the
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Figure 4.3: Case-study RSN with hierarchy levels - one SM, six SIBs and seven
TDRs
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Figure 4.4: Gate-level schematic of the longest logic path in the case-study RSN

value from the update stage should be captured since the feedback functionality is
used. The identification of the longest path takes into account the hierarchy levels
and the length of the registers.

For circuits containing registers with a large length, i.e., with the high number
of FFs, some gates may have a high fan-out. In such case, the synthesis tool may
introduce additional gates such as buffers (double inverters) to reduce the overall
load on the driving gate and decrease the transition time of the net.

For the longest path, the nominal delay is 86.67 time units, while the total delay
after estimating NBTI-induced delay equals to 103.63 time units. Therefore, the de-
lay increase given in percentages is 19.58%. After applying the mitigation technique
as already discussed in Section 4.2, the overall delay after NBTI-degradation is 92.5
time units, thus resulting in only 6.73% of delay degradation, which is significantly
less with respect to the value obtained when applying the original workload.2

4.4 Experimental results
The results are obtained on two networks from the ITC2016 set of benchmark

networks [45] - Mingle and N17D3. For both benchmarks, a flattened network with
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a separate SIB for each of the registers is generated. The workload is adjusted
preserving the access order, set of activated instruments and written values from
the workload created for original networks. In Table 4.1 for each of the considered
benchmarks and its flattened version the following data are reported: nominal delay
(tnom) and total delay (tnom + ∆t) with increase in percentages before and after
mitigation. To show its effectiveness, the ratio of the delay increase in percentages
is used, before and after mitigation. For example, in Mingle network, the NBTI-
aging effect is reduced by 2.1 times, since the delay increase changed from 19.5%
to 9.4%.

Synopsys Design Compiler tool was used for synthesising the circuit at the gate-
level from the description in RTL (VHDL) with the flattening of the hierarchy and
without any optimization. For this purpose, 65 nm technology library has been cho-
sen with imposing certain constraints primarily related to the choice of primitive
gates and flip-flops (2-input NAND gate, 2-input NOR gate, inverter gate, flip-flop
with the reset functionality). The aforementioned comes from the limited avail-
ability of data regarding the model and aging characterization (65 nm PTM). For
reporting results on different technology nodes the same procedure from Section 4.1
has to be repeated. Open-source tool zamiaCAD [73] has been used for simulation
of the design. Simulation results are used to record the signal probabilities of the
gate inputs. All calculations (nominal/NBTI-induced gate delays, path extraction
and their delays) are automated in zamiaCAD using Python scripts.

Table 4.1: Experimental results

Original circuit Flattened hierarchy

Network tnom tnom + ∆t
tnom

(mit.)
tnom + ∆t

(mit.) Decrease tnom tnom + ∆t
tnom

(mit.)
tnom + ∆t

(mit.) Decrease

Mingle 125.67 150.21 (19.5%) 125.67 137.54 (9.4%) 2.1 104.33 127.35 (22.1%) 104.33 115.13 (10.4%) 2.1
N17D3 126.67 150.76 (19.0%) 134.33 144.22 (7.4%) 2.6 115.33 135.86 (17.8%) 115.33 128.13 (11.1%) 1.6

Regarding the results, NBTI-critical path for the N17D3 network changes after
mitigation. Before altering the workload, critical path did not correspond to the
path with the largest nominal delay, since the latter lead to the register which was

SIB1

L=5
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SIB2

L=7

R2

SIB3

L=8

R3

SIB7

L=5
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…

Figure 4.5: Simplified schematic of a SIB module (left) and its symbol (right)
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accessed in the workload. After performing/adding additional TDR accesses to
reduce the aging effect, the NBTI-critical path becomes the one with the largest
nominal delay.

Although the mitigation approach is scalable and applicable for larger and more
complex designs (runtime less than one second for the reported benchmarks), simu-
lating design with the test-bench stimuli generated from the workload for obtaining
signal probabilities and calculating delay is computationally expensive and there-
fore time-demanding. The whole framework was run on a modest laptop with a
dual-core CPU.

4.5 Chapter summary
The chapter proposes a methodology for assessment and mitigation of NBTI

aging induced delays in logic paths within IEEE 1687 IJTAG Reconfigurable Scan
Networks. While RSNs are commonly used to provide fault management and em-
bedded instrumentation access, such as safety mechanisms, in advanced safety-
and mission-critical electronic systems, a failure in such infrastructure itself has a
high severity. The methodology is based on a scalable hierarchical (transistor-to-
architecture) modelling of the NBTI impact on timing-critical logic paths in RSN
implementations. The evaluation implies analysis of gate input signal probabili-
ties based on the configurations and test data selected for the RSN infrastructure.
The details of the methodology are demonstrated by a case study on an example
RSN and the feasibility and efficiency are validated by experiments on a subset of
ITC2016 RSN benchmarks. The experimental results demonstrate that RSNs can
be impacted by significant NBTI-induced logic path delays and a simple proposed
mitigation technique can reduce such delays up to 2.6 times. The future work is
aimed at a comparative analysis of aging in the RSN gates and the functional part
of the circuit.
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Chapter 5

Post-silicon validation

In previous chapters of this thesis new approaches to test and diagnose per-
manent faults have been introduced as well as the analysis of the NBTI-induced
aging effect on logic paths inside an RSN. However, the correct operation of IJTAG-
compliant infrastructure is a product of many aspects and components including
the actual hardware on the chip, the respective standard descriptions, such as ICL
(Instrument Connectivity Language) and PDL (Procedure Description Language)
files as well as the software used to import the descriptions and control the hard-
ware.

The importance of the problem is being escalated by previous experience of the
electronics industry, which suffered from the inconsistency between description files
and actual hardware implementation of an earlier similar standard: IEEE 1149.1.
In surprisingly numerous cases, the BSDL (Boundary Scan Description Language)
descriptions did not match the actual implementation of JTAG features in silicon.
Most of those mismatches were caused by simply non-matching revisions of the
silicon and the BSDL, but of course a certain number of problems were related to
bugs and design errors in hardware. Even if the error-checking is performed before
tape-out, it does not necessarily imply that the silicon will work or that the ICL
matches the actual silicon implementation. Independent of particular reasons caus-
ing such mismatches, the task of proving full compliance between the silicon and
the documentation is not trivial. Taking into account the fact that the infrastruc-
ture described by IEEE 1687 is certainly more complex than classical Boundary
Scan, ensuring its correct operation is an important research topic.

The focus of this chapter is on the problem of checking the equivalence between
the silicon implementation of IEEE 1687 RSNs and their respective ICL descrip-
tions. The proposed method assumes that the former is a black box and the latter
plays the role of specification, while no other information about the target system
is available. Although observability of signals in simulation (for pre-silicon verifi-
cation) is exceptional, this is unfortunately not the case when accessing the read
device through its interface, i.e. we can only apply stimuli and observe responses
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through scan input and output ports.
Previous work that addresses this problem is very limited. The problem’s gen-

eral definition along with a trivial algorithm for simple RSNs was first proposed in
EU FP7 BASTION project report [74]. An important contribution of that work
was in defining three levels of validation thoroughness with respect to required test
access and effort. At the base level (“Level 0”) the RSN infrastructure is validated
by checking scan chain length and capture values in various configurations ensuring
that every instrument is correctly accessible.

The main contribution of this part of the thesis is twofold. First, a compre-
hensive fault model defined as a set of mismatches between the ICL description
and the silicon implementation is introduced. Second, for a subset of mismatches
falling into Level 0 category, a universal method and a tool of their detection based
on observing the length of the active scan path is proposed. In addition, the mis-
matches are categorized with respect to the level of detection difficulty providing
a list of those undetectable by the method. Experimental results based on the
set of ITC’2016 RSN benchmarks [45] demonstrate that the proposed approach is
broadly applicable as well as that the test tool is able to generate the sequences
for detecting all target mismatches. The proposed validation tool is a part of an
ecosystem of IEEE 1687 benchmarks and tools [75].

5.1 Proposed "black-box" approach to post-silicon
validation

The proposed methodology is based on previous work focused on generating
efficient patterns to perform end-of-manufacturing test for RSNs [76]. The detection
mechanism introduced first in [25] and then adopted in several works [27], [28] has
been modified to reduce significant overhead and has been made more suitable for
addressing the presented problem.

5.1.1 Mismatch model
Well-established metrics exist for post-manufacturing tests (single-stuck-at cov-

erage, transition fault coverage) and experimental results have demonstrated the
effectiveness of such metrics. Although pre-silicon verification metrics are less stan-
dardized (syntactic (code coverage) and semantic (covering assertion goals)), met-
rics for post-silicon validation are still the subject of research. The list of considered
mismatches was created after analyzing the literature and taking into account that
the source of a mismatch is usually confined, such as a typo in the specification, or
a localized hardware bug. It contains following items:

• TDR mismatches Fig. 5.2
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– A missing register
– An added register
– A wrong register of different length
– A wrong register with the modified functionality
– Exchanging two or more registers (their position)

• Reconfigurable modules position mismatches Fig. 5.3

– Exchanging a register with a ScanMux or a SIB
– Exchanging two SIBs belonging to the same segment
– Exchanging two ScanMuxes
– Exchanging a ScanMux and a SIB

• SIB type, SM control and input mismatches Fig. 5.4

– Exchanging inputs or control lines of the ScanMux
– Wrong SIB type (pre-SIB to post-SIB and vice versa)

• Wrong ScanMux configurations Fig. 5.5
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TDR1a

TDR1b
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1TDR2 TDR3

TDR2a

TDR2b
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2 SIB2p
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length = 11
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length = 15

length = 7
length = 9
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0

1 1

0

SIB2p

Figure 5.1: Example RSN network for generating a set of mismatches

For the network given as an example in Fig. 5.1, Table 5.1 provides a set of
considered mismatches joined by their type.

Relying on the structural information provided by the ICL is sufficient for de-
tecting a missing register at one of the scan segments, since this type of mismatch
directly affects the length of the active scan path. An added register has the similar
effect on the scan path length although this time it is reduced with respect to the
expected one. A wrong register with the different length is equivalent to having
a missing and/or added register. Exchanging the registers is being performed not
only within the same scan segment but also outside of one domain. This modifica-
tion can be modelled as having multiple wrong register length mismatches. Since
the registers belong to different scan segments, not having both of them on the
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Table 5.1: List of considered and injected mismatches for the network from Fig. 5.1

Mismatch Type N Mismatch set

SWAP_TDR_SIB 5

[[pSIB1, TDR2],
[TDR2, SIB2p],
[TDR3, SIB2p],
[TDR2p, pSIB3],
[pSIB1, TDR3]]

SIB_PRE_POST 3 [[pSIB1], [SIB2p], [pSIB3]]
SWAP_CB_CB 1 [[cb1, cb2]]
ADDED_REGISTER 27
WRONG_REG_FUNC 9 not considered

WRONG_MUX_CONF 2 [[SM1|0, TDR1b; 1, TDR1a],
[SM2|0, TDR2b; 1, TDR2a]]

SWAP_TDR_TDR 1 [[TDR2, TDR3]]
WRONG_REG_LENGTH 9 all registers
SWAP_TDR_TDR_DD 35 from domain to domain

SWAP_SIB_SM 4 [[pSIB1, SM1], [SM2, SIB2p],
[SM1, SIB2p], [pSIB1, SM2]]

MISSING_REGISTER 9 all registers

SWAP_TDR_SM 4 [[TDR2, SM1], [SM1, TDR3],
[TDR3, SM2], [TDR2, SM2]]

SWAP_SIB_SIB 1 [[pSIB1, SIB2p]]
SWAP_SM_SM 1 [[SM1, SM2]]
SWAP_MUX_CONTROL not modelled explicitly
SWAP_MUX_INPUTS not modelled explicitly

same path for the first time they are accessed enables immediate detection of this
particular mismatch. Fig. 5.2 depicts these situations.

Even though a mismatch of exchanged ScanMux control signals (Fig.5.4c) or
inputs (Fig.5.4b) does not have an effect on the active path length it can still be
detected. The configuration of the ScanMux is determined by the value in the
control bit. The output signal from the update stage, apart from controlling the
multiplexer can also be used to gate shift, update and capture. In that case, if upper
input is selected, all data shifted at the input is supposed to go through TDR1 and
appear at the output. However, in case of exchanged control signals, although the
segment is chosen according to the configuration, all operations are forbidden on
that segment and allowed on the other one. Consequently, shifted values will not
propagate to the output, resulting in all 0s or all 1s, depending on the value stored
in the last scan cell in the selected input segment. Exchanging input connections is
an equivalent mismatch and can be analyzed in a similar way. Guaranteeing that
all scan segments are accessed at least once ensures that all mismatches of this type
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are detected.
Another type of considered mismatch is a ScanMux with configurations incor-

rectly assigned to its input segments. In Fig. 5.5, configurations 00, 01, 10 and
11 result in including registers TDR0, TDR1, TDR2, TDR3 into the scan path,
respectively. In case of a mismatch, chosen registers appear in the different order:
TDR3, TDR0, TDR2, TDR1. If at least one of the segments has a length different
than the original one in the same position, the mismatch is detectable comparing
the lengths. This type of mismatch also covers the modified order of control bits
(cb0, cb1-10 with 01).

In case of the wrong SIB module type (pre-/post-), the length and the order
of elements on the scan segment remains unchanged when SIB is de-asserted. If
there are some control bits in the controlled segment-their order is shifted for one
position, while the SIB itself is placed after, i.e., before the elements of the included
segment (Fig. 5.4a).

In general, mismatches involving the modified order of TDRs, SIBs and Scan-
Muxes do not affect the length of the active path when the corresponding segment
is included into it (Fig. 5.3). However, detecting them remains possible as long
as certain configuration bits do not match original positions. Writing into them
to set the desired configuration may result in writing into TDRs or some other
configuration bits.
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Figure 5.2: Mismatches involving TDRs

5.1.2 Undetectable mismatches
A mismatch is considered to be undetectable if applying whichever legal config-

uration results in observing expected length of the scan path.
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The modified functionality of the register has been modelled as a permutation
of register’s bit scan cells and it is equivalent to having permuted connections with
the instrument. Since there is no effect on the length of the scan path, this type
of mismatch is undetectable. Exchanged position of registers within the same scan
segment may not always be detectable. In particular, this is the case if the registers
are adjacent or have the same length. Furthermore, if there is not even a single
control bit cell located in between, all configurations are properly applied and no
mismatch is observed at the output. In the case of exchanging two or more SIBs
within the same scan segment, the mismatch is undetectable if they have completely
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Figure 5.5: ScanMux configuration mismatches

same structure (the position, length and type of modules), except if they provide
access to remote ScanMux control bits. Wrong configuration mismatch is also
undetectable when all input segments have the same fixed length (only TDRs).

Potentially, by “Level 1” validation [74], some currently undetectable mismatches
could be targeted. Correct reaction of instruments on PDL defined-actions has to
be verified upon accessing them through performing read and write operations.
Furthermore, the presence of undocumented or specially hidden structures can be
targeted by “Level 2” validation (phantom detection) [74].

5.1.3 Detection mechanism
The procedure for detecting mismatches is organized as a set of sessions. A

session consists of a configuration pattern to which an additional sequence of bits is
appended. It contains values for defining the state of the network. The appended
sequence is used as a key to validate that the expected path is connected between
scan input and scan output pins. Configuration sequence of bits has the length of
the currently active path. This sequence of bits is shifted into the scan chain, while
in parallel the output pin is monitored. If the sequence observed at the output,
long as it is the key sequence presented at the input, matches the very same key,
it is considered that no potential mismatch could be detected in that session. This
is due to the effect of a mismatch which can either corrupt the values of the key
loaded into the network (e.g., all 0s or all 1s) or can change its position (postpone
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it or anticipate it at the output) with respect to the expected one.
Additionally, if a TAP controller is used to control and access the network,

its state machine has to traverse capture and update states, while the shift state
can be omitted. Therefore, before shifting in the sequence, a capture operation
is performed. The values appearing at the output during the shift-in are capture
values and can be used to enhance detection capability. The pause state, following
the shift state of the TAP controller can be used to prevent performing update
before checking the pattern at the output, thus avoiding undesired effects such as
moving the network to an unknown state.

Cost of applying one session is equal to the number of clock cycles (shift oper-
ations) as long as the active path increased by the length of a key. It should be
mentioned that after performing update to apply wanted configuration, reaching
the shift state in a state machine requires certain number of clock cycles (JTAG
protocol overhead).

5.1.4 Configuration generation procedure
The mismatch detection is solved as a problem of discriminating between a set

of Finite State Machines (FSMs). One FSM is created for the original network
without any mismatch present; for each mismatch, an additional FSM is created.
Initial state is appended to each FSM, where the state corresponds to the current
configuration of the network. Positions of configuration (control) bits with respect
to the network’s input are being tracked constantly. After applying the transition
(reconfiguration operation), the state of each FSM is updated, while the new length
(output symbol) is calculated based on the injected mismatch, if any. Addition-
ally, positions of the configuration bits in a new state are calculated and updated
accordingly.

Before generating input symbols, during the construction of the internal network
model, every reconfigurable element (ScanMux, SIB) in the network is annotated
with auxiliary information. First attribute is the hierarchical level (lc) of the scan
segments in which the module is positioned, while the second one is the highest hi-
erarchical level (ld) of all modules’ levels that are positioned within scan segment(s)
attached to the input(s) of the current module. In Fig. 5.6b a structural represen-
tation of the network from Fig. 5.6a is shown as an example in the form of a tree.
A node coincides with the reconfigurable module, while encoding of the segment
that is either insertable (SIB) or selectable (ScanMux) is given as a vertex. Nodes
n1, n2 and n3 are located at the top level scan segment, while nodes n31, n32 and
n33 are accessible through n3 (located in its input segment(s)). Nodes n11(1,1) and
n13(1,1) provide access only to empty segments and segments that include either
TDRs or control bits (registers), which is obviously not the case with the node
n12(1,2). This node provides access to the segment at the second level of hierarchy
with one node n121(2,2) in it.
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The mechanism for generating input symbols is able to determine if the net-
work contains remotely controlled scan multiplexer architecture or all modules are
controlled in-line. In the first case, the priority list for accessing nodes is shown in
Fig. 5.6c. The ni node’s position in the list is based on the li

d value; the precedence
is given to the node with the higher values. However, if the nodes ni and nj have
equal value of the second parameter (li

d = lj
d), the position is decided based on the

first parameter value lc. Finally, in case that li
c = lj

c the nodes whose parent nodes
are closer to the input are chosen first e.g., n11 has precedence in comparison to
n31, while n31 is put before n33.

The procedure (Algorithm 13) starts from the position of all configuration bits,
taking into account only accessible ones when choosing the element from the priority
list (Fig. 5.6c). When it is a SIB instance, if it is in a de-asserted state, new
configuration sets it to assert, while if it is a ScanMux with no children nodes,
one configuration is generated for every input segment in order to include it to the
active path at least once. For a ScanMux with some reconfigurable nodes in its
input segments the decision which configuration to set is based on the priority list.
In that sense n3 could be a SIB with three serially connected nodes n31, n32, n33
located at the same segment, but it could also be a ScanMux with three input
segments; in first n31, in second n32, and in third n33. When a segment is included
to the active path it is marked as tested. If all children nodes for a parent SIB node
are marked as tested, the next configuration will also de-assert that SIB.

In this work we also considered more complex networks involving remotely con-
trolled scan multiplexer architecture. They are more difficult to manage in terms
of module’s controllability and observability: corresponding control bits have to be
part of the active path in order to set desired configuration, while additional recon-
figuration operations are required to include the module itself into the active path.
Therefore, an algorithm (Algorithm 14) implemented with two recursive functions
configureMux and putOnPath provides input symbols for guaranteeing that
all scan segments are accessed at least once, while also detecting the full set of
considered, detectable mismatches. The order in which multiplexers are provided
is obtained using the same rule as in the previous algorithm with the difference that
is performed once, globally, taking all multiplexers into consideration (Fig. 5.6d).
To give an example of testing SM1 from Fig. 5.7 that is in configuration "0" and on
the active path (01 input segment of SM0) a set of figures is provided. SM1 needs
to be brought to its "1" configuration which was immediately possible with mod-
ules controlled inline (such as SM0). On the other hand with remotely controlled
modules, such as SM1, their configuration bit has to be accessed. configureMux
will compute set of configuration transitions to do so:

• SM0 needs to be brought to "11" state to include pSIB1 (Fig. 5.8)

• once pSIB1 is on the active path, it has to be asserted (Fig. 5.9)
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• as bit cb1 is now accessible it needs to be set to 1 (Fig. 5.10); configuration
of SM1 is now as wanted; still, it has to be included into the active path.

Finally, putOnPath will change the configuration of the SM0 to 01 as this is
enough to include to have SM1 included into active path (Fig. 5.11).

n1 n2 n3

n11 n12

n121 n122

n1221

n31 n32 n33

n321
a)

n1(0,3)

n11(1,1) n12(1,3)

n122(2,3)

n2(0,0) n3(0,2)

n31(1,1) n32(1,2) n33(1,1)

n1(0,3)
n12(1,3)
n122(2,3)
n1221(3,3)
n121(2,2)
n3(0,2)
n32(1,2)
n321(2,2)
n11(1,1)
n31(1,1)
n33(1,1)
n2(0,0)

n121(2,2)

n1221(3,3)

n321(2,2)

n1221(3,3)
n122(2,3)
n12(1,3)
n1(0,3)
n321(2,2)
n121(2,2)
n32(1,2)
n3(0,2)
n33(1,1)
n31(1,1)
n11(1,1)
n2(0,0)

b) c) d)

Figure 5.6: Hierarchical information on network’s nodes

5.2 Experimental results
We developed a prototypical tool, able to build an internal simplified RSN

model by reading the ICL description of the network. After generation of selected
mismatches, pattern generation is run. Upon completion, a report is generated
with the list of applied configurations, set of covered mismatches and those which
are considered as undetectable.

Experimental results using the proposed mismatch model and pattern genera-
tion algorithms are reported for the sub-set of ITC2016 benchmark networks, since
the tool currently does not support all the constructs. Some synthetic networks
from the same set [45] have been translated from an internal XML description to
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Algorithm 13 Deterministic algorithm for in-line RSN architecture
function generateInputSymbol(prevState, state)

i← Size(bitBuffer) ▷ number of control bits
genState← accessible(state) ▷ visible control bits
while i ≥ 0 do

mux← getMux(StateV ars, i) ▷ mux corr. to i
if accessible(i) then ▷ control bit on act. path

checkMux(0, mux) ▷ update mux test status hier.
if SIB then ▷ mux is SIB type

if bitBuffer[i] A then
if hierTested(mux) then

bitBuffer[i]← D ▷ close SIB
setTested(mux) ▷ mark as tested

curL← mux segment hier. level(lc) ▷ 1nd parameter
deepL← mux deepest hier. level(ld) ▷ 2st parameter
if ScanMux or (SIB and (bitBuffer[i] D
or (bitBuffer[i] A and isTested(mux))) then

if deepL ≥ maxD and ¬isTested(mux) then
if curL ≥ maxC then

sMux← mux ▷ save the multiplexer
update levels (maxD)

i← i− selectionCellSize(mux)
if ¬isTested(sMux) then ▷ decide how to conf. mux

if ScanMux then ▷ traverse ScanMux inputs
bitBuffer ← apply next encoding
if last encoding then

setTested(sMux) ▷ mark as tested
else

if bitBuffer[i] D then
bitBuffer[i]← A

else
if (mux, lc = ld) then

setTested(sMux) ▷ mark as tested

the ICL format and can be found at the ecosystem’s website. 1.
The experimental results are given in Table 5.2. For each of the benchmarks in

column 1, number of generated configurations is reported in column 2. Column 3
gives the total cost in clock cycles for applying the generated sequence. The key
length has been set to 32, while 5 clock cycles are added as JTAG overhead to each

1https://gitlab.com/IJTAG/benchmarks/tree/master/ICL
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Algorithm 14 Generating configurations for remotely controlled RSN architecture
function generateConfigurations(gen, len, i, d)

mux← muxList(0)
while mux /= null do

currentConfEnc← mux current configuration
for encoding all mux encodings do

if currentConfEnc /= encoding then
configureMux(gen, mux, encoding)

putOnPath(mux)
index← index + 1
mux← muxList(index)
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Figure 5.7: Testing SM1 in steps: SM1 with its input segment 0 on active path

of the sessions. Furthermore, the time required by the tool written in Java to apply
the algorithm is given in column Runtime. Columns 5 and 6 report on total number
of considered faults (excluding implicit ones) and the total number of undetectable
faults, respectively. It is worth noting that in all cases applying generated sequence
resulted in achieving full coverage.

5.3 Chapter summary
Reconfigurable Scan Networks provide flexible instrumentation access through

dynamic reconfiguration. To ensure there is no mismatch between prototypical de-
vice and initial specifications, product life-cycle requires performing (post-silicon)
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Figure 5.8: Testing SM1 in steps: accessing its configuration bit cb1; pSIB1 has to
be included into the active path
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Figure 5.9: Testing SM1 in steps: accessing its configuration bit cb1; pSIB1 has to
be asserted

validation before going into the mass production. Such additional effort prevents
rendering the whole infrastructure inoperable and avoids enormous re-design costs.
In this chapter a mismatch model for post-silicon validation of RSNs was proposed.
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Figure 5.10: Testing SM1 in steps: setting cb1 to 1
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Figure 5.11: Testing SM1 in steps: putting back SM1 to the active path; input
segment that is now selected is 1 (TDR1a)

Furthermore, two algorithms have been developed for generating configuration pat-
terns to detect the set of considered mismatches. The ITC2016 benchmark networks
were used to evaluate the proposed methodology. It was found that in all cases full
detection coverage has been reached. For the detection procedure based on the
active path length comparison, the tool is able to generate a list of undetectable
mismatches. Furthermore, mismatch model is easily extendable, due to the nature
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Table 5.2: Post-silicon validation experimental results

Network Number of
conf. steps

Total
cost [cc]

Run-
time

Total
mismatches

Undetectable
mismatches

Mingle 32 4,437 1s 124 29
TreeBalanced 62 19,391 9s 1,423 47
TreeFlat_Ex 102 16,446 10s 2,725 149
TreeUnbalanced 44 150,277 4s 874 50
a586710 106 1,588,162 7s 1,029 186
p22810 518 162,668 8m 36,371 851
p34392 310 2,853,219 100s 8,250 1,377
p93791 1,864 76,688,262 11h 203,832 21,342
q12710 50 54,760 4s 491 8
t512505 287 176,506 1m 10,246 557
N132D4 96 100,629 47s 18,140 492
N17D3 17 3,464 1s 553 11
N32D6 29 850,906 5s 1,290 4
N73D14 55 3,361,858 7s 4,836 21
NE600P150 432 1,685,759 37m 319,871 5,818
NE1200P430 854 10,696,840 4h 1,337,343 11,303

of the problem and internal model of the network extracted by the tool.
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Chapter 6

Simulation-based equivalence
checking between IEEE 1687 ICL
and RTL

The standardization and portability the IEEE 1687 Standard introduced was
supported by two description languages: the Instrument Connectivity Language
(ICL) and the Procedure Description Language (PDL). The two languages together
allow for instrument access procedures to be written once at the IP level, and then
be applied regardless of where the IP was integrated and how many times was
instantiated.

Role of the Instrument Connectivity Language (ICL) is to describe the new
systems in a tool-friendly manner. This means that a given system will have two
different descriptions: the RTL, used in the design flow to obtain the final circuit,
and the ICL, to describe connections in high-level manner, between the IJTAG scan
circuitry and the instrument ports, without instrument functionality. Depending on
the company’s internal design strategy, ICL and RTL could be developed in parallel
starting from the same high-level specifications, ICL could be extracted from the
RTL or vice-versa. In all cases, this implies to have two different descriptions of
the same system: any incoherence between the two models might cause serious
problems. This is especially true for a new standard like IEEE 1687-2014 : ICL
can be complex and engineers are still learning it, making human error extremely
likely.

In this chapter, an automated and reliable method for verifying equivalence
between ICL and RTL descriptions is proposed. After giving a short introduction to
IEEE-1687 ICL in Section 6.1, the approach is presented in Section 6.2. Section 6.3
will provide experimental results based on the ITC16 benchmark suite [45].
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6.1 ICL
The Standard document states that ICL’s purpose is "to describe the elements

that comprise the instrument access network as well as their logical (though not
necessarily their physical) connections to each other and to the instruments at the
endpoints of the network" [77]. The connections between IJTAG scan circuitry
and the instrument ports without instrument functionality is what essentially ICL
supplies. To obtain this result, the language takes an approach quite similar to a
"light-RTL": registers and instruments can be instantiated and parametrized, and
connected through "ports" and "logic signals". Dynamic topologies can be described
using "ScanMuxes", whose truth table is used to select the active path. Overall, ICL
provides descriptions to find every IJTAG control and data bit on the chip. ICL
designs can also be split into multiple files for easier maintenance and code reuse.
The code base can therefore become quite big, and manual verification cannot be
trusted : an automated and quantifiable Equivalence Checking tool is the only
viable solution.

A fundamental entity in ICL is called a module. As an example, we provide
a description for the pre-SIB module in Figure 6.2. Here structural description
of the module is given together with the definitions of two scan interfaces: host
and client interface. The module consists of one ScanMux primitive - SIBmux and
ScanRegister primitive - SR, whose update stage is used to control the multiplexer.
This control register (bit) is placed after the multiplexer since its source (ScanIn-
Source) is defined as the output of SIBmux. CaptureSource and ResetValue fields
are also specified for the register. SIBmux has two input segments, first used to
bypass (client input - SI ) and the second one to include the segment (host input -
fromSO).

TDR5SIB1

TDR1 SIB2

TDR2

TDR3

TDR4

SM
1

len=3

len=7

len=4

len=10
len=5

Figure 6.1: 1687 RSN example

A description of the device can contain instantiated modules. In Figures 6.3, 6.4
and 6.5, example network from Fig. 6.1 is partially described. Parameters are used
to define the length of the registers (Fig. 6.3). It can be seen that not all ports of the
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instantiated modules are connected. Since ICL is an abstract language rather than
a netlist language, they are considered to be connected implicitly. For example,
SEL ports of some instances (TDR1 and TDR2) are produced implicitly, directly
from the parent modules (SIB1 and SIB2) (Fig. 6.4). On the other hand, instance
TDR3 placed behind the ScanMux has explicitly defined select signal where SM’s
SEL port is gated with the associated decode of the DO[0:0] signal used to select
the active SO signal of the ScanMux (Fig. 6.5).

Module SIB_mux_pre
ScanInPort SI;
CaptureEnPort CE;
ShiftEnPort SE;
UpdateEnPort UE;
SelectPort SEL;
ResetPort RST;
TCKPort TCK;
ScanOutPort SO {

Source SR;
}
ScanInterface client {

Port SI;
Port CE;
Port SE;
Port UE;
Port SEL;
Port RST;
Port TCK;
Port SO;

}

LogicSignal toSel_SR_SEL {
SR[0] & SEL;

}
ScanInPort fromSO;
ToCaptureEnPort toCE;
ToShiftEnPort toSE;

ToUpdateEnPort toUE;
ToSelectPort toSEL {

Source toSel_SR_SEL;
}
ToResetPort toRST;
ToTCKPort toTCK;
ScanOutPort toSI {

Source SI;
}
ScanInterface host {

Port fromSO;
Port toCE;
Port toSE;
Port toUE;
Port toSEL;
Port toRST;
Port toTCK;
Port toSI;

}
ScanRegister SR {

ScanInSource SIBmux;
CaptureSource SR;
ResetValue 1’b0;

}
ScanMux SIBmux SelectedBy SR {

1’b0 : SI;
1’b1 : fromSO;

}

Figure 6.2: Description of the pre-SIB as module in ICL
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Parameter lenR1= 3;
Parameter lenR2 = 7;
Parameter lenR3 = 4;
Parameter lenR4 = 10;
Parameter lenR5 = 5;

Figure 6.3: Parameteres in ICL

Instance sib1 Of SIB_mux_pre {
InputPort SI = SI;
InputPort fromSO = sib2.SO;

}
Instance TDR1 Of WrappedScan {

InputPort SI = sib1.toSI;
Parameter dataWidth = \$lenR1;

}
Instance sib2 Of SIB_mux_pre {

InputPort SI = regR1.SO;
InputPort fromSO = regR2.SO;

}
Instance TDR2 Of WrappedScan {

InputPort SI = sib2.toSI;
Parameter dataWidth = \$lenR2;

}

Figure 6.4: SIBs with TDRs in ICL

6.2 Proposed approach

6.2.1 Post-silicon validation approach
Chapter 5 describes an approach for the purpose of validating silicon implemen-

tation of the RSN against respective ICL descriptions. The method itself relies on
the ICL as only specification, without any additional information available. Since
the observability is reduced compared to gate level or RTL level in simulation, the
device itself is considered to be a black-box. Therefore, the proposed approach
relies solely on applying the stimuli at the input and observing responses at the
output.

Although well-defined and experimentally verified metrics exist for post-manufacturing
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Instance TDR3 Of WrappedScan {
InputPort SI = sib1.SO;
InputPort SEL = sel_SR3;
Parameter dataWidth = \$lenR3;

}
ScanMux SM SelectedBy controlSM.DO {

0: TDR3.SO;
1: TDR4.SO;

}
Instance controlSM Of SCB {

InputPort SI = SM;
}
LogicSignal sel_SR3 {

SEL \& (controlSM.DO[0:0] == 1’b0);
}

Figure 6.5: ScanMux and TDR in ICL

tests and some less standardized semantic and syntactic for verification (pre-silicon),
for post-silicon validation they are still the subject of research. Independent on the
specific reasons for the existence of a mismatch between the specification and the
implementation we defined a fault model containing a set of mismatches of differ-
ent type: a missing register, an added register, a wrong register length, exchanged
position of two modules (TDR, ScanMux & SIB), wrong configuration, exchanged
inputs and control lines of the ScanMux, wrong SIB type. Additional constraint
taken into account is that the TAP controller is used for controlling the network. Its
state machine allows specific order of operations to be executed: either capture shift
and then update, in cycles, with the possibility to avoid shift - only capture and
then update. Therefore, we organized the procedure for detecting such mismatches
as a set of steps. Every step consists of:

• Capture operation

• Shift operation - first a unique key sequence (32/64/128 bits) is inserted into
the scan chain. Its purpose is to check the integrity of the scan chain and the
length of the active scan path. To continue, a sequence of bits containing the
new configuration is inserted while observing the values at the serial output.

• Update operation - to apply the wanted configuration

After analyzing potential mismatches a conclusion has been drawn that their
effect is such that the checking sequence is either corrupted - its values are modified,
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or shifted in time - values are appearing later or earlier than expected. When
a segment that includes modules (TDRs, SIBs and ScanMuxes) whose order is
modified is included into the active for the first time, it does not have an effect on
the length of the active path. However, detecting them remains possible as long
as certain configuration bits do not match original positions. Writing into them
to set the desired configuration may result in writing into TDRs or some other
configuration bits.

The algorithm for generating configurations is deterministic. It starts from
the internal network model and the set of considered mismatches. Some of the
mismatches are considered detected implicitly with the condition that each scan
segment has to be accessed at least once.

The network is modelled as a Finite State Machine (FSM):
• State is represented as the current configuration of the network.

• Output symbol is the length of currently active scan path.

• Input symbol is the bit stream shifted at the input

• Transitions are reconfiguration operations.
Apart for the original, unmodified network, one FSM is created for every mis-

match. Such FSMs contain the set of segments that do not match those in the
original network due to the injected mismatch. Additionally, the record of posi-
tions for all configuration bits is kept. Initial states are generated and set for all
FSMs, while consecutive states are being created dynamically.

Reconfigurable modules are listed based on their position in the hierarchy of
the network as well as on the highest hierarchical level they provide access to.

Two algorithms for generating configurations were developed in order to support
both, networks with all modules controlled in-line and those incorporating remotely
controlled configurable modules as well, where the ScanMux and associated set of
control bits are either non-adjacent or do not belong to the same scan segment. The
latter are more difficult to manage since for a certain network configuration to be
applied, multiple reconfiguration operations may take place to first set the desired
value(s) of relevant control bit(s) and then include the module into the active path.

6.2.2 Application to RTL Equivalence
In this paper, we propose to apply the same approach to the problem of RTL

and ICL Equivalence: starting from the ICL description of the System Under Test
we develop a testbench, which thanks to the properties detailed in the previous
sub-section, when simulated against the correct RTL description provides a 100%
coverage. In case of non-compliance between the RTL and the ICL, coverage will
drop as the hypothesis behind the testbench generation are not true: this condition
will therefore allow us detection, as will be detailed in the following Section.
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6.3 Experimental Results

6.3.1 Setup
To validate the approach, an experimental setup has been devised [45]: for an

RSN the following experimental procedure is followed:

1. First the ICL is parsed to obtain the internal network model;

2. From this model, an RTL description of the System-Under-Test is generated,
which is correct and coherent with the ICL by construction. It is the golden
reference;

3. By applying the method of Section 6.2.1, i.e., Chapter 5 a reference testbench
is obtained;

4. The testbench is simulated in Questa®SIM, while enabling the calculation of
code coverage and functional coverage;

5. Starting from the Golden Reference (Step 2), a set of erroneous RTL is gen-
erated by mutating the model against a set of possible error

6. For each mutated RTL, the testbench gets executed and the coverage gets
recorded: the mutation is considered as detected if there is a coverage drop.

In Table 6.1 we report some basic information on the subset of ITC2016 bench-
mark networks [45], together with experimental results. The networks from the
evaluation set differ in the number and type of programmable modules. For each
network given in column 1 (Network) following information is reported:

• Columns 2 (SIB) and 3 (SM ) - the total number of SIB and ScanMux recon-
figurable modules, respectively.

• Column 4 (Conf. bits) - the total number of configuration bits in the network

• Column 5 (Max. depth) - the maximum hierarchical depth of the network
(for SIB-based networks this value equals to the maximum number of nested
SIBs, according to [45])

• Column 6 (Long. path) - the length of the longest scan path in the network

• Column 7 (Scan Cells) - the total length of all scan cells existing in the
network

• Column 8 (TB Gen) - the time needed to generate the testbench for the given
network
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• Column 9 (TB Exe) - the time needed to execute the testbench for the given
network

In all the considered benchmarks, the statement coverage, branch coverage and
assertion coverage have reached 100% when simulating the Golden Reference RTL
design.

To validate the approach, we selected the following set of possible errors:
• mismatch in one register’s length

• wrong position of the controlling register of a SIB’s: pre (i.e. ScanMux pre-
cedes the control register) - & post (the ScanMux comes after the control
register

• Error in the order of scan segments connected to the inputs of scan multi-
plexers

This is only a subset of possible errors, but from their experience the authors
deem it representative of typical human coding. As this selection only impact
the experimental validation and not the benchmark generation itself, it would be
extremely easy to verify coverage for other error types.

Fig. 6.7 depicts the output of an experimental run for a network being subjected
to mutations for a register length, Fig. 6.8 for a network with wrong SIB types and
Fig. 6.9 for mixed ScanMux inputs.

For each mutation, represented on the X-Axis, three coverage metrics are given:
statement, branch and assertion. In all 63 cases but 2 (replica 50 and 56) at least
one of the three types of coverage is under 100%, which is the mismatch detection
condition. For this example, detection rate is therefore 88/90=97.8%.

Table 6.1: Benchmark networks list

Network SIB SM Conf.
bits

Max
depth

Max
path

Scan
cells

TB
Gen

TB
Exe

Mingle 10 3 13 4 171 270 2s 5s
TreeBalanced 43 3 48 7 5,219 5,581 11s 16s
TreeFlat_Ex 57 3 62 5 5,100 5,195 12s 40s
TreeUnbalanced 28 - 28 11 42,630 42,630 6s 2m
a586710 - 32 32 4 42,381 42,410 20s 3m
q12710 27 - 27 2 26,185 26,185 5s 16s
N132D4 39 40 79 5 2,555 2,991 52s 95s
N17D3 7 8 15 4 372 462 2s 2s
N32D6 13 10 23 4 84,039 96,158 7s 4m
N73D14 29 17 46 12 190,526 218,869 9s 10m

Instruments are considered to be raw with defined data input and output ports,
while the network has been designed with the feedback functionality to enable read-
ing out the same values that were previously written. This is the main reason why
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full toggle coverage cannot be achieved on registers representing TDRs. Additional
constraint is that we considered no information is available on which type of in-
struments are to be integrated or how they are operated.

6.3.2 Results
Table 6.2 resumes experimental results: for each network in Column 1, ranges for

three types of coverage (A-Assertion, B-Branch, S-Statement) for each error type
are reported in percentage of hits with respect to the total bin number. Further-
more, for each error type the number of detected errors and number of generated
errors is given in the ratio form in Columns Det/Tot. Finally, for each network, the
last column gives the detection rate taking into account all mutations generated for
each error type.

TDR1

TDR2

TDR3

TDR5

cb1cb0 cb2

000

001

010

011

101

SIB

SIB SIB

SM

TDR TDR

Figure 6.6: TreeBalanced ScanMux with equal length registers

Figure 6.7: Coverage for mutated RTL designs with wrong register lengths –
N73D14 benchmark circuit
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The approach provides extremely good performances: coverage is close to 100%
in most cases, and execution times are extremely low, making its usage compatible
with the Design flow without impacting development times. As of now, testbenches
are executed until the end to obtain complete coverage metrics, but it is possible to
pinpoint the moment the deviation from the Golden Reference occurs: future devel-
opments will focus on this aspect to identify the exact difference between ICL and
RTL to help debugging. There are some test escapes, which need to be analyzed in
more detail. In these cases, the mutated circuit cannot be differentiated from the
original one because of symmetry inside the network. Take for instance network
TreeBalanced, whose part is depicted in Fig. 6.6: the registers TDR1, TDR3 and
TDR5 have the same length, so even though the ScanMux has a selection error,
it is impossible to tell them apart. Rather than limitations of our chosen detec-
tion algorithm, these escapes are pathological networks that result in untestable
topologies, and which should be avoided in the final silicon.

Figure 6.8: Coverage for mutated RTL designs with wrong SIB types – TreeBal-
anced benchmark circuit

Figure 6.9: Coverage for mutated RTL designs with exchanged ScanMux input
segments – TreeBalanced benchmark circuit
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6.4 Chapter summary
This chapter addressed the problem of detecting inconsistencies between ICL

and RTL models of RSNs, resorting to simulation-based verification. Automatically
generated test-benches for stimulating the RTL model are based on the patterns
used for post-silicon validation of networks. The approach was verified through a se-
ries of experimental benchmarks, obtaining extremely high detection coverage with
reduced execution time. We were also able to identify test escapes as pathological
network configurations.
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Summary of Part I

This part of the thesis addressed issues related to Reconfigurable Scan Networks.
Relatively new standard IEEE 1687 describes architectural structures and two new
languages. They are used to enable efficient embedding of various instruments that
support test, debug, monitoring and calibration/configuration in the system. The
tools for supporting their integration and operation are being developed as they
continue to attract more and more interest from the industrial point of view.

Initially, the first part describes several techniques to minimize time to test,
i.e. to check if reconfigurable modules work as they are supposed to as well as to
perform diagnosis and identify the faulty module. Faults that have been observed
are permanent and have been considered using a high-level fault model. Then it
proposes novel approaches for post-silicon validation, equivalence checking between
ICL and RTL descriptions, and finally, NBTI-aging effect analysis and mitigation
in RSN logic paths.
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Part II

Hardware Security: Hardware
Trojans
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Chapter 7

Background

The ever-growing complexity of modern devices and the fabrication costs led
the Integrated Circuit (IC) industry to pursue a new global business model. In
that regard, more companies around the world are deeply involved in all phases of
the IC supply chain (Fig. 7.1). The outsourcing of part of the process to untrusted
third-party entities raises increasing concerns about the hardware security of the
products. The situation is becoming both critical and challenging and requires
careful regard.

Specific measures need to be taken for detecting, avoiding, and mitigating po-
tential threats based on a component’s importance. Furthermore, security needs
are driven by the evolving types of attacks, i.e., new adversary models, and type
and intended use of the device. No single solution exists able to obtain complete
protection. A common stance both in academia and industry is that such a solution
should be a set of flexible technologically-driven solutions that are to be applied
during the whole life-cycle of the device: development, deployment and operation.
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Figure 7.1: IC production flow

Apart from detecting and localizing accidental bugs as a part of design and
production flow, it is necessary to identify intentionally placed malicious circuits.
Different reports warn about such threats from both malicious and negligent actors
and vulnerabilities they can exploit. Particularly, the so-called Hardware Trojans
(HTs) continue to gain worldwide attention not only from industry (military) and
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academia, but also from government bodies [21].
A Hardware Trojan is defined as a malicious and intended alteration of a circuit,

that endangers the trustworthiness and the security of the hardware, leading to
unexpected behaviour. For instance, it may leak secret information, change the
circuit functionality or degrade the performance. A typical HT is composed of
a trigger and a payload circuit (Fig. 7.2). The trigger usually monitors specific
signals or series of events under some internal or external conditions. When the
trigger condition is met, it informs the payload circuit, which executes the malicious
function. The trigger is usually hidden under rare conditions, so the HT is dormant
for most of the time and the payload, inactive. In that case, the circuit acts as
a Trojan-free circuit. If the activation does not depend on the trigger circuit,
the Trojan belongs to another category, denoted as always-on. Such Trojan gets
activated as soon as its host design is powered on. Techniques to deal with the
latter exist on different levels of abstraction in IC design: from logic-level search
for sequentially-deep states, to unexpected patterns of power consumption.

Trigger Payload

O r i g i n a l  c i r c u i t

H a r d w a r e  T r o j a n

M a l i c i o u s l y  m o d i f i e d  c i r c u i t s
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Circuit 
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Circuit 

output

Trigger 

inputs

Payload 

output

Circuit 

inputs

Circuit 

output

Trigger Payload

Figure 7.2: Hardware Trojan structure

The Section 7.1 provides an overview of the state-of-the-art regarding ML tech-
niques for RT-Level HT detection.

7.1 Related Works
To better position the work on HTs, the following subsections introduce the

most relevant state-of-the-art HT design methodologies and detection techniques.
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7.1 – Related Works

7.1.1 HT Design
Some works have focused on design possibilities and proposed certain method-

ologies to create new types of HTs. In [78], authors discuss the design and im-
plementation of RTL HTs to be hard to trigger and able to evade hardware trust
verification based on unused circuit identification (UCI). They rely on specific cod-
ing style and trigger input selection. Additionally, signal controllability is examined
from the attacker’s perspective. In [79], authors explored different implementations
of HTs with different combinations of triggers, payloads, as well as unique sections
of the architecture that each HT attacks. They were all designed with a vary-
ing level of sophistication, allowing the attacker to trade-off design time, ability
to evade detection, and payload. They concluded that RTL designs can be quite
vulnerable to hardware attacks given the vast insertion space and functional test-
ing can often be useless in detecting them. Apart from introducing a metric for
quantifying HT activation and effect, [80] introduces a vulnerability analysis flow
by determining hard-to-detect areas and provide public trust benchmarks. Some
works proposed automatic techniques (malicious CAD tool) for HT insertion. To
generate HTs using a highly configurable generation platform, authors in [81] use
transition probability to identify the rarely activated internal nodes to target for
HT insertion, rather than functional simulation as used in existing platforms. The
platform has been tested to generate HT-infected circuits and then evaluated by
the ML detection technique [82] — the Controllability and Observability for HT
Detection (COTD).

7.1.2 Detection Techniques
Methodologies for detecting triggered-type HTs at RT-Level can be broadly

classified as dynamic and static. The former considers the adoption of verification
test patterns and dynamic type of analysis based on, for instance, code coverage
metrics. On the other hand, static techniques rely exclusively on static proprieties
of the target RTL model, without applying any stimuli. As regards the first class
(dynamic), one of the first approaches dates back to 2010, when Hicks et al. [83]
presented BlueChip, a hybrid design time/runtime system for detecting and neu-
tralizing malicious circuits at RTL. BlueChip is based on the assumption that part
of the circuit is dormant during the design verification and could therefore hide a
HT. The UCI technique can flag a part of the circuit as suspicious and deactivate
it by raising an exception when it becomes active. Its weakness has been demon-
strated in [84], showing a class of HTs that evade detection. Though UCI technique
may be able to discover many of the HTs shown in literature, it is sensitive to the
actual coding style. From another perspective, authors in [85] describe a framework
for generating directed test cases to activate HTs. It mixes concrete simulation and
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symbolic execution. The results are compared with EBMC1, a state-of-the-art for-
mal model checker, and demonstrate good scalability on large designs. A similar
approach is presented in [86], where the authors proposed an automated test gen-
eration technique for activating multiple targets in RTL models by the means of
concolic testing.

Concerning the static approaches, in [87], the authors exploit a sub-graph iso-
morphism algorithm for the detection of HTs inside an RTL model. Resorting to a
static pre-defined library of known HTs, the algorithm searches for the occurrence
of similar structures inside the Control Flow Graph (CFG) of the device under ver-
ification. A CFG is a representation in the form of a graph of all the paths in the
RTL model that might be traversed during the execution. However, this approach
produces a considerable number of false positives. To overcome this limitation, in
[88] the authors combine it with a classifier based on a Probabilistic Neural Net-
work, i.e., a feed-forward neural network usually used for classification tasks [89].
Even though the number of false positives is greatly reduced, the main drawback is
still the difficulty in finding Trojans that are not included in the pre-defined library.
power

1http://www.cprover.org/ebmc/
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Chapter 8

A Benchmark Suite of RT-level
Hardware Trojans for Pipelined
Microprocessor Cores

A malicious alteration can be performed during any phase of the production
cycle. One category of HTs are those inserted at the manufacturing stage. In
this particular scenario, an adversary could access the mask and modify it to add
malicious logic. It is supposed that such logic is inserted intelligently, difficult to
activate with manufacturing tests given the combination of rare internal signals
values that is used to trigger it. However, more interesting are Trojans inserted
earlier in the design cycle, at the register transfer level (RTL) or gate-level. Apart
from superfluous complex reverse engineering, an attacker inserting a Trojan early
in the design process may take advantage of the vast design space. Also, such Trojan
may potentially remain hidden even in the following generations of the device.

During the last years, a huge effort has been invested in developing detection
methodologies as well as designing benchmark circuits to favour the advancements
in research. Indeed, the research community has received a strong drive to adopt
open benchmarks for validating their detection techniques. In this light, many HT
models have been proposed [90], [91]. However, the growing complexity of modern
devices as well as more mature and elaborate detection methodologies call for more
complex benchmark circuits. Some of the authors in their studies proposed different
HT taxonomies based on the insertion phase, location, abstraction level, activation
mechanism, effects, etc. However, it is complicated to create a HT model given
the whole spectrum of constantly evolving attacks and adversaries that are gaining
access to more and more phases of the IC development.

A common trend is to use benchmarks released from the Trust-Hub platform
[80], [92]. Considering HTs at RT-Level, only 8 typologies of benchmarks are cur-
rently available in Trust-Hub (Table 8.1), and none of them is applied to a pipelined
processor similar to the ones used in the real-life, as the ones in the automotive
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Table 8.1: Number of RTL Hardware Trojan benchmarks available on Trust-Hub
[80] [92]

Design Class AES b19 BasicRSA MC8051 memctrl PIC RS-232 wb_conmax TOTAL

Number 21 3 4 7 1 4 10 2 52

applications. This is even more concerning, given higher flexibility for implement-
ing different kinds of malicious functions at RTL. The available HTs are injected
on a small 8-bit 8051 microprocessor, and a detection technique has already been
proposed in [83]. Hence, even the state-of-the-art HT detection techniques are
validated on obsolete benchmarks that do not reflect the true complexity of the
modern embedded devices. As stated in [91], to further support the development
of appropriate detection methods, the design and implementation of practical HTs
need to be considered.

To fill this gap, a total of 28 Hardware Trojans Benchmarks targeting a pipelined
RISC microprocessor core are released and presented in this chapter1. From the
structure of 8 HTs placed in different CPU’s locations, additional benchmarks were
derived by modifying their trigger mechanism. Their design follows the guidelines
for creating a hard-to-detect Trojan, presented in [78].

Section 8.1 describes the typology and general structure of new benchmarks.
Section 8.2 deepens the HTs design and provides implementation details together
with the impact such injection has on power, area and frequency.

8.1 Hardware Trojans
The proposed benchmarks are intellectual property (IP) level Hardware Tro-

jans conceived for a pipelined Central Processing Unit (CPU). Such Trojans are
implanted into an individual IP core of the SoC and can affect only the specific
IP in which they are embedded [93]. The benchmarks comply with the taxonomy
and the classification scheme outlined in [21], [80], [92]. Furthermore, the following
attributes are outlined for each benchmark: abstraction level, insertion phase, loca-
tion, activation mechanism, trigger, payload, effect. For the sake of completeness,
the insertion phase of the HTs is the Design phase, while the abstraction level is
the Register-Transfer level for all of the introduced benchmarks. Concerning the
effects, the benchmarks might prove to be disastrous or introduce minor damage.
Three different categories have been identified:

1. Degrade Performance (DP): The availability of the system under attack

1The presented HT Benchmarks will be made available for the research community and will
be uploaded on Trust-Hub platform.
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8.1 – Hardware Trojans

might not be affected, remaining fully operational. However, the HT might
damage the performance of an IC and, in the worst-case, cause it to fail.

2. Denial Of Service (DoS): The HT when activated stops all the activities
of the system.

3. Change the Functionality (CF): The HT alters the functionalities of the
system, causing it to perform malicious, unauthorized operations. The CF
might also lead to a DP or DoS.

Table 8.2: Trojan Benchmarks Description

.

Name Location Trigger Payload Cat

OR1K-
T100

Decode
Unit

Sequence of instructions Periodically forcing
signal values

DP

OR1K-
T200

Control
Unit

Counters monitoring read
accesses to SPRs

Entering the supervi-
sor mode

DoS

OR1K-
T300

PIC Unit2 Counters for mask and sta-
tus reg. write access

Disabling external in-
terrupts

CF

OR1K-
T400

Control
Unit

3 counters for monitoring
instructions

Disabling control flag
bit

CF

OR1K-
T500

Decode
Unit

A specific sequence of in-
structions

Introducing "bubbles"
to stall the pipeline

DP

OR1K-
T600

Data
Cache

Counters monitoring Data
Cache Final State Machine
(FSM) transitions

Invalidating dcache
content

DP

OR1K-
T700

Load &
Store Unit

Instruction type, order and
number

Exception on the data
bus

DoS

OR1K-
T800

Instr.
Cache

Counters monitoring Instr.
Cache FSM transitions

Invalidating icache
content

DoS

Regarding the trigger part in the introduced Trojan benchmarks, they can be
grouped into two main categories. The first category is represented by a sequence
of events that, when triggered, enable the payload. Such events can be related to
different signals in the model, for instance, an exact sequence of instructions or a
set of consecutive values observed on a given bus. There are different possibilities
for implementing it; however, two main parts can be identified: a set of conditions
that activate or deactivate a targeted flag, and the second one for registering that
flag with some auxiliary combinational or sequential logic. Given the complexity
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of the condition, this type of trigger may be difficult to activate, and therefore
may escape to standard verification approaches. The second category of triggers
is used to create and check sub-conditions. Once all of them are satisfied, the
payload is activated. They can be implemented by monitoring different processor
resources, for example, by observing certain values on the bus, the order and/or the
number of certain instructions, the read/write access to the registers, or tracking
the value of control signals between different stages of the pipeline. Sub-conditions
may also check the state of counters in charge of monitoring different activities
in the processor. The implemented counters may be part of a separate process
observing the aforementioned activities or be hidden, for instance, in an already
existing state machine. This type of trigger gives the possibility to create wide-
range of complex conditions. A HT would generally be expected to be as much
controllable as possible from the attacker’s perspective. However, working with a
microcontroller, i.e., a System-on-chip (SoC) that integrate additional components
such as peripherals, memories, etc. renders such access more difficult. Given that
all of the benchmarks are developed for a processor core, and that no mechanisms
are relying on the user input, i.e., component output, such as switches, keyboards
or keywords in the input data stream to activate a Trojan, all of the HTs in our set
are considered internally triggered. Moreover, they are activated either depending
on the time-based events or on the instructions that are being executed. Table 8.2
reports all the essential details related to the newly developed benchmarks: their
name, location, trigger and payload brief description and their category.

Figure 8.1: Proposed RTL Hardware Trojans in the Cappuccino configuration of
the mor1kx CPU.
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8.2 Trojan Implementation and Analysis
The proposed RTL Hardware Trojans are implemented in the mor1kx CPU,

whose architecture and HTs’ respective faulty location being depicted in Fig. 8.1.
The mor1kx is an open-source core provided by the OpenRISC community; it
is a configurable 32/64-bit load and store RISC architecture, written in Verilog
Hardware Description Language (HDL).

Figure 8.2: Trigger T200 condition

Due to the high design flexibility, it is possible to customize the core by choosing
the best trade-off between area and performance. The version selected in this work
(Cappuccino) has a pipeline with 4 stages, supports delay slot and is tightly coupled
with the caches. It also integrates a Programmable Interrupt Controller (PIC), a
Tick Timer (TT) and Debug units. In this work, HTs are injected into the original
HDL design, one at a time, by directly modifying the RTL code. On top of 8
primary HT designs, detailed in Table 8.2, we performed modifications concerning
the complexity of trigger conditions and coding style to expand our benchmark
library and to obtain additional 20 HT designs.
Trojan T100 : This Trojan is located in the processor’s decode-execute unit (de-
code to execute signal stage passing). A new process has been added to monitor the
instructions being executed. An if-then-else nested structure controls the opcode
value originating from the decode unit. Each time an instruction gets decoded, if
the sequence is correct, a counter is incremented; if the sequence is interrupted, the
counter is reset. The sequence of instructions is ORI-ADDI-AND-ORI-SUB-XOR-
AND-XORI-ADD-OR. Once the counter reaches the value 10, i.e., consecutive in-
structions correspond to the above sequence, payload gets activated. In this case,
pipeline is stalled indefinitely, thus disrupting the service.
Trojan T200 : This implementation is located in the control unit of the processor.
Eleven counters in the newly added process monitor read and write access of spe-
cial purpose registers (CPUCFGR, EPCR0, SR, DCCR, PCCR0, PCMR0, PMR,
PICMR, PICSR, TTMR, TTCR) (Fig. 8.2). With each access, a corresponding
counter is incremented. When all of the counters reach pre-defined values, a trigger
is activated (Fig. 8.3). The payload in this case is integrated into existing code by
adding a single OR condition to go from user to supervisor mode. Such behaviour
is typical when an exception occurs. The effect is interrupts and timer exceptions
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Figure 8.3: Trigger T200 counters

being disabled, as well as Data and Instruction MMU. Additionally, a device that
is in the supervisor mode enables access to some sensitive registers.
Trojan T300 : This HT is located in the programmable interrupt controller. Two
counters are inserted to count write accesses to picmr (PIC mask) and picsr (PIC
status) special-purpose supervisor-level registers. Once the trigger part is activated
and there are no pending interrupts, payload gets to perform its role by masking all
maskable interrupts, which may result in disastrous consequences in safety-critical
systems. Reset needs to be performed to unmask such interrupts and disable the
HT.
Trojan T400 : Malicious trigger-part of this HT consists of three counters count-
ing the number of 3 instructions in the control stage (rfe – return from exception,
mfspr – move from special purpose register, mtspr – move to special purpose reg-
ister). When all three counters count up to a predefined value, the payload is
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activated. Once activated, the malicious function is designed to prevent the first
succeeding setting of the compare-conditional branch flag by adding a simple con-
dition in the assign statement. However, the effect can be severe, given that often
a processor when dealing with some instructions uses exactly this flag to calculate
the address or/and choose the operand, which may disrupt the desired flow and
cause serious problems depending on the application. Once the request for set-
ting the flag arrives Trojan performs its malicious function and gets deactivated.
Additionally, a reset signal resets the counters and deactivates the Trojan.

Table 8.3: Synthesis results

Design Size
δArea[%] Power mW

δPower[%]
Ports Nets Cells Comb./Seq. Area Intern. Switch.Leak. Total

Orig. 9,679 931,538 924,619 601,116 4,777,062.18 – 257.62 4.93 69.42 331.99 –323.252

T100 9,679 931,567 924,648 601,145 4,777,100.66 0.1× 10−2 257.62 4.93 69.42 331.99 −1.81× 10−4
323,252

T200 9.679 932,716 925,797 602,038 4,781,729.10 9.8× 10−2 257.82 4.94 69.48 332.24 7.60× 10−2
323,508

T300 9,679 931,899 924,980 601,412 4,778,437.10 2.9× 10−2 257.67 4.93 69.44 332.06 2.03× 10−2
323,317

T400 9,679 932,033 925,114 601,515 4,779,015.82 4.1× 10−2 257.70 4.93 69.45 332.09 3.07× 10−2
323,348

T500 9,679 931,793 924,874 601,333 4,777,998.70 2.0× 10−2 257.65 4.93 69.43 332.03 1.35× 10−2
323,290

T600 9,679 932,056 925,137 601,535 4,779,066.78 4.2× 10−2 257.69 4.93 69.43 332.06 2.11× 10−2
323,351

T700 9,679 931,787 924,867 601,330 4,777,932.66 1.8× 10−2 257.65 4.93 69.43 332.03 1.16× 10−2
323,286

T800 9,697 932,052 925,043 601,441 4,779,032.98 4.1× 10−2 257.70 4.94 69.45 332.09 3.18× 10−2
323,351

Trojan T500 : In the decode to execute unit, a Trojan is implanted to monitor
the consecutive instructions. Once the sequence of instructions corresponds to
the sequence of 14 pre-defined instructions a trigger is activated. The difference
with respect to some of the others HTs introduced in this paper is that this HT
introduces two processes for registering the activation signal and producing a pulse.
In that manner, the payload gets activated periodically. The payload is added to
the condition to form the decode_bubble_o signal and insert periodically a bubble
into the pipeline. The effect is no change in functionality of the processor. However,
due to the stalls it becomes slower, thus, degrading the performance.
Trojan T600 : This HT has been inserted into the data cache module. The
trigger part consists of 3 counters inserted in the state machine. The Cache FSM
has five states: IDLE, WRITE, READ, REFILL, INVALIDATE. The counters have
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been inserted to count the transitions between the states: IDLE to INVALIDATE,
READ to REFILL, WRITE to READ. Once all of the three counters reach certain
values, cache invalidation is forced.
Trojan T700 : This HT is located in the load-store unit. Trigger part consists
of nested if-else examining the sequence of consecutive multiple load i.e., store
operations with 3 different types of access: byte (8), half-word (16) and word (32).
Once the complex condition gets satisfied, a pulse signal is generated to activate
the payload. The payload in this case is integrated into the process dealing with
the data bus exceptions. In this regard, once the payload becomes activated, it will
execute its malicious function by simulating a data bus exception and stepping into
the exception routine. As a result, the processor proceeds to the next instruction in
the pipeline skipping the current one at the moment when the exception occurred.
Such event may definitely disrupt the normal operation of the processor.
Trojan T800 : This HT is implanted into the instruction cache unit. Its trigger
part is incorporated within the FSM with counters following FSM state transitions.
Once all the counters get set to predefined values, a payload is activated: the inter-
nal hit signal is tied to zero, therefore, every time a request is sent, the instruction
cache reports a miss, i.e., not found in cache memory. Consequently, a refill oper-
ation is performed, thus significantly slowing down processor’s performance.

To demonstrate the feasibility of performing the proposed modifications and
inserting malicious code, we synthesized all of our 8 HT designs, including the
original one, with a 65nm industrial technology. Successively, we collected reports
regarding area, power and frequency. The results given in Table 8.3 clearly show
that such insertions are negligible in terms of area and power overhead. The relative
area difference is below 9.8×10−4, while the total power relative difference is below
7.6 × 10−4. Furthermore, we have confirmed that the critical path in the design
does not change by introducing the proposed modifications.

Starting from the structure of these original 8 HTs, 20 additional benchmarks
have been derived by making changes mainly on the trigger part (complexity of trig-
ger conditions, changing the comparison values, and changing them structurally).
For instance, if the trigger looks for a particular instructions sequence, this has
been shortened or extended. Additional wire signals for controlling the conditions
are introduced, and the position and number of counters is changed together with
comparison values. Furthermore, if the trigger sequence was hosted in a single RTL
process, it has been split up to use two or more processes, clearly maintaining the
same sequence. For example, Trojan T200, originally uses the value of 11 counters
to control the trigger condition. A modified version of this Trojan uses 14 counters
for its activation. Their values are incremented within two separate processes (10
+ 4). The aforementioned changes are especially useful for evading detection by
some methodologies that rely on one particular coding style. On the whole, the
benchmark set finally contains a total of 28 HT.
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Functional testing is quite unlikely to detect malicious circuitry based on in-
struction or access sequences as the input space is too large. The number of in-
structions in 32-bit version of the processor is 96 (including custom ones). There-
fore, the probability of activating Trojan T100 is 10 × 10−20 order of magnitude.
Moreover, functional verification/testing is statistically useless trying to detect HTs
observing multiple counter values. It is not only because of the large number of
conditions but also given the large comparison values and limited time required to
run the simulations. All of the listed HTs can get excited and are not completely
dormant/silent in terms of activity. Nevertheless, the probability of activating the
payload is extremely low without the knowledge of HT’s structure inserted by the
attacker. UCI detection technique has certain limitations. UCI can be avoided by
inserting malicious circuits that affect unchecked outputs. Unchecked outputs could
arise from incomplete test cases or from unspecified output states. Additionally, an
attacker might exploit implementation-specific behavior and hide a HT in a module
such as cache. Such affected outputs might be difficult for a testing program to
check deterministically, thus causing malicious circuits to affect outputs and avoid
UCI analysis.

8.3 Chapter summary
In this chapter, a set of 8 new principle HTs is introduced as well as their 20

modifications for a pipelined processor core. The proposed HTs have been injected
into very different parts of the processor design. They differ in the trigger and
payload. The synthesis reports show the negligible impact that the introduced
modifications have on area, power and frequency.

In the author’s modest opinion the set of benchmarks could be extremely useful
for validating dynamic HT detection methodologies since the core is open-source
and in the near future the HTs will be also made publicly available.
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Chapter 9

Machine Learning for Hardware
Security: Classifier-based
Identification of Trojans in
Pipelined Microprocessors

Researchers have faced the hardware-based security problems from several an-
gles. The state-of-the-art detection techniques can be classified according to dif-
ferent factors: the Trojan typology, the insertion time, the abstraction level, the
location, the activation mechanism, the effects, the physical characteristics, the
need for a golden model, etc. As a result, comparing all the work that has been
done is a challenging task. An interesting overview is provided in [21], where the au-
thors summarize what has been covered and suggest a roadmap for future research
in this field. Interestingly, many methodologies utilizing Machine Learning (ML)
for HT defence have emerged [93]. Among the existing ML-based techniques, Arti-
ficial Neural Networks (ANN) are commonly used for predictive analysis. Another
commonly used ML approach for the problem of binary classification is Support
Vector Machine (SVM). The success and popularity of ML methodologies in vari-
ous research domains has motivated both industrial and academic communities to
explore the potential of applying them to the hardware security field. In particular,
the main progress in ML-based techniques has been achieved in three widely used
detection methodologies: reverse engineering [94], [95], circuit feature analysis [96],
[97], and side-channel analysis [98], [99].

This chapter describes a way to exploit powerful and robust ML techniques for
Hardware Trojan detection. The proposed methodology is applied at the pre-silicon
phase of the supply chain, and is based on a deep-learning analysis of the dynamic
and static properties extracted from the design RT-Level model. The former prop-
erties are gathered by exciting the model by executing software code; the latter
uniquely depends on the structure of the model and the code/data dependency. In
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this article, these two properties are jointly used to feed the ML model which then
performs classification, i.e., calculates the probability of input sample belonging
to the malicious insertion, as it will be deepened in Section 9.2. Unlike common
approaches, this one combines both static and dynamic properties for building a
comprehensive detection methodology at the RT-Level.

Understanding the System-on-Chip (SoC) supply chain Fig. 7.1 is the first nec-
essary step for delineating the possible attacks scenarios. In [21], the authors pro-
vide an interesting overview of the SoC development flow and all the entities that
come into play. They identify three main phases: the Intellectual Property (IP)
Development, the SoC Integration and the Foundry. The first one involves all the
IPs providers. An SoC is typically comprised of more than one IP. To reduce re-
search and development costs, some of them are built in-house, others are bought
from third-party IP vendors. Once that all the IPs are available, the second phase
consists in joining them in a single SoC, i.e., the SoC Integration. Both SoC de-
signers and IP providers for facilitating the design process rely on EDA tools. At
this point, all the side structures are integrated into the SoC, for example, Design-
For-Testability modules, Debug Units, and Built-In Self-Test blocks are typically
entrusted to third-party specialized vendors. Once the SoC post-layout phase is
done, it is sent to the foundry for IC fabrication. The fabrication process is usually
the most costly stage of the flow, thus, their fabrication is usually granted to exter-
nal foundries. A malicious actor present in any stage can insert the HT at various
levels of abstraction. The key issue lies exactly in understanding which of these
entities are trusted and which are not. Once it has been established, the threat
model can be drawn. In [92] and [21], the authors provide a comprehensive list of
adversarial models showing exactly when, where and how a Trojan can be placed
into an IC. The detection technique we propose here is ML-based, to be applied
during the pre-silicon phase at the RT-level. Note that exploiting ML-based tech-
nique is likely to imply the creation of models from a set of historical data and
then utilizing these trained models for prediction [93]. Two different learning tasks
can be used: supervised learning and unsupervised learning. The former exploits
labelled data to perform model training, the latter focuses on the relations between
data when labels are unavailable.

9.1 Design Verification and ML concepts
The following section introduces four important concepts that underlie the pro-

posed work. First, the fundamental characteristics of digital design verification are
introduced (Section 9.1.1); this background knowledge is useful for describing the
dynamic analysis used in our detection methodology. However, it may be super-
fluous for the readers that possess some basic knowledge on this topic. Next, an
overview of Artificial Neural Networks is provided in Section 9.1.2 and finally, the

130



9.1 – Design Verification and ML concepts

Support Vector Machine technique is presented in Section 9.1.3.

9.1.1 Digital Design Verification
Digital systems are created by following a series of steps that comprise several

intermediate design phases. Clearly, the lower the abstraction level, the higher the
complexity of the resulting model. Identifying and removing logic errors in a design
is not a trivial task; in fact, nowadays, the development resources devoted to these
tasks amount to about 50%-60% of the total cost in the design process [100]. A
series of verification processes are required intending to guarantee that the design
model meets the expected specifications [101]. Very different methodologies have
been developed to generate verification stimuli. The main possibilities range from
manual verification techniques to formal verification techniques, including random
and semi-random approaches. In particular, simulation-based methodologies try
to completely exercise the current model of the device to uncover design errors.
Briefly, a simulation-based verification process is composed of three basic elements:
input data (also called set of stimuli), the model of the device under evaluation (also
called design or device under verification or DUT); and the response checker, which
generates the pass/fail information regarding the current process by performing a
comparison of the obtained results against the expected ones. To qualify a stimuli
set, one of the most used methodologies is based on collecting a series of measure-
ments obtained by computing the code coverage metrics during the simulation of the
device while running the stimuli set. These metrics identify which code structures
belonging to the circuit description are exercised by the set of stimuli, and whether
the control flow graph corresponding to the code description has been thoroughly
traversed. The structures exploited by code coverage metrics range from a single
line of code to if-then-else constructs. Today CAD tools can measure among other
the statement coverage, branch coverage, condition coverage, expression coverage,
toggle coverage, and metrics based on Finite State Machine models [102].

9.1.2 Artificial Neural Networks
The origin of Neural Networks dates back to 1950s, when the basic building

block of modern neural networks, the perceptron, was first proposed [103]. Over the
years, key theoretical discoveries and technological advances allowed this concept
to evolve into a brand new field. The original perceptron contains a single input
layer and an output node, as shown in Figure 9.1, and may implement a linear
binary classifier. The input layer does not perform any computation and thus it is
not included in the count of the number of layers in a neural network. Therefore,
in modern terminology, the perceptron would be considered a single-layer network.
It is worth underlying that modern neural networks are certainly built with more
than one computational layer.
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Figure 9.1: The basic architecture of the perceptron.

More in detail, the input layer of a perceptron contains N nodes that transmit
the N features X = [x1 ... xN] with edges of weight W = [w1...wN] to an output
node y. The prediction of the perceptron is computed as follows:

y = f(
N∑︂

j=1
wjxj + b) (9.1)

Where xj are the inputs, wj the weights, b is the bias. The activation function
(f ) defines how the weighted sum of the input is transferred to the output node.
The choice of f is considered a critical part of neural network design since it has
a large impact on the capability and performance of the neural network. The
interpretation of the perceptron as a computational unit is useful, and it allows us
to combine multiple units (i.e., multi-layer perceptron) to develop far more efficient
models [104]. Broadly speaking, Artificial Neural Networks are computing models
composed of computing nodes, connected through communication links (Fig. 9.2).
Nodes are arranged in layers, at least one input layer, one intermediate (or hidden),
and one output layer.

Figure 9.2: Artificial Neural Network: a basic representation.

Nowadays, the conventional machine-learning applications used for example to
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identify objects in images or transcribe speech into text make use of techniques
stemming from NN and labelled as “deep learning” [105]. Thanks to the multi-
ple levels of representations, quite complex functions can be learned; nevertheless,
in the building blocks of such structures, it is still recognizable the old idea of
perceptron.

Over the years, many different neural network architectures have been created
depending on the layers and their organization, the activation functions and many
other exploited features. Among the most common and widespread types are con-
volutional neural networks (CNNs) and residual neural networks (ResNet) for im-
age classification and object detection tasks; recurrent neural networks (RNNs) for
tasks that involve sequential inputs such as speech and language. Recent studies
have demonstrated that state-of-the-art neural networks can surpass human-level
performance: for example, in [106] the authors achieved 4.94% top-5 test error on
the ImageNet classification dataset, and the human-level performance was 5.1%,
according to Russakovsky et al. [107]. The potential of this kind of deep and com-
plex neural networks (e.g., ResNet [108]) reflects the fact that biological neural
networks gain much of their power from depth.

9.1.3 Support Vector Machine
An SVM, close to its current form, was described in [109] as a training algorithm

that maximizes the margin between the training patterns and the decision bound-
ary. It has been developed from the Statistical Learning Theory in the 1960’s [110].
The goal of the SVM algorithm is to define an optimal separating hyperplane for
a two-class dataset. SVM tries to maximize the width of the margin between the
so-called support vectors, that is, training samples that lie closest to the separating
hyperplane (Figure 9.3).

�

Figure 9.3: Defining a border between classes using an SVM (support vectors are
marked with □ and ◦)
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Training input for the system can be represented as a set of r elements: {(x1, y1) , (x2, y2) , (x3, y3) , . . . , (xr, yr)},
where xi, i = 1,2, . . . , r represents a n-dimensional input sample vector with the
corresponding response value yi, i = 1,2, . . . , r (9.2).

yi =
⎧⎨⎩1, if x ∈ A

−1, if x ∈ B
(9.2)

At the end, after the training process is done, the class of the new input data
vector x, will depend on the decision function value, D (x), in such a way that
it represents a position below or under the hyperplane that separates two classes.
This function can be expressed as a linear combination of parameters (9.3),

D (x) =
n∑︂

j=1
wjxj + b = wx + b (9.3)

where wj are coefficients, x is input vector and b is a bias coefficient. Conditions for
discrimination between input sample xi being on one (9.4) or the other side (9.5)
of the hyperplane, can be unified into a single condition (9.6).

wxi + b ≥ 1, yi = 1 (9.4)

wxi + b ≤ −1, yi = −1 (9.5)
yi (wxi + b) ≥ 1 (9.6)

wx+ + b = 1 (9.7)
wx− + b = −1 (9.8)

w (x+ − x−) = 2 (9.9)

M = w
∥w∥

(x+ − x−) = 2
∥w∥

(9.10)

Margin M is defined using a difference (9.9) of two samples x+ (9.7) and x− (9.8)
lying on two boundaries. The objective of this algorithm is to find the coefficient
vector w to maximize the margin M (9.10). To summarize, the goal is minimizing
∥w∥2

2 with the condition of correctly classifying all the points yi (wxi + b) ≥ 1.
Solution to the problem of minimizing minxf(x) , with respect to gi(x) ≤ 0

for i = 1, . . . , n is equivalent to finding the solution to Lagrangian’s zero gradient
(9.11). ⎧⎪⎪⎨⎪⎪⎩

∂

∂x

(︄
f (x) +

∑︂
i=0

αigi (x)
)︄

= 0, ∃αi > 0, i = 1, . . . , n

gi (x) ≥ 0
(9.11)
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Comparing the method with the existing problem f (x) = ∥w∥
2 , gi (x) = 1 −

yi (wxi + b). After setting the Lagrangian’s gradient to zero, we obtain essential re-
lation between coefficients and the dual problem to be solved. That is max (W (α))
(9.12), which, in the end, is a quadratic optimization problem. Its solution are α
coefficients.

W (α) =
r∑︂

i=1
αi −

1
2

r∑︂
i=1,j=1

αiαjyiyjxixj,
r∑︂

i=1
αiyi = 0, (9.12)

After obtaining αi coefficients, it is trivial to obtain w as well (9.13). Coefficient
vector w is a linear combination of small number of input sample vectors, and
therefore, many of the αi coefficients are equal to zero. Input vectors xi with
nonzero αi coefficients are called Support Vectors. From equations (9.3) and (9.13)
final form for calculating the score is derived (9.14).

w =
s∑︂

j=1
αtj

ytj
xtj (9.13)

D (x) =
s∑︂

j=1
αtj

ytj
xxtj + b (9.14)

Having a non-linearly separable classification problem, ϵi deviation can be in-
troduced (9.15). ⎧⎪⎪⎨⎪⎪⎩

wxi + b ≥ 1− ϵi, yi = 1
wxi + b ≤ 1 + ϵi, yi = −1
ϵi ≥ 0, ∀i

(9.15)

In many applications, constructing a hyperplane is not possible and will not
result in successful classification of the input data. By applying the technique
called "kernel trick", input space gets mapped into a higher dimensional, linearly
separable feature space Fig. 9.4. Complex kernels that are most commonly used are
polynomial, gaussian and sigmoid. Linear kernel is the simplest one, corresponding
to the dot-product between two vectors and is used for linearly separable data to
construct a hyperplane. A linear operation in the feature space is equivalent to a
nonlinear operation in the input space.

Feature spaceInput space

ϕ

Figure 9.4: Using non-linear kernel functions to map input space
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K(x, y) = x · y

Kp(x, y) = (1 + x · y)p

Krbf (x, y) = exp
−∥x2 − y2∥

2σ2

Ks(x, y) = tanh(1 + x · y)p

xi

xj

εi

εj

Figure 9.5: To prevent overfitting, avoiding narrow margin is recommended. This
can sometimes be achieved by introducing a margin and allowing a certain degree
of misclassification

Having a non-linearly separable classification problem, a deviation can be in-
troduced, using a parameter to adjust the desired error/margin. Such parameter
is usually referred to as probability threshold. Although we allow for a certain
misclassification, the boundary margin is still retained (Fig. 9.5).

9.2 Proposed Detection Flow
The proposed methodology relies on a supervised learning scheme. It is neces-

sary to underline that, apart from [88], the major part of ML-based techniques are
applied at the gate-level. However, more and more examples of HTs inserted at RTL
are available, due to the flexibility for implementing various malicious functions.
Hence, there is a pressing need for more RTL HT detection techniques. To fill the
above-mentioned gaps, this paper presents a ML-based methodology for detecting
triggered-type Hardware Trojans. It combines a dynamic approach with a static
analysis of the RTL model. Indeed, if a static approach analyzes the structure of
the model looking for similarity with the structure of a Trojan, a dynamic method
considers the true activity of the circuit. For this reason, the proposed work picks
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up the best of the two methods in order to cover a greater set of HTs and thus,
generalize the detection approach.

The proposed flow is shown in Fig. 9.6. The input of the framework is the design
that is about to be processed; it is the behavioural RTL model description. The
output is a report indicating suspicious parts in the design, i.e., the code fragments
that should be checked more thoroughly for malicious HTs insertion. The RTL
design is processed in order to extract both dynamic and static information. While
the dynamic is derived from observing the model behaviour under different stimuli,
the static is obtained without any code execution and is related to the structure
and control/data dependency in the code. The data extracted from the RTL model
are embedded in CFGs. Static/Dynamic data are used as attributes to create input
samples out of node sets for the classification task. At the end, ML-based binary
classification is used for distinguishing between input samples originating from the
CFGs. The proposed approach is based on the following steps:

• Control Flow Graphs Extraction:

1. Static Attributes
2. Assign DataFlow Map
3. Dynamic Attributes

• Data Formatting

• Classification

In the following subsections, each of the steps is described in a more detailed man-
ner.

Logic 
simulation

Design RTL 

Coverage 
reports

toggle
block

CFG

Assign DataFlow Map

STATIC 0
1

Data 
Labelling
(Training)

[a1, a2, a3, a4, a5, a6, a7, a8, a9, a10, a11] 

ML

DYNAMIC

CFG EXTRACTION DATA FORMATTING ML CLASSIFICATION

Static Dynamic

Attribute List 

node

Final
Report 

Figure 9.6: Detailed framework flow including three main steps: CFG extraction,
Data formatting and ML classification
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9.2.1 Control Flow Graphs Extraction
The RTL model of the design is described as a set of concurrent "processes".

Two main hardware description languages are VHDL [111] and Verilog [112]. At the
initial stage, the RTL design is represented in the form of a CFG, which incorporates
key properties of the design: the static, dynamic and dataflow map. These are
essential for the training of the NN which is responsible for identifying malicious
insertion in the code.
A CFG is a directed graph G = (V, E, in, out), where V is a set of vertices (nodes)
and E set of edges. For each process P in the RTL design D, a CFG G can be
extracted. A node v ∈ V of the graph G can be:

• a single non-blocking statement – allow scheduling assignments without block-
ing the procedural flow;

• a conditional statement/loop (IF-ELSE, CASE, FOR, WHILE).
E is a finite subset of V × V ; e is an edge between the nodes v1, v2 if and only

if v2 can be executed after v1 in the process P . in and out are the first and the
last node in a CFG, respectively, used to mark entering the process and leaving
the process. An example of the structure and its corresponding CFG are shown in
Fig. 9.7. Then, each node in the CFG holds an attribute list, which will be created
as described in the following.

If (condition1) begin
statement11;
statement12;
end 

else if (condition2)  begin
statement21;
statement22;

end 
else if (condition3)

statement31;

condition1

condition2

condition3

statement11

statement21
statement12

statement31

T

T

T

F

F

F statement22

Figure 9.7: CFG with the corresponding code structure

Static Attributes

The static attributes have been extracted from the RTL desing by parsing the
source code files. Given the complexity of the modern designs, such a task requires
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an automated tool. Usually, such tools provide as an output an abstract syntax
tree (AST). AST is a convenient hierarchical tree-like representation of the abstract
syntactic structure of source code. Then, syntax trees generated by the parser are
traversed to perform the extraction of the CFGs in accordance with the definition
that was introduced previously. It is worth noting that each of the source files
may contain more than one process, which are all elaborated sequentially. The
algorithm extracts the list of input signals, registers, wires, output signals, and
parameters. A CFG node is identified by its unique name and a unique line number
that get assigned inside the processes while creating nodes and attaching them
to the corresponding graph. Since one node can represent either a conditional
statement, i.e., a loop, or a non-blocking statement, it is possible to extract static
properties from such constructs. These include the number of input signals, the
number of output signals, the number of logic operators, relational and equality
operators, arithmetic operators and numbers (constants). Additionally, each node
has its depth in the CFG (level - the number of edges in the path from the root to
the node).

Algorithm 15 Generating Assign DataFlow Map
function generateAssignDataFlowMap(gen, len, i, d)

assignMap← [ ]
while statementis assign do

L, R← statement
if L in assignMapkeys then

assignMap[L][0]← assignMap[L][0] + Rattributes

assignMap[L][1]← assignMap[L][1] ∪Rsignals

else
assignMap[L]← [ [attributes(R), set(signals(R))] ]

Assign DataFlow Map

To deal with the combinational logic (e.g., the assign statements in Verilog),
the proposed flow introduces an auxiliary structure. Creating an Assign DataFlow
Map allows the information outside of the (sequential) processes to be captured
and incorporated later into the CFGs Algorithm 15. The left part of the assign
statement is used as a key to identify an item in such a structure, while the corre-
sponding value is in a form of a list. Its first element is an array of properties that
coincide with the ones for the statements inside the process (static attributes). The
second one is a list of used signals, either inputs (input), registers of integers (reg,
integer) or other wires (wire). The map is searched recursively for all of its key
elements, summing up the attributes for a corresponding signal list. It stops when
there are no more wire signals, i.e. if the remaining ones are a register, integer,
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assign signal1 = input11 & !(input12 | input13) & 
(counter1 == 121346) ? 1 : 0;  
assign signal2 = (input21>output21) & 
(counter2 == 314431) ? 1 : 0;  
assign signal3 = (counter3 == 122214) ? 1 : 0;  
assign signal12 = signal1 & signal2;  
assign signal123 = signal12 & signal3;

Figure 9.8: Assign statements
signal1: [3, 0, 0, 1, 4, 0, 0, 3], {counter1, input11, input12, input13}
{counter1, input11, input12, input13}
[3, 0, 4, 1, 0, 0, 0, 3]

signal2: [1, 1, 1, 2, 0, 0, 0, 3],{counter2, input21, output21}
{counter2, input21, output21}
[1, 1, 1, 2, 0, 0, 0, 3]

signal3: [0, 0, 0, 1, 0, 0, 0, 3],{counter3}
{counter3}
[0, 0, 0, 1, 0, 0, 0, 3]

signal12: [0, 0, 1, 0, 0, 0, 0, 0], {signal2, signal1}
{counter1, counter2, input11, input12, input13, input21,
output21}
[4, 1, 5, 3, 0, 0, 0, 6]

signal123: [0, 0, 1, 0, 0, 0, 0, 0],{signal12, signal3}
{counter1, counter2, counter3, input11, input12, input13, 
input21, output21}
[4, 1, 5, 4, 0, 0, 0  9]

Figure 9.9: Assign DataFlow Map

input or output. For example, in Fig. 9.9, for signal123, it adds the attributes of
signal12 and signal3, then it does the same for signal12, taking the attributes
of signal1 and signal2. On the other hand, signal1, signal2, and signal3
do not contain in their signal set any keys from the map entries. While creating
the CFGs and extracting their nodes’ static attributes, the influence that a signal
present in Assign DataFlow Map has on a statement inside the process is taken into
account by adding its attributes from the corresponding value in the map entry.

Dynamic Attributes

Logic simulations of the design under assessment are performed to collect code
coverage reports, based on standard metrics such as statement and toggle coverage.
The idea is to gather information from a set of programs that thoroughly exercise
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the design under analysis. It is essential to outline that such a set of programs
may have been written either as a part of pre-silicon or post-silicon verification,
validation, or even manufacturing tests etc., targeting different parts and different
features of the system. For every instance in the design, uncovered sequential state-
ments belonging to a process are listed with their line number, source code, and type
(if and case conditional structures, for and while loops together with non-blocking
assign statements). The second type of reports focuses on the toggle activity of
signals which are being used outside of sequential processes as inputs/outputs, to
model combinational logic in assign statements. For each and every program in the
library, a statement-coverage report is generated, while only one merged report for
all runs regarding the signal toggling.

Hence, two additional fields have been created in the attribute list for such
purpose: one for execution probability and one for signal toggling activity.

Regarding the former, a category is decided for each node (statement) based
on the number of executions, i.e., how many times it was covered. This technique
is an important tool for preparing numerical data for ML and is referred to as
unsupervised discretization [113]. It consists of transforming data from continuous
to discrete, using e.g., equally wide intervals. A typical use case is having many
unique values to model effectively. In Eq. (9.16) that shows the range for deciding
a category, nexec is a number of times a statement has been covered out of M runs.
N is the number of intermediate categories, set to 5. Consequently, apart from two
extreme categories never (N) and always (A), there are other five: almost never
(XS), rarely (S), sometimes (M), often (L), and almost always (XL).

i
M

N
≤ cat(nexec) < (i + 1)M

N
, i ∈ {0,1,2, · · · , N} (9.16)

As for the latter, toggle reports are merged for all runs into one report, showing
if a wire signal has toggled in at least one run, fully or partially (rise and fall). The
algorithm embeds such information into a node belonging to a process statement
in the following manner: wire signals are listed in such statement, if any, otherwise
score 0 is set; based on their total number t and the number of those that toggled
d a ratio R = d

t
is calculated; R falls into one of the ranges, 0, (0, 1

4 ], (1
4 , 2

4 ], (2
4 , 3

4 ],
(3

4 , 1), 1, and gets assigned a value from 6 to 1.

9.2.2 Input Data Formatting
To capture the dependency, structural and functional, between the nodes in a

CFG, and bring in context and neighbourhood information into the predictions,
the node’s closest neighbours may be selected to form a set, i.e., to obtain an
input sample. Obviously, such sets may vary in size, given the bound that is
chosen for grouping the nodes. It is desirable not to be too generic neither too
specific since this action will have an impact on the learning capabilities. For

141



Machine Learning for Hardware Security: Classifier-based Identification of Trojans in Pipelined Microprocessors

this reason, we considered a set of 4 nodes. Therefore, each node that has at
least one parent and at least one child is processed. For nodes with more than
one parent P and more than two children C, all the possible combinations are
extracted P ·

(︂
C
2

)︂
. A child having no siblings is included in the selection two

times. For all the CFGs, the algorithm implementing a set of above-mentioned
rules extracts a set S of node selections ti = (pi, ni, c1i, c2i). Subsequently, by
expanding its nodes with their incorporated attributes gets transformed into tai =
(a(pi)[ ], a(ni)[ ], a(c1i)[ ], a(c2i)[ ]). For the training, such input data have to be
labelled relying on the set of Trojan Benchmarks introduced in [114]. If a central
node ni for which we select its environment belongs to the malicious insertion then,
the set of 4 nodes is marked as positive. Otherwise, it is marked as negative, i.e.,
non-suspicious.

9.2.3 Classification
Once the data have been extracted, the problem may be tackled as a pure

Machine Learning classification problem. The learning phase, i.e., the training
process, relies on the features obtained from the data formatting. Here, we apply
different paradigms to perform the classification and confront their performance in
the following sections. The first one is using the SVM algorithm, while the second
is based on a fully connected feed-forward neural network.

Classification with Support Vector Machine

SVM algorithm is used with different kernels to choose the one that fits the
best for the problem in question. Often the differences in the scales across input
variables may affect the training process and therefore the final result. A model
might become unstable meaning that it would suffer from poor performance in
both learning and validation/test phases, as a result of high sensitivity to input
data and higher generalization error. Therefore, using pre-processing techniques
such as scaling or normalizing input data is preferred when working with many
ML algorithms. Normalization is a scaling of the data from the original range so
that all values are within the new range between 0 and 1. It can be performed
on an individual data sample (row-wise) or across data features (column-wise).
Standardization, on the other hand, includes transforming data in such a way to
change its distribution of values: the mean of observed values becomes 0 and the
standard deviation 1. For this particular purpose we perform scaling across the
features: X = X − µ

σ
.

142



9.3 – Experimental Evaluation

Classification with an Artificial Neural Network

Given the number of attributes, the number of inputs for a fully connected
feed-forward neural network is set to 60, after expanding some of the features with
one-hot-encoding. Following the common experience of machine learning experts,
having too many layers when dealing with a limited number of training data (an
order of magnitude of 1000 samples) may result in underfitting. Furthermore, the
number of NN inputs is a limiting factor when defining the number of nodes in
layers. Given the previous consideration as well as empirical analysis, the following
topology has been adopted: (64, tanh), (32, tanh), (32, relu), (2, sigmoid). For the
sake of clarity, the first number indicates the number of neurons that constitutes the
fully-connected layer while the second parameter specifies the activation function,
e.g., hyperbolic tangent, rectified linear unit , sigmoid.

For a fixed topology, tuning training parameters may significantly enhance the
NN learning capabilities. Hence, K-fold cross-validation method is employed to
find the best optimizer and select optimal parameters such as batch and number
of epochs. One of the challenges faced in ML is memorizing the input samples,
especially when having a small training dataset. However, the NNs have shown to
be more resilient to such problem. In any case, to reduce the generalization error,
i.e., to prevent overfitting, a Gaussian noise is added to the input. In this way, the
training process is made more robust.

9.3 Experimental Evaluation

9.3.1 Experimental Setup
The selected platform is AutoSoC [115], an open-source SoC benchmark suite,

conceived to serve the needs for standardization and benchmarking in the automo-
tive area.

Figure 9.10: mor1kx CPU core in cappuccino configuration
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For each one of the 28 benchmarks described previously, the following experi-
mental procedure was used:

1. Parsing of the design model using a set of Python tools and an in-house
developed tool to generate CFGs;

2. Performing the logic simulation and report generation using state-of-the-art
commercial tools; then, adding the information originating from the coverage
and toggle reports to the CFGs;

3. Node extraction: a selection of nodes with their neighbourhood is made (par-
ents and children) to create textual files whose rows contain the attributes for
each of the 4 nodes. For the training process, such data have to be labelled
manually; repeating items, if any, are eliminated.

The whole setup has been developed to perform logic simulation and generate
reports in Linux environment on a server equipped with a dual Intel Xeon CPU E5-
2680 v3 and 256 GB of RAM. The process itself is managed by a set of bash scripts
taking care of design elaboration, design simulation, calculating the coverage and
merging the reports. Given the fact that for the training process a certain number
of simulations has to be performed on the number of designs with the different type
and implementation of HTs, the time required for obtaining the reports can become
significant. To speed up the execution time, a multi-process environment has been
developed. For this purpose, the complete Test Program Library of mor1kx CPU
has been simulated on all the 28 RTL trojan models. The Test Program Library
includes 46 programs for a total of 64 KB. Launching a set of 46 program simulations
on one design in this configuration requires 22 minutes on average. By merging the
contribution of every single program, the entire Test Program Library achieves
85% of statement and toggle coverage on the golden design model (Fig. 9.11). It
is worth underlining that the Test Program Library is not able to activate the
Hardware Trojans, being coherent with the assumption that HTs hide under rare
trigger conditions.
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Figure 9.11: Individual coverage of each program on mor1kx core

In our approach, the tool for performing the task of parsing is Pyverilog [116].
It is a Python-based hardware design processing toolkit for Verilog HDL. The tool
relies on Icarus,an open-source tool for performing the preprocessing. It flattens
the hierarchy by implementing the include and define directives, producing the
equivalent output related to such directives. Successively, Pyverilog reads the source
code and generates Abstract Syntax Tree (AST) in the form of Python nested
class objects. The parser is built upon PLY1 which is used as a parser genera-
tor (compiler-compiler). PLY is a Python implementation of the Lex-Yacc lexical
analyzer.

Module CTRL 
(input CLK,  
input RST,
output enable,..

Verilog HDL 
Code

Lexical 
Analyzer 

Syntax 
Analyzer

AST

Parser

Figure 9.12: Pyverilog parser

1http://www.dabeaz.com/ply/
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9.3.2 Experimental results with Support Vector Machine
The first set of experiments is intended to utilize SVM as a model to perform the

classification of code sections given in the form of attributes belonging to the family
of nodes. A common practice when working with supervised learning and data clas-
sification is to split the data set into three exclusive sets: training set, validation set
and test set. However, by partitioning the available data into three sets, we drasti-
cally reduce the number of samples used for the learning phase. Consequently, such
action might have a negative impact on the model’s performance. Furthermore, the
results can depend on a particular random choice when choosing/creating training
and validation sets. A solution to this issue is using an approach called, k-fold
cross-validation. It consists in splitting the training set into k smaller sets. The
following procedure is followed for each of the k “folds”: a model is trained using
k − 1 folds as input data for the training; the resulting model is validated on the
remaining part of the data (i.e., it is used as a test set to compute a performance
measure). Training/validation data and test data contain respectively, 80% and
20% of the complete data set.

The average recall, precision, accuracy and F1-score [117] were calculated on
cross-validation sets with 10 folds for each of the four classifiers and reported in
the first four columns of the Table 9.1. Subsequently, the model was trained on
the whole training data set (80%), with a particular model configuration. Next,
we examined the models’ strength by applying test data that had not been used
previously, i.e., the remaining 20% of the initial complete set.

Table 9.1: Experimental results of the four SVM classifiers with different kernels
and following metrics: Recall, Accuracy, Precision, and F1-score

.
Cross-Validation 10− fold Training [80%] Test [20%]

Kernel Rec. Prec. Acc. F1-sc. Rec. Prec. Rec. Prec. Acc. F1-sc. TN FP
FN TP

Linear 0.79 0.60 0.87 0.69 0.80 0.64 0.81 0.61 0.87 0.70 314 42
15 66

Polynomial 0.49 0.90 0.90 0.63 0.57 0.97 0.64 0.95 0.93 0.76 353 3
29 52

RBF 0.82 0.81 0.93 0.82 0.88 0.90 0.91 0.87 0.96 0.87 345 11
7 74

Sigmoid 0.67 0.42 0.77 0.52 0.68 0.4 0.64 0.41 0.76 0.5 280 76
28 53

Receiver Operating Characteristic (ROC) curve is a graphical plot showing the
influence of the threshold margin on the performance of the binary classifier system;
it gives a trade-off between sensitivity (true positive rate) and specificity (1 - false
positive rate). Classifiers with corresponding ROC curves closer to the top-left
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(a) ROC curve for linear kernel (b) ROC curve for polynomial kernel

(c) ROC curve for rbf (gaussian) kernel (d) ROC curve for sigmoid kernel

Figure 9.13: ROC curves for 4 different kernels including different set of extracted
attributes (farther from the 45-diagonal, i.e., closer to the upper-left corner, the
better)

corner indicate a better performance. On the other hand, the closer the curve
comes to the 45-degree diagonal of the ROC space, which is used as a baseline for the
random classifier, the less powerful the classifier becomes. Four Receiver Operating
Characteristic (ROC) curves for linear, polynomial, rbf and sigmoid kernels are
given in Fig. 9.13. They provide enough information to analyze the predictive
power of a classifier and find the optimal threshold. Based on the aforementioned
analysis, the threshold was set to 0.19. Moreover, the RBF kernel was chosen as
the best one in terms of performance when compared to the other 3. This claim
can be supported by observing the numerical values in Table 9.1, where we report
recall and precision on the training set, and successively, recall, precision, accuracy
and F1-score on the test set, together with the corresponding confusion matrix.
Additionally, here we decided to split the attributes extracted from the set of nodes
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and examine their partial influence on the performance of the classifiers. As shown
in the Fig. 9.13, we performed the training using exclusively static attributes (stat),
then dynamic attributes (dyn) and finally, latter and former combined (stat+dyn).
All of the classifiers clearly underperformed when relying only on the dynamic
attributes. In case of the classifier with the RBF kernel, using the complete set of
attributes instead of static attributes only resulted in improved classification power;
in particular, 0.91 instead of 0.88 for recall, 0.87 instead of 0.8 for precision, 0.96
instead of 0.94 for accuracy and 0.87 instead of 0.84 for f1-score.

9.3.3 Experimental Results with Artificial Neural Networks
The second set of experiments is related to training the NN and evaluating its

performance. For selecting the parameters of the NN during the training process,
exhaustive experiments were run using LazyGrid2, an open-source package that
eases hyper-parameters tuning and comparing different machine-learning models.

To evaluate the effectiveness of the proposed NN approach , eight different
experiments have been conducted, one for each group of HTs. To determine how the
NN will generalize for an independent data set, we used cross validation technique.
In other words, the NN has been trained on a set completely independent from the
test one. The results show that even though the NN learns only on a category of
HTs, it is able to discover different types as well.

In Table 9.2, we report for each training data set, the results obtained by eval-
uating the learning capabilities of the NN on the corresponding test sets. For a
subset of benchmarks Tk∗ that is used later for test, we first train the NN on the
whole set of all benchmarks (⋃︁T ) excluding that one particular subset Tk and
benchmarks derived from modifying it (Tk∗). Confusion matrix terminology is used
to present training and test performance given the predicted and expected classes
for binary classification. The number of CFGs in a design (a set) is equal to the
number of processes it contains. Finally, a false positive rate ( F P

F P +T N
) is given in

the penultimate column of the table.
Elements of the confusion matrix in context of HT detection are given in Ta-

ble 9.3, with their corresponding explanation and the effect from the user’s point
of view. The number of FPs (a non-trojan detected as trojan) should ideally be 0,
i.e., in practice it should be kept as low as possible, together with the FNs. How-
ever, the obtained numbers (FP and FN) are still significantly low, given the total
number of samples that have been evaluated (∼1.5k).

It is essential to outline that, first of all, the number of FPs remains significantly
lower than the number of TNs, while being comparable to TPs. Therefore, checking
all samples marked as positive (TPs + FPs), does not represent a huge effort.

2https://github.com/glubbdubdrib/lazygrid
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Table 9.2: Experimental results of the NN

.

Training
Dataset
∪T\

Training performance Test
Dataset
(nCF G)

Test performance FP
rate
[%]

Det.

TP TN FN FP TP TN FN FP

T1∗ 260 1781 42 8

T1(183) 23 1493 7 1 1.1 ✓
T11(183) 18 1493 6 1 1.1 ✓
T12(183) 27 1493 9 1 1.1 ✓
T13(184) 24 1493 7 1 1.1 ✓
T14(185) 23 1493 8 1 1.1 ✓

T2∗ 308 1764 13 14
T2(182) 19 1490 15 5 0.1 ✓
T21(183) 24 1491 16 6 0.1 ✓
T22(182) 19 1493 11 5 0.1 ✓

T3∗ 358 1769 22 11
T3(182) 8 1487 1 10 0.3 ✓
T31(183) 6 1489 2 10 0.3 ✓
T32(184) 5 1490 7 12 0.3 ✓

T4∗ 346 1770 25 16

T4(182) 5 1485 9 10 0.3 ✓
T41(182) 4 1487 10 10 0.3 ✓
T42(182) 40 1494 11 10 0.3 ✓
T43(183) 3 1487 11 10 0.3 ✓

T5∗ 305 1770 16 13

T5(184) 35 1487 7 8 1.4 ✓
T51(184) 28 1489 6 8 1.8 ✓
T52(184) 35 1491 8 13 1.8 ✓
T53(185) 38 1489 7 8 1.8 ✓

T6∗ 343 1641 30 9
T6(181) 7 1489 9 5 1.2 ✓
T61(181) 9 1492 5 5 1.1 ✓
T62(181) 9 1486 15 5 1.3 ✓

T7∗ 358 1781 32 7
T7(183) 23 1494 2 3 1.0 ✓
T71(183) 21 1496 2 1 1.0 ✓
T72(184) 29 1496 4 1 1.1 ✓

T8∗ 340 1656 34 5
T8(181) 8 1490 13 2 0.4 ✓
T81(181) 10 1493 8 2 0.4 ✓
T82(181) 10 1493 8 7 0.5 ✓

Classification Explanation
True positive (TP) Trojan code correctly recognized as malicious
True negative (TN) Circuit code correctly considered safe
False positive (FP) Safe circuit code believed to be malicious (i.e., a false alarm)
False negative (FN) Malicious code that escaped detection (i.e., a major error)

Table 9.3: Meaning of the confusion matrix in the context of HT detection

Secondly, even though there are FNs, it does not mean some parts of malicious
code escape the final analysis and remain undetected. As it can be seen from
Fig. 9.14, a set of nodes marked in orange belongs to the HT (inserted malicious
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Figure 9.14: Set of nodes belonging to HT as TP and FN

code), while those in blue are not. Those nodes covered in red polygon are detected
as malicious, therefore enter in TP category, while those in blue polygon are left
undetected, belonging to the FN. By revealing one, others can be examined and
by tracing back all TPs, a verification engineer can completely discover all of the
maliciously inserted code. Thus, we can confirm that all of the Trojans in the test
set have been discovered.

9.4 Chapter summary
This chapter addresses the problem of detecting RT-Level HTs resorting to ML-

based techniques in a pipelined CPU. A mixed approach consisting of static and
dynamic model analysis is presented where robust machine learning algorithms are
used to perform classification. Experimental results prove the technique’s efficacy:
no HT was left undetected, showing that this technique could be used with similar
complex industrial designs, in an automatized manner, reducing both effort and
time. The in-house tool was built and integrated into the whole flow to provide
a fast and efficient analysis. It is adjustable for other commercial tools that can
simulate the design and generate a code coverage report. Additional items and rules
can be introduced for feature extraction, as well as different CFG node environments
to create the classification input. The final flow processing of the input, given as an
RTL behavioral model, includes logic simulation, CFG extraction and annotation,
and input formatting. The final result of the evaluation is the list of suspicious
locations in the code. By “out-of-sample” testing it has been shown that the NN
method is able to identify all HTs embedded in a complex design aggravating the
detection process. Additionally, the performance of four different SVM classifiers
was evaluated. The one using the RBF kernel was shown to generalize very well.
Comparing the two models in terms of performance, SVM RBF kernel is more
successful in discovering the set of nodes that are marked as malicious and also
takes less time to train. Nevertheless, both of the approaches in the end detect
each and every HT as an entity, following the discussion that a set of nodes might
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represent only one section of a HT. The relatively small amount of training data
might be responsible for a poorer performance of the NN.

However, the principal limitation of the approach is that still some manual
post-processing is required to analyze suspicious code and decide if it is a malicious
insertion or not. Trojans evolve in structure and their location is unpredictable. A
lot of effort is being invested into their classification and development. Since the
supervised type of learning is used to train both SVM and ANN, it is uncertain how
their classification performance will change with new types of HTs. Nevertheless,
such new malicious insertions may be included into the training set.
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Summary of Part II

The second and last part of the thesis deals with hardware security threats, in
particular malicious insertions named Hardware Trojans. Due to the decentraliza-
tion of the production flow, different phases have become more vulnerable and a
possible target for an attacker to disrupt the security integrity of the product. Se-
curity concerns encouraged both industry and academia to dedicate more attention
to this issue and come with countermeasures.

Publicly available HT benchmarks that are used for validating detection method-
ologies at the RT-level are not many and are obsolete, i.e., they do not reflect a
complexity that can be found in modern, real industrial case processors used for
cutting-edge applications. Therefore, a set of HTs has been implanted in different
modules of a pipelined microprocessor core mor1kx and published. New bench-
marks will hopefully facilitate the validation of novel detection approaches.

Furthermore, despite the considerable effort that has been invested in developing
new detection methodologies, the growing complexity of modern devices always
calls for sharper detection methodologies. This is especially true early in the design
cycle, when an attacker may insert malicious circuitry at register transfer (RT) or
gate level that may remain undetected even in the next generations of the device.

In this regard, a pre-silicon, simulation-based technique to detect HTs that
exploits well-established machine learning algorithms is proposed. The validity of
the approach has been demonstrated on the AutoSoC CPU, an industrial-grade,
safety-oriented, automotive benchmark suite. Experimental results demonstrate
the applicability and effectiveness of the approach: the proposed technique is highly
accurate in pinpointing suspicious code sections. None of the HTs from the set has
been left undetected.
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Conclusions and
Recommendations for Future
Research

This thesis is composed out of two main parts. While the first part deals with
different issues related to IEEE 1687 RSNs such as reliability and aging, perma-
nent fault detection and identification, design validation and description equiva-
lence checking, the second one focuses on hardware security, particularly malicious
insertions – Hardware Trojans, by introducing a set of newly developed RT-level
benchmarks and Machine Learning-based detection techniques.

In Chapter 1 background related to the first part of the thesis has been provided
with a particular focus on IEEE 1687 standard and related constructs and features
it supports. It also gives an overview of the state-of-the-art and basic information
about ITC’16 benchmarks that were used to evaluate and validate the proposed
methodologies.

Chapter 2 describes three different approaches to generate efficient sequences
to test reconfigurable modules in an RSN. Two (basic and enhanced versions) can
be defined as semi-formal because the FSA that models the circuit is exact but
incomplete, and the search procedure is based on a greedy algorithm. Experimen-
tal results on the ITC’16 benchmark suite clearly demonstrate the effectiveness of
the approach: the proposed technique can achieve better results with less compu-
tation effort than previous heuristics. The technique may be easily extended to
handle different fault models and more complex scenarios, and experts’ knowledge
could be exploited by tweaking the FSA states and input alphabet. The third
approach to minimize the test time is based on evolutionary computation Addi-
tionally, the problem of finding suitable test configurations has been converted into
a circuit suitable for applying the automatic test pattern generation procedure. An
optimized transition function and some techniques for post-processing the solution
delivered by the evolutionary engine have also been presented. Experimental results
on the standard set of benchmark networks show the effectiveness of the proposed
approach since the test time has been reduced up to 27% in 14 out of 16 cases,
particularly impacting the test time for large networks.
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In Chapter 3 a technique to diagnose permanent faults in an RSN has been
explained in detail and experimental results were provided for a subset of ITC’16
benchmarks. The approach resorts to an FSA model of the circuit and a greedy
search algorithm. Experimental results demonstrate that the presented approach
outperforms the previous ones in terms of number of clock cycles required to run
the generated diagnostic sequence. Furthermore, this technique can be applied to
a wide range of network types of different complexity since for all of the test cases
and benchmark networks full diagnostic coverage has been reached while keeping
the computation effort under control. Future work should focus on extending the
technique to support different fault models.

A methodology for assessment and mitigation of NBTI aging-induced delays in
logic paths within IEEE 1687 IJTAG Reconfigurable Scan Networks is described
in Chapter 4. While RSNs are commonly used to provide fault management and
embedded instrumentation access, such as safety mechanisms, in advanced safety-
and mission-critical electronic systems, a failure in such infrastructure itself has a
high severity. The methodology is based on a scalable hierarchical (transistor-to-
architecture) modelling of the NBTI impact on timing-critical logic paths in RSN
implementations. The evaluation implies analysis of gate input signal probabilities
based on the configurations and test data selected for the RSN infrastructure.
The details of the methodology are demonstrated by a case study on an example
RSN and the feasibility and efficiency are validated by experiments on a subset of
ITC2016 RSN benchmarks. The experimental results demonstrate that RSNs can
be impacted by significant NBTI-induced logic path delays and a simple proposed
mitigation technique can reduce such delays up to 2.6 times. The future work is
aimed at a comparative analysis of aging in the RSN gates and the functional part
of the circuit.

To ensure there is no mismatch between prototypical device and initial specifica-
tions, product life-cycle requires performing (post-silicon) validation before going
into the mass production. Such additional effort prevents rendering the whole
infrastructure inoperable and avoids enormous re-design costs. In Chapter 5 a mis-
match model for post-silicon validation of RSNs. Furthermore, two algorithms have
been developed for generating configuration patterns to detect the set of consid-
ered mismatches. The ITC2016 benchmark networks were used to evaluate the
proposed methodology. It was found that in all cases full detection coverage has
been reached. For the detection procedure based on the active path length compar-
ison, the tool generates a list of undetectable mismatches. Furthermore, mismatch
model is easily extendable, due to the nature of the problem and the internal model
of the network extracted by the tool.

Chapter 6 addresses the problem of detecting inconsistencies between ICL and
RTL models of RSNs, resorting to simulation-based verification. Automatically
generated test-benches for stimulating the RTL model are based on the patterns
used for post-silicon validation of networks. The approach has been verified through
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a series of experiments, obtaining extremely high detection coverage with reduced
execution time. Test escapes have also been identified as pathological network
configurations. Future work should extend the experimental verification to other
error models such as, for instance, ICL connection errors, and to reinforce debug
capabilities. Another direction would be the in-depth analysis of test escapes con-
figurations to devise algorithms able to detect potentially untestable networks and
warn the designer.

The research work related to IJTAG opens several research directions. The tech-
niques to test and diagnose faults may be easily extended to handle different fault
models and more complex scenarios, and experts’ knowledge could be exploited by
tweaking the FSA states and input alphabet. As for the NBTI aging effect and
mitigation in an RSN, the future work could be aimed at a comparative analysis
of aging in the RSN gates and the functional part of the circuit. The equivalence
checking technique should be experimentally verified to other error models such as,
for instance, ICL connection errors, and reinforcing debug capabilities. Another
open research direction is the in-depth analysis of test escapes configurations to
devise algorithms able to detect potentially untestable networks and warn the de-
signer. Exploring the structure of RSNs and creating a set of Design-for-Test rules
and recommendations would be extremely useful. A tool that is able to generate
the information intended for helping the designer after analysing the ICL and PDL
would resolve many issues; problems that are a consequence of symmetry in the
structure of RSNs and related to test, diagnosis, validation and verification would
be prevented.

Chapter 7 provides background information on hardware security with basic
concepts and terminology related to Hardware Trojans as well as state-of-the-art
overview for both design methodologies and detection techniques.

To deal with the issue of obsolete HT benchmarks that do not correspond to
state-of-the-art devices used in real applications, a set of 8 new principle HTs and
their 20 modifications for a pipelined processor core has been introduced in Chap-
ter 8. The proposed HTs have been injected into very different parts of the processor
design. They differ in the trigger and payload. The synthesis reports show the neg-
ligible impact that the introduced modifications have on area, power and frequency.
Furthermore, the set of benchmarks could be extremely useful for validating dy-
namic HT detection methodologies since the core is open-source and in the near
future the HTs will be also publicly available. The proposed set of HTs are easily
modifiable and allows to create even more complex set of trigger conditions, while
the space for inserting payloads is quite vast and allows to execute different type
of malicious functions. That is why future work should be focused on diversifying
and developing the HT Benchmarks Library even further.

Although most of the detection techniques work at the gate level, shifting the
detection of HTs inserted at RTL to the gate level would result in increased de-
sign and verification costs. That is why a new technique was developed to detect
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RT-Level HTs resorting to ML-based techniques in a pipelined CPU. Chapter 9
introduces the aforementioned mixed approach that is composed of both static and
dynamic analysis of the model. The in-house tool was built and integrated into
the whole flow to provide fast and efficient analysis. Flow processing of the input,
given as an RTL behavioural model includes logic simulation and CFG extraction.
The final result of the evaluation is the list of suspicious locations in the code.
By “out-of-sample” testing it was shown that the NN method can identify all HTs
embedded in a complex design aggravating the detection process. Additionally, the
performance of four different SVM classifiers has been evaluated. The one using
RBF kernel was shown to generalize very well. Comparing two models in terms of
performance, SVM RBF kernel is more successful in discovering the set of nodes
that is marked as malicious and also takes less time to train. Nevertheless, both
of the approaches, in the end, detect each and every HT as an entity, following
the discussion that a set of nodes might represent only one section of a HT. The
relatively small amount of training data might be responsible for a poorer perfor-
mance of the NN. However, the principal limitation of the approach is that still
some manual post-processing is required to analyze suspicious code and decide if it
is a malicious insertion.

The proposed set of HTs are easily modifiable and allow to create even more
complex set of trigger conditions, while the space for inserting payloads is quite
vast and allows to execute different types of malicious functions. That is why
future work should be focused on diversifying and developing the HT Benchmarks
Library even further. It is an utterly important objective, given the constant race
of the defenders against the attackers and the need of complex benchmarks that
will help validate new methodologies for detection and analysis of HTs. As for the
HT detection technique, examining and extending the set of properties used for
the analysis and validating the approach further with some other HTs represent
potential research topics.
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