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Abstract. The ground response to seismic waves is governed by the geometry 
and the mechanical properties of the site. A proper characterization of the soil 
behavior is thus a fundamental aspect and it should account for the uncertainties 
associated with the model parameters. In particular, the quantification of the 
small-strain damping is a critical task, especially in low to moderate seismicity 
areas. In the present paper, the main issues related to the definition of the damp-
ing at small strains are firstly treated in the light of the biases affecting both la-
boratory and in situ tests. Higher values of damping are in fact expected in field, 
where wave scattering phenomena take place. The influence of the parameter on 
the overall site response is subsequently assessed by means of a stochastic data-
base of Ground Response Analyses. The results highlight a reduction of the ex-
pected ground motion at the surface, especially for deep and soft sites, when a 
site-based small-strain damping is selected. Finally, the differences between site 
and laboratory values are analyzed with reference to a specific case study. The 
influence of the damping at small strains resulted to be comparable or even higher 
with respect to the uncertainties related to the shear wave velocity profile and the 
modulus reduction and damping curves. Therefore, a proper evaluation of the 
uncertainties in the small-strain damping evaluation should not be neglected. 

Keywords: Small-strain damping, Ground Response Analysis, Uncertainties. 

1 Introduction 

A proper evaluation of site effects is crucial to define the expected ground motion at 
the surface. Local site conditions modify the shaking characteristics due to variations 
of mechanical properties and basin/surface geometry. Site effects are therefore referred, 
respectively, as stratigraphic and geometrical amplification (e.g., [1-3]). 

Site response studies are usually performed to quantify the differences between the 
surface ground motion and the reference condition (i.e., flat rock-outcropping for-
mation) where no amplification phenomena are expected. Different methods can be 
used to evaluate site effects: studies based on recorded ground motions (i.e., data-based 
approach) or numerical simulations (i.e., simulation-based approach). In the absence of 
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a sufficient number of available records at the site, the latter represents the only feasible 
option [4-6]. 

The complex phenomena affecting the seismic waves propagation can be repre-
sented through one-, two- and three-dimensional site response analyses, accordingly to 
the specific features of the site. 1-D Ground Response Analyses (hereafter, GRAs) are 
based on the assumption of vertical propagation of shear waves through a horizontally 
stratified medium. The applicability of this assumption is constrained by the geometry 
of the site: when no major basin or topographic effects are expected, GRAs are consid-
ered to be adequate to model the site response [3; 7]. Several studies have addressed 
the actual capabilities of 1-D approaches in predicting the mean site response and, not-
withstanding the well-known limitations, GRAs are still the primary choice for the as-
sessment of site effects (e.g., [7-15]). 

Leaving aside the dimensionality of the problem, an adequate simulation of the prop-
agation of seismic waves cannot disregard the actual stress-strain response of soils un-
der cyclic loading. The reference parameters (termed as dynamic properties) adopted 
to describe the behavior of soils are usually the secant shear modulus (GS) and the ma-
terial damping ratio (D). The latter represents the energy internally dissipated by the 
soil as a consequence of friction between soil particles, nonlinear soil behavior, and 
viscous effects. At very small strains, the soil response is practically linear, and GS 
assumes its maximum value G0. The energy dissipation, given in this range mainly by 
friction and viscosity, is almost constant and equal to the small-strain material damping 
ratio (D0). For larger shear strains, nonlinearity in the stress-strain soil behavior leads 
to a GS decay and, consequently, to an increase of the energy dissipation. The relation-
ships between GS/G0 and D along with the cyclic shear strain amplitude (γc), are usually 
termed as modulus reduction and damping (MRD) curves [16]. 

The evaluation of the dynamic soil properties is carried out through geotechnical 
laboratory tests together with geophysical in situ tests.  The reliability of laboratory 
measurements is in fact constrained by sample disturbance effects, which alter the 
structure of the soil affecting the shear-wave velocity VS (and, then, the GS) of the sam-
ple [17; 18]. The current state of practice is thus to evaluate the MRD curves in labor-
atory and adopt the VS profile from specific in situ tests. 

Different uncertainties and variabilities affect the results of GRAs due to both the 
approach adopted to model the complex nonlinear and inelastic response of soil and the 
selected model parameters [19]. As a consequence, the numerical simulations should 
be carried out within a probabilistic framework in order to Identify, Quantify, and Man-
age (i.e., IQM method [20]) all the uncertainties and variabilities involved in the anal-
yses. 

In the following, the main sources of uncertainties in GRAs are firstly analyzed in 
order to define the framework in which the uncertainties on D0 are placed. The critical 
issues associated with the measurement of the small-strain damping are then identified 
in order to explain the differences observed between laboratory and in situ values. A 
review of approaches to evaluate the D0 from field data is then reported. Finally, two 
different applications are presented to highlight the influence of D0 on the outcomes of 
GRAs. Firstly, a stochastic database of GRAs is used to analyze the average response 
over a wide range of soil profiles. Subsequently, a specific well-documented case study 
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is considered to compare the impact of the D0 variability to the effects of the uncertain-
ties on VS profile and MRD curves.  

2 Sources of uncertainties in GRAs 

Six factors can be identified as main sources of uncertainties in GRAs (after [21; 22]): 

 shear-wave velocity profile; 
 nonlinear approach; 
 modulus reduction and damping curves; 
 input motions; 
 shear strength; 
 small-strain damping ratio. 

The VS profile is the main parameter governing the wave propagation in the medium. 
It controls resonant frequencies and modifications of the motion at the interface. The 
VS profile has to be based on adequate in situ geophysical measurements and the spe-
cific uncertainties associated to the test typology have to be carefully evaluated (further 
details can be found in [19] and [20]). 

Different approaches can be used to model soil nonlinearity. A rigorous analysis 
should be based on a fully NonLinear (NL) approach, which allows for evaluating the 
actual stress-strain behavior in the time-domain. However, frequency-domain Equiva-
lent Linear (EQL) analyses are commonly used to approximate the nonlinearity through 
an iterative approach based on the use of strain-compatible linear visco-elastic soil 
properties [23]. Finally, simplified Linear visco-Elastic (LE) analyses can be used to 
validate the model. The choice of an appropriate nonlinear approach depends on the 
expected shear strain level and/or on the possible development of excess pore-water 
pressure due to the coupling of shear and volumetric strains. The EQL procedure has 
the advantage to be stable and straightforward, but its applicability is constrained when 
soil layers undergo excessive shear strains (e.g., [13; 24]). Moreover, the time-inde-
pendent assumption of the strain-compatible properties according to a predefined shear 
strain ratio is a further source of uncertainties [25]. On the other hand, NL analyses are 
more rigorous and of general applicability. Their practical use is anyway limited by the 
complexity of the approach and the consequent need of expert users (e.g., [7; 10; 15; 
26]). The choice of an appropriate constitutive model and the parameter calibration is, 
indeed, crucial to obtain reliable results [27]. 

The MRD curves should be defined by means of specific laboratory tests. In absence 
of site-specific results, empirical models (e.g., [28-38]) can be used to predict the soil 
behavior as a function of different variables (e.g., soil type, Plasticity Index, mean con-
fining pressure, Overconsolidation Ratio, loading frequency). The uncertainties on the 
empirical models related to the experimental variability of MRD curves and possible 
experimental errors can be quantified through the standard deviation provided along 
with the mean values (e.g., [33; 35; 38; 39]). Conversely, when laboratory tests are 
carried out, the main uncertainties are related to the experimental limitations and the 
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natural randomness of the soil properties at the site scale, associated to the geological 
spatial variation [40]. 

When very large strains occur, the MRD typically obtained with laboratory tests 
have to be corrected to cover the failure conditions (e.g., [41-43]). The main uncertain-
ties in this regard are related to the randomness of the soil properties and to the specific 
tests performed to obtain the strength of the soil. Another source of uncertainties is 
related to the procedure adopted to merge the small- and large-strain behavior [11]. 

Real recorded ground motions are usually selected as input motions. The reference 
hazard condition is usually obtained with the Probabilistic Seismic Hazard Analysis 
(PSHA) [44], taking into account the source and path spatial variabilities through the 
spectral standard deviation. On the other side, the uncertainties related to the selection 
procedure are the choice of the hazard level, the type of reference spectrum, the spectral 
matching criterion and the type and number of inputs, along with the consistency with 
the reference condition [14; 22; 45]. 

Finally, uncertainties on the soil small-strain damping ratio D0 have to be considered. 
The D0 obtained by laboratory tests is associated with material energy dissipation. 
Therefore, the main uncertainties related to D0 are the same as previously specified for 
the MRD curves. However, the applicability of D0 values obtained through laboratory 
tests for GRAs has been questioned by different Authors (e.g., [14; 42; 46; 47]). Exper-
imental evidence from back-analysis of Down-Hole seismic arrays showed, in fact, 
small-strain damping ratios in the field larger than the values obtained through labora-
tory tests (note that the small-strain damping ratio in field is hereafter referred as D0, 

site, while D0 is adopted for the material small-strain damping ratio measured in the 
laboratory). These differences have to be interpreted taking into account the energy 
dissipation mechanisms acting at the site scale. Wave scattering effects can modify the 
propagating seismic waves due to the heterogeneities in the soil profile [48; 49]. This 
phenomenon, which is relevant especially in the presence of large impedance contrasts 
[42], causes additional energy dissipation to the material dissipation and cannot be cap-
tured by laboratory tests. As a consequence, the D0, site should be adopted as small-strain 
damping when GRAs are performed. When no measurements of D0, site are available a 
procedure has to be adopted to correct the D0 according to the expected values on site. 

Although the uncertainties related to D0 are usually referred as secondary [21; 22; 
50], the choice of adequate values can strongly influence the soil response, especially 
in the small-strain field (e.g., [46; 51]). For instance, Boaga et al. [52] observed that D0 
affects the 1-D amplification in presence of strong impedance contrasts and its effect is 
more relevant at high frequencies, whereas its impact is smaller in soil deposits with 
smooth variations of the mechanical properties. Indeed, for increasing impedance ratio, 
the 1-D ground model exhibits a response closer to the theoretical case of homogeneous 
medium over a rigid bedrock, where the entity of the ground motion amplification is 
inversely proportional to D0. Afshari and Stewart [53] tested the effect of three ap-
proaches to estimate D0, site, based on seismological relations and the site decay param-
eter (κ0), respectively. The assessment compared the observed response for low-inten-
sity ground motions and the predicted one. They stated that the κ0-informed D0, site pro-
vides a better fit between predicted and observed amplification than alternative damp-
ing models. On the other side, there is no consensus about the best approach for its 
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estimate and the proposed methods rely on data and resources that are often not avail-
able in common engineering applications. This difficulty has been highlighted by Stew-
art et al. [14], who suggested to deal the discrepancy between the D0, site and the labor-
atory-based D0 as an epistemic uncertainty and to run a sensitivity study by assuming 
different variations ΔD, ranging between zero and 5%. 

3 Laboratory Tests 

Laboratory tests are often carried out to obtain the dynamic properties of soils. The 
different tests can be grouped into two main categories: cyclic tests, performed at low 
frequencies, and dynamic tests, carried out at higher frequencies. The most common 
cyclic tests are the Cyclic Triaxial (CTx) test, the Cyclic Torsional Shear (CTS) test 
and the Cyclic Direct Simple Shear (CDSS) test, along with its Double-Specimens 
(CDSDSS) variant. The stress-strain loops are directly used in cyclic tests to obtain the 
dynamic properties of the soil. On the other hand, a dynamic Resonant Column (RC) 
test can be performed to obtain the MRD curves analyzing the resonant conditions of 
the soil sample. 

Results from laboratory tests were widely used in the past to identify the main pa-
rameters of the soil affecting, generally speaking, D and specifically D0. For fine-
grained soils, the D0 is mainly influenced by the Plasticity Index (PI), the effective 
mean confining stress (σ’m), and the OverConsolidation Ratio (OCR) [33]. Conversely, 
the relevant parameters for granular materials are the Uniformity Coefficient (Cu) and 
σ’m [34]. Additionally, an open issue is represented by the influence of the loading fre-
quency (f) (e.g., [33; 38; 54-58]). 

In the following, the main features of the tests are firstly described, along with criti-
cal issues associated with the experimental measurement of D0. A final remark is given 
about the dependency of D0 from the loading frequency. 

3.1 RC test 

The RC test (ASTM D4015–15e1) is based on the theory of torsional waves propaga-
tion in the medium. The tests are usually carried out by means of modified versions of 
the free-fixed type apparatus described by Isenhower [60] and designed at the Univer-
sity of Texas at Austin.  

Firstly, a cylindrical soil specimen is saturated, if required, through a back-pressure 
procedure. The consolidation phase takes then place, usually in isotropic conditions. 
Next, an electromagnetic driving system is used to excite the sample at the free top. 
The test is performed under loading control, applying torque loadings with increasing 
amplitudes. The bottom of the specimen is fixed in order to ensure adequate (i.e., well-
defined) boundary conditions. For a given loading amplitude, several cycles are applied 
for variable frequencies over a wide range, in order to clearly identify the resonance 
condition of the first torsional mode of the specimen (f0) associated to the cyclic shear 
strain reached. The soil response is tracked through an accelerometer installed in the 
top cap. The conditions are generally undrained and the pore-water pressure build-up 



6 

can be monitored. The test is able to investigate cyclic shear strain amplitudes ranging 
from 10-5 to 0.5 %. 

The response of the soil to the dynamic excitation can be represented in terms of 
rotation (θ) vs frequency curve, where the frequency associated with the maximum am-
plitude θmax is the f0 of the sample. The VS of the soil is then obtained via the equation 
of motion for torsional vibrations [61]: 

 0 02 2

t S S

I f h f h
tan

I V V
   
   

 
 (1) 

where Iθ is the mass polar moment of inertia of the specimen, It is the driving system 
polar moment of inertia and h is the height of the specimen. 

The GS can then be obtained through the well-known relationship: 

 2
S SG V  (2) 

being   the mass density of the soil. 

Two different methods can be applied to define the damping ratio, namely the half-
power bandwidth and the free-vibration decay method. In the half-power bandwidth 
method the connection between the shape of the frequency response curve and the dis-
sipated energy is exploited (Fig. 1.a). It can be shown that, for small values of the damp-
ing ratio, the latter can be evaluated as: 

 2 1

0

f f
D

f


  (3) 

where f1 and f2 are the frequencies associated with a θ amplitude equal to 2 2 max . 

The soil is assumed to behave linearly: the method is therefore reliable only in the 
small-strain range. 

Alternatively, the free-vibration decay method can be used to obtain the damping 
ratio from the amplitude decay of the torsional oscillations. At the end of the test, after 
the application of the forced vibrations, the input current is switched off and the damped 
free vibrations of the sample are recorded by the accelerometer. By knowing two suc-
cessive peak amplitudes (zn and zn+1 corresponding, respectively, to the n-th and n+1-
th cycle), the logarithmic decrement 1n  can be computed as: 

 1
1
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n

n

z
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z
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 
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 (4) 

The logarithmic decrement is computed for different successive cycles, then an av-
erage value ( ) is used to obtain the damping ratio as: 

 
2

D
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
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The two methods are characterized by different advantages and disadvantages. When 
the free-vibrations method is used in the small-strain range, the background noise rec-
orded by the accelerometer is not negligible and a filtering procedure has to be applied 
to the output signals prior to amplitude interpolation (Fig. 1.b). Moreover, given the 
small values of D0, the difference between two consecutive peaks can be really small. 
As a consequence, the experimental standard deviation can be relatively high with re-
spect to the average measured values. 

On the other side, a well-recognized source of error in RC measurements of D from 
forced vibrations arises from the use of an electromagnetic driving system to provide 
the torsional excitation (e.g., [62-66]). The driving system is based on the interaction 
between the magnets and the magnetic field generated by the AC current passing 
through the solenoids. The driving torque applied to the sample is given by the resulting 
motion of the magnets. Meanwhile, the motion of the magnets induces an electromag-
netic force which is opposed to the motion.  

The phenomenon results in equipment-generated damping which is added to the ac-
tual material damping. The bias can be substantial, especially in the small-strain range 
where small values of material damping are expected. Different studies suggested cor-
recting the results of the RC test by subtracting the equipment generated damping. The 
latter has to be obtained through a calibration procedure of the apparatus as a function 
of the loading frequency (e.g., [62; 63; 65]). However, the extent of the bias is not yet 
totally understood. 

3.2 CTS and C(DS)DSS tests. 

Despite the different configurations, the cyclic tests are all based on the same concept, 
i.e. to measure the dynamic properties directly from the stress-strain response of the 
soil (Fig. 2.a).  
 

 
Fig. 1. Typical results of a RC test: (a) output amplitude vs frequency curve; (b) free-vibration 
decay plot. 
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The GS is obtained as the average slope of the loop, while D can be computed in 
analogy with the critical damping ratio of a Single-Degree-Of-Freedom system consti-
tuted by a mass connected to a linearly elastic spring and a viscous dashpot. The stress-
strain path for soils subjected to cyclic shear strains is indeed similar to the ellipse de-
scribed by the SDOF system. Specifically, for a given loading-unloading cycle, D is 
evaluated as: 

 
4

D

S

W
D

W
  (6) 

where DW  is the energy dissipated within one cycle and SW  is the maximum elastic 

strain energy. 
In CTx tests (ASTM D3999/D3999M-11e1 and ASTM D5311/D5311M–13) a cy-

lindrical specimen is firstly consolidated (either isotropically or anisotropically) in a 
standard triaxial cell. A cyclic deviator stress is then applied by keeping constant the 
cell pressure and changing the axial stress cyclically with a low loading frequency 
(about 1Hz). 

The test is commonly performed under load-controlled conditions, but some devices 
are also equipped to perform displacement-controlled tests. The stresses and the strains 
are used to compute GS and D. The applicability of the CTx test is generally restricted 
to relatively high shear strains (greater than 10-2 %) because of bedding errors and sys-
tem compliance effects [3]. Local strain measurements can produce an increase of the 
accuracy of the device (e.g., [69-71]). 

CTS tests can be performed in the same device used for RC tests. The driving system 
applies a fixed number of cycles for a given amplitude with a fixed loading frequency 
(usually between 0.1-0.5Hz). The rotation of the specimen is measured through a cou-
ple of displacement transducers connected to the top cap. The shear strain is then ob-
tained from the rotation and, by knowing the input applied, it is possible to draw the 
loading-unloading loops. 

 

 
Fig. 2. Soil behaviour under cyclic loadings: (a) idealized stress-strain loop; (b) real loop meas-
ured in a CTS test at small strains. 
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Finally, in a CDSS test, a cylindrical specimen is cyclically loaded under displace-
ment control by a horizontal piston. The test is performed in undrained conditions and 
the specimen cannot, usually, be consolidated at horizontal to vertical stress ratios dif-
ferent than K0. The applicability of the test in the small-strain range is limited mainly 
because of frictional problems. The range can anyway be increased adopting a double 
specimen configuration [72]. The CDSDSS device is a modified version of the standard 
device designed by the Norwegian Geotechnical Institute [73] and it is able to capture 
the soil behavior also at very small strains [74]. 

The main issue regarding the cyclic tests is related to the measurement of the loops 
in the small-strain range. The stresses and the strains are indeed really small, and it 
becomes quite difficult to obtain a proper measurement even for the most apparatuses. 
For example, a loop measured during a CTS test, for a c below the linearity threshold 
(i.e., in the almost linear branch of the stress-strain response) is showed in Fig. 2.b. It 
is clear that although is quite straightforward to define the G0 from the slope of the loop, 
the small area inside the loop can be affected by the accuracy of the measurement. 
Consequently, the experimental relative error on D0 can be, again, substantial.  

3.3 Frequency-dependent soil behavior 

The influence of the loading frequency on the material damping ratio is still an open 
issue. A number of experimental studies reported controversial results about the real 
extent of this dependency. Some studies also highlighted the possible impact of such 
dependency on GRAs (e.g., [75]). 

Kim et al. [62] presented the results of RC and CTS tests on undisturbed samples of 
cohesive soil with a PI of 20-30%, showing that the small-strain damping ratio is almost 
linear for frequencies lower than 1Hz but increases at higher frequencies. Subsequently, 
Shibuya et al. [54] suggested the existence of three different branches. At low frequen-
cies (<0.1Hz) the damping ratio tends to decrease with increasing frequencies. In the 
medium range (between 0.1 and 10 Hz, the typical seismic bandwidth) the damping is 
almost constant, irrespectively of the loading frequency. Finally, for higher frequencies 
D increases with f because of viscous effects. A similar trend was reported also by other 
studies, highlighting anyway a rate-dependency even in the seismic bandwidth (e.g., 
[18; 33; 34; 55; 57; 58]). 

Such a trend is not so clearly identifiable at high strain amplitudes, where nonline-
arity partially covers these aspects. Darendeli [33] proposed then to model the damping 
ratio curves of fine-grained soils by adding a strain-constant D0 to the hysteretic damp-
ing ratio. The D0 in the model depends on f. The latter has thus the effect of translating 
the damping curves.  For granular dry materials, Kim and Stokoe [76] suggested that f  
has a negligible impact. Conversely, the effects become relevant for saturated speci-
mens [34]. 

The motivation behind this behavior has to be found into the different mechanisms 
of energy dissipation taking place in soils during cyclic loadings (e.g., [54; 55]). In the 
very low-frequency range, the application of the load is quasi-static and creep phenom-
ena occur. As a consequence, the slower is the application of the load, the higher is the 
D0. Conversely, in the medium range, the dissipation is given mainly by the hysteretic 
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soil behavior that is almost frequency-independent. In the small-strain range anyway, a 
substantial component of the energy dissipation is attributed to pore fluid viscosity. The 
relative movement between the water and the soil skeleton generates viscous damping 
that is, obviously, frequency-dependent. At high frequencies thus the D0 dramatically 
increases with f. This effect exists independently from the strain level, but it becomes 
less relevant at high strains when the hysteretic damping increases. 

Ciancimino et al. [38] calibrated an empirical equation for predicting the D0 of fine-
grained soils from Central Italy. The equation, based on the model proposed by Daren-
deli [33], incorporates the dependency of D0 from f in the range between 0.2 and 100 
Hz:  

    3

0 1 2 41mD PI ' ln f              (7) 

where 1 4   are model parameters equal, respectively, to 1.281, 0.036, -0.274, and 

0.134, PI is expressed in percentage, f in Hz, and m'  in atm. The equation is conceived 

to model the viscous component but neglects the creep effects at low frequencies.  
The Authors also suggested a possible application of this equation to correct the re-

sults of a laboratory test by taking into account the loading frequency. The procedure 
is relevant especially for RC tests, usually carried out at frequencies not representative 
of the typical seismic bandwidth. 

However, it is worth noting that subtracting a constant value of D0 from the damping 
curve obtained in a RC test is not completely correct. The RC test is in fact carried out 
at variable frequencies, according to the resonance conditions for different strain am-
plitudes. The steps below have to be followed to correct the experimental damping 
curve to a frequency of 1Hz: 

 the experimental  0 1D f  measured at the first shear strain amplitude is normalized 

to a frequency of 1Hz, by dividing it by  4 11 ln f    , where f1 is the first loading 

frequency; 

 from each i-th point of the damping curve is subtracted the corresponding  0 iD f , 

computed as    0 41 1 iD Hz ln f     , where fi is the i-th loading frequency; 

 finally,  0 1D Hz is added to the 0D D  curve previously computed in order to ob-

tain the frequency-normalized damping curve  1D Hz . 

In Fig. 3 an example of the normalization procedure for a RC test is reported. Fig. 
3.a shows the initial comparison between a RC and a CTS test carried out on the same 
sample (Massa Fermana BH1S1 sample, from [38]). A marked difference is observed, 
especially in the small-strain range. The results of the two tests are then corrected to 
match a frequency of 1Hz (Fig. 3.b reports the procedure for the RC test). The correc-
tion is clearly less significant for the CTS test performed at a constant frequency of 0.1 
Hz. Finally, in Fig. 3.c the normalized results are compared, showing good agreement. 
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Fig. 3 Effectiveness of the normalization procedure: (a) comparison between RC and TC results; 
(b) normalization procedure for the RC test; (c) comparison of the normalized curves (modified 
from [38]). 
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The proposed approach can be applied also to other predictive models, provided that 
D0 is given as a function of f (e.g., [33]). Anyway, it has to be pointed out that although 
the procedure is presented as a correction for the loading frequency, it is to some extent 
a correction for the type of test. As a matter of fact, tests performed at low loading 
frequencies are always cyclic tests, while at higher frequencies just RC tests can be 
carried out. As a consequence, the dependency of D0 from f cannot be easily separated 
from other possible sources of discrepancies between cyclic and RC tests. 

A possible alternative is given by the so-called Non-Resonance Column (N-RC) 
method ([58; 77-79]). The method is based on the experimental measurement of the 
complex shear modulus GS

*(f) of a soil specimen, idealized as a linear viscoelastic me-
dium. The latter is used to compute consistently VS and D. The soil is thus assumed to 
be a dispersive medium and the frequency-dependence is inherently taken into account 
by the method. Rix and Meng [58], for instance, carried out a N-RC test on a remolded 
kaolinite sample, showing the “U”-shaped dependence of D0 from f in a wide range 
(i.e., 0.01-30Hz) of frequencies (Fig. 4). The results confirmed the trends previously 
suggested by other Authors (e.g., [55]). The application of the method in the current 
practice is anyway still limited by the complexity of the approach. 

4 In-situ Tests 

In situ tests are a common tool for site characterization, due to the limited costs and the 
rapidity of execution. Moreover, they can provide a reliable estimate of the geotechnical 
parameters, since they assess the soil behavior in undisturbed conditions at a spatial 
scale compatible with the geotechnical application of interest. 

Geophysical seismic tests are widely-adopted for the determination of GS on site. On 
the other hand, some methods have been proposed also for the estimation of D0. The 
technical literature also includes some case studies of parameter estimation based on 
the interpretation of downhole arrays. This approach is less common, as it requires in-
strumented boreholes with seismic records, but it provides useful data for the assess-
ment of the soil behavior in seismic conditions. 

 

 
Fig. 4. Dependency of D0 from f for a remolded kaolinite sample obtained applying the N-RC 
method (after [58]). 
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In addition, several seismological studies focus on the attenuation structure of the 
near-surface. These studies provide an estimate of the dissipation properties in terms of 
quality factor Q, which is inversely proportional to D0, on the basis of the high-fre-
quency attenuation of seismic waves. Some of them propose empirical relationships 
with other geotechnical parameters – e.g., VS – for specific geological formations. The 
next sections will focus on the geophysical approaches and the interpretation of bore-
hole arrays.  

4.1 Geophysical tests 

Geophysical seismic tests are generally classified as invasive and non-invasive. How-
ever, all the geophysical methods investigate the medium in its undisturbed natural 
state, but the sampled soil volume and the resolution are not the same. Therefore, they 
might provide different results, as a function of the degree of heterogeneity of the soil 
deposit [80]. There are several interpretation techniques aimed at estimating the small-
strain stiffness from the measured data, whereas the attempts of estimating the attenu-
ation characteristics of the soil deposits are less numerous and often restricted to re-
search. Moreover, they sometimes use strong assumptions which limit their applicabil-
ity. The most important issue is the difficulty in separating geometric and intrinsic at-
tenuation, i.e. the energy loss due to wavefront expansion and to wave scattering in 
heterogeneous media, on one side, and the one due to intrinsic material attenuation, on 
the other. 

In the following, some applications of the invasive and non-invasive tests for the 
determination of D0 are discussed, with focus on their assumptions and limitations. 

Invasive tests. Invasive tests are a family of geophysical seismic tests for which a part 
of the instrumentation is installed in the ground. Typical methods are the Cross-Hole 
(CH) test [81], Down-Hole (DH) test [82], the P-S suspension logging test, the Seismic 
Cone Penetration Test (SCPT) [83], the Seismic Dilatometer Test (SDMT) [84] and the 
direct-push cross-hole test [85]. The technical literature involves many robust ap-
proaches for the determination of the shear-wave velocity from the interpretation of the 
measured data. Conversely, the techniques aimed at estimating the dissipation charac-
teristics of the soil deposit are limited to few attempts with limited applications outside 
the research field. 

Techniques for the estimate of D0 from CH data are the random decrement approach 
[86] and the attenuation coefficient method [87-90]. Lai and Ӧzcebe [79] observed that 
those methodologies rely on the hypothesis of frequency-independent (i.e., hysteretic) 
damping or on enforcing a specific constitutive model in the interpretation of the atten-
uation measurements. Moreover, they usually perform an uncoupled estimate of the 
low-strain parameters by using incompatible constitutive schemes: VS is obtained ac-
cording to a linear elastic model, whereas D0 estimates are based on inelastic models. 
Therefore, these approaches may lead to inconsistent and biased estimates. To over-
come those limitations, they applied the two-station interpretation scheme typical of the 
SASW method [80] to CH measurements, determining the S wave dispersion function 
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from the unwrapped phase of the cross-power spectrum 
1 2

S
R RG  of the S wave signal, 

detected at the two receivers. 
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In the equation, the terms 1R  and 2R  denote the distances between each receiver 

and the source, whereas L  is the inter-receiver distance (Fig. 5.a). The procedure then 
derives D0 from the computed dispersion curves, by applying the solution of the Kra-
mers-Kronig relation, that relates stiffness and attenuation characteristics in a viscoe-
lastic medium [91]. 
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where    
0

0


S SV lim V


 . 

This interpretation method only requires measurements of velocity for determining 
either the stiffness or the damping parameters of the material, hence an accurate track-
ing of particle motions is unnecessary. Moreover, the processing does not require a 
priori assumptions about the specific rheological behavior or the frequency-dependent 
nature of D0. On the other side, broadband seismic sources are required to generate a 
wave signal with a wide frequency range. If not possible, some assumptions about the 
dispersive behavior of the soil parameters would be necessary to extrapolate the avail-
able data, introducing uncertainties in the estimate (Fig. 5.b). 
 

 
Fig. 5. a) Scheme of the CH test layout; b) resulting dispersion and damping curves from the 
interpretation of CH data (modified from Lai et al. [79]). 
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DH and SCPT-based techniques for the estimate of D0 are theoretically more com-
plex since they should account for the reflection and refraction phenomena at the layer 
interfaces in the computation of the attenuation. Some interpretation schemes are based 
on the attenuation coefficient method or on a simulation of the downwards wave prop-
agation in the DH testing. Actually, Stewart and Campanella [92] stated several issues 
in the application of such approaches, due to the necessity of applying corrections to 
incorporate the effect of the wave passage through the layer interfaces. Furthermore, 
the results were affected by large scatter, sometimes providing unphysical values. A 
popular method is the spectral ratio slope (SRS) method [93; 94]. The approach pro-
vides a frequency-dependent estimate of D0 at depth �� by computing the 2nd order de-
rivative of the wave amplitude spectral ratio (i.e. the amplitude ratio between the 1st 
and the ��� receiver) with respect to the depth and the frequency. 
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This approach does not require interface corrections and the scatter in the results is 
low. However, Badsar [95] reported a low reliability of the SRS method in the deter-
mination of the damping profile, especially in the presence of complex stratigraphy, 
due to some simplifying assumptions for the geometrical damping. 

A more robust approach is based on the spatial decay of the Arias intensity, devel-
oped by Badsar [95]: once determined the VS profile, the method calibrates the D0 pro-
file through an optimization algorithm minimizing the difference between the experi-
mental evolution of the Arias intensity among the receivers and the theoretical one, 
computed for a vertical point force. This method properly considers all the phenomena 
of reflection and refraction and provides a good estimate of the D0 profile. On the other 
side, its application requires an accurate modelling of the VS profile and long computa-
tional time due to the multiple forward analyses. 

Non-invasive tests. Non-invasive tests are geophysical seismic tests employing a 
source and a set of receivers on the ground surface. They include the seismic reflection 
survey [96], the seismic refraction survey [97], surface wave testing [80] and the hori-
zontal-to-vertical spectral ratio [98]. This section will focus on the techniques based on 
the measurement of surface waves generated from active sources. 

Surface wave methods (SWM) rely on the dispersive behavior of Rayleigh waves in 
heterogeneous media, for which the phase velocity exhibits a dependence on frequency. 
Therefore, the procedure consists in acquiring the particle motion, processing the meas-
ured data to derive the experimental dispersion relationship and estimating the VS pro-
file with depth through an inversion scheme, where a theoretical soil model is calibrated 
to match the experimental data. 

The SWM-based estimate of D0 usually refers to the measurement of the spatial at-
tenuation of surface waves along linear arrays with active sources. This quantity is 
linked to the geometrical spreading of the Rayleigh waves and the intrinsic dissipation 
properties of the material. The measurement requires precise tracking of the surface 
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wave particle motion, since noise and amplitude perturbations might lead to wrong es-
timates. For this reason, the acquisition setup should guarantee an optimal coupling and 
verticality of each receiver and a good sensor calibration for uniform response is re-
quired [80]. 

Rix et al. [99] estimated the attenuation curves based on the regression of the dis-
placement amplitude versus offset data, considering the equation for the Rayleigh wave 
motion due to a harmonic point force [77]. The amplitude-offset regression provides an 
uncoupled estimate of the dispersion and attenuation curves, which is not mathemati-
cally robust and ignores the intrinsic relationship between velocity and attenuation in a 
linear viscoelastic material [77]. 

An upgrade of the approach is the transfer function method [100; 101]. The tech-
nique is a multistation approach based on the estimate of the experimental displacement 

transfer function  T r , , i.e. the ratio between the measured vertical displacement at 

each sensor  zu r,  with offset r and the input harmonic source  i tF e   in the fre-

quency domain: 
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Then, for each frequency, the procedure jointly estimates the complex wavenumber 

 K   through the nonlinear fitting of the following expression [77]: 
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In the equation,  Y r,  is the geometrical spreading function, which is usually as-

sumed as equal to 1 r (e.g., [101; 102]). The complex wavenumber is defined as a 

combination of the real wavenumber  k   and the attenuation    , that are linked 

to the phase velocity and the phase damping of the Rayleigh waves: 
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The fitting of  T r,  can be performed in an uncoupled way, based on the separate 

fitting of its amplitude and phase [101]. However, a coupled fitting of the transfer func-
tion in the complex domain is mathematically more robust and provides an estimate of 
the wave parameters compatible with amplitude phase data [102] (Fig. 6). 

Foti [102; 103] adopted a generalized version of the transfer function method by 
removing the effect of the input force, whose measurement is nontrivial and requires 
controlled sources. For this purpose, the Author reformulated the displacement transfer 
function in terms of deconvolution of the seismic traces. The principle of this method 
consists in computing the experimental transfer function adopting the response of the 
closest receiver as the reference trace. 
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Fig. 6. Regression of the experimental transfer function for the coupled computation of dispersion 
and attenuation curves: (a) phase; (b) amplitude; (c) real part; (d) imaginary part. The data refer 
to the Pisa Leaning Tower site, at the frequency 11.5 Hz (modified from Foti [102]). 

A limitation of the regression is the assumption that the wavefield is dominated by 
a single Rayleigh mode of propagation. Therefore, the result is an estimate of apparent 
Rayleigh phase dispersion and attenuation curves, that can be affected by modal super-
position when multiple propagation modes are relevant [80]. For this reason, new ad-
vanced methods have been proposed, as the generalized Multiple Signal Classification 
[104], wavelet decomposition methods [105] or sparse signal reconstruction [106]. 
Moreover, Badsar et al. [107] proposed a simplified method for the estimate of the 
attenuation curves, based on a generalization of the half-power bandwidth method, 
whereas Verachtert et al. [108] introduced an alternative methodology for the determi-
nation of multimodal surface wave dispersion curves and attenuation curves, namely 
the circle fit method. 

As for the inversion, a robust characterization method requires a joint inversion of 
the Rayleigh dispersion and attenuation curves into the VS and D0 profiles. The coupled 
inversion offers the advantages of accounting for the inherent relationships between the 
stiffness and the attenuation properties in the material and it is a better-posed 
mathematical problem [101]. Being the inversion procedure commonly based on the 
solution of multiple forward problems to fit the experimental dispersion and attenuation 
curves, it requires specific algorithms for the solution of the Rayleigh eigenvalue 
problem in linear viscoelastic media [101]. Moreover, the coupled inversion requires 
the definition of a proper misfit function, which should be complex-valued to 
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incorporate both stiffness and dissipation data. Most of the applications implemented 
this strategy into a constrained least-squares algorithm, aiming at a smooth profile 
respecting the experimental data [101-103; 107; 108]. On the other side, there are also 
some attempts of application of the Monte Carlo technique in the joint inversion for the 
estimate of the uncertainties [104]. 

4.2 Back analysis of Down-Hole arrays 

Downhole instrumentations for the observation of ground motion represent a valuable 
tool for understanding the physics of the seismic amplification. The provided data are 
useful for the validation of theoretical models of amplification, highlighting issues due 
to the assumptions about the constitutive behavior of the soil deposit (e.g., [10; 13]) or 
the propagation model (e.g., [46]). Moreover, borehole array data can be employed for 
the calibration of mechanical parameters by performing a back-calculation from ob-
served ground motions. The literature reports several attempts at estimating the dissi-
pation characteristics from the interpretation of earthquake records in instrumented 
boreholes (e.g., [109; 110]). 

For instance, Assimaki et al. [111; 112] implemented a seismic waveform inversion 
algorithm for the estimate of the small-strain parameters from weak motion records in 
downhole arrays. The procedure assumes a 1-D ground model and it estimates the me-
chanical parameters, i.e. VS, D0 and density for each layer, through a two-step optimi-
zation algorithm, consisting in a genetic algorithm in the wavelet domain and a nonlin-
ear least-squares in the frequency domain. The stochastic optimization minimizes the 
misfit between the theoretical and the observed acceleration time histories, represented 
in the wavelet domain – rather than in the time domain – to ensure equal weighting of 
the information across all frequency bands. The local search process is a nonlinear least-
squares optimization algorithm in the frequency domain, minimizing the error between 
the theoretical transfer function and the empirical one. The combination of a stochastic 
search algorithm with a local search one provides the advantages of each technique, 
resulting in a robust search method. 

A quite popular approach of D0 estimation is based on site-amplification synthetic 
parameters. The strategy consists in a search procedure where several GRAs are per-
formed by keeping all the other model parameters (VS, density, layer thickness) constant 
and iteratively adjusting D0 to obtain a good level of consistency between the predicted 
and the observed response. The trial values of D0 can be assumed a priori [46], on the 
basis of seismological relationships [113] or from laboratory-based values (e.g., [42]). 
The resulting value is compatible with the site behavior in seismic conditions and it can 
be used for GRAs. 

The downhole array data processing is not straightforward and it incorporates some 
drawbacks. On one side, the computation of the empirical site response requires the 
selection of an adequate number of ground motion histories [112]. The only weak mo-
tions should be included, to avoid the rise of nonlinear phenomena and ensure the va-
lidity of viscoelastic behavior of the soil deposit [42; 46; 47; 51; 113; 114]. Moreover, 
a critical issue is the ambiguity about the wavefield conditions at the downhole sensors. 
Indeed, the downhole sensors record either upgoing or downgoing waves and, due to 
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the impossibility of separating them, the modelling of their conditions is complex [115]. 
Finally, the quality of the estimate strongly depends on the reliability of the available 
geotechnical information and the absence of lateral variabilities [46]. 

A special remark about the role of the ground motion parameter adopted for meas-
uring the site response should be pointed out. Common descriptors are frequency-do-
main parameters, as they best carry information about the frequency-dependent phe-
nomenon of site amplification. We might refer to the acceleration transfer function 
(ATF), i.e. the ratio of the Fourier amplitude spectra between two locations [116], or 
the amplification function (AF), i.e. the ratio of the elastic response spectra [46]. The 
description might refer also to time-domain parameters, as the peak values of accelera-
tion and velocity and the Arias intensity [51]. Indeed, they synthesize the ground re-
sponse of a broad range of frequencies, but the request of matching a time instant pa-
rameter might lead to physically unreliable data. An alternative approach adopts the 

high-frequency spectral attenuation 0 , which describes the decay of the Fourier am-

plitude spectrum of the ground motion at high frequencies. The difference of attenua-
tion    between surface and borehole records provides a measure of the attenuation 
along the borehole and it is related to the small strain parameters of the soil deposit 
[117]. 
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In this way, by adjusting the damping parameters, we can identify a ĸ0-informed D0 
that suits the observed high-frequency attenuation (e.g., [47; 53; 113]). Fig. 7 shows the 
effect of the type of parameter on the damping correction for some sites with different 
geology. 

There is no consensus about the best reference parameter. Several case studies per-
formed an estimate in the frequency domain, based on the measured ATF (e.g., [13; 42; 
46]). Tao and Rathje [51] suggested keeping the time domain parameters as a reference, 
since they capture the overall response of the site, whereas the calibration in the fre-
quency domain may lead to an overestimation of the damping. On the other side, Af-
shari and Stewart [53] stated that the ĸ0-informed damping value best fits the observed 
site response. 

5 Literature approaches to account for wave scattering 
effects 

The site characterization, i.e. the procedures and interpretations devoted to the formu-
lation of a geotechnical model, is usually performed through laboratory tests and in situ 
surveys. Their combined use is strongly recommended by several guidelines, as they 
are complementary. Indeed, laboratory tests are performed on small-size soil specimens 
by applying an imposed stress/strain history with known hydro-mechanical boundary 
conditions, ensuring a controlled behavior and a rigorous estimate of the mechanical 
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parameters. On the other side, in situ testing does not allow full control of the hydroge-
ologic and loading conditions, but the investigated soil volume is larger and closer to 
the representative volume for the geotechnical applications. Moreover, in situ tests are 
free from effects due to sampling disturbance and also allow the characterization of 
hard-to-sample soils. 

The complementary nature of such tests gives rise to discrepancies between labora-
tory-based D0 values and the ones derived from in situ testing or inferred from DH 
arrays, as highlighted by several studies. 

For instance, Foti [102] compared the damping ratio obtained from the SWM and 
from laboratory testing, observing a slight overestimation of the dissipative properties 
in the former, due to the presence of additional attenuation mechanisms other than 
geometric and intrinsic attenuation, especially for shallow layers (Fig. 8). 

 

 
Fig. 7. Obtained damping multipliers for the Garner Valley (GV), EuroSeisTest (EST), Treasure 
Island (TI) and Delaney Park (DP) sites (after Tao and Rathje [51]). 

 
Fig. 8. Comparison between the SWM-based and the laboratory-based damping profile. The data 
refer to the Pisa Leaning Tower site (modified from Foti [102]). 

ATF 
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The numerous studies based on DH arrays highlighted the differences between D0 
and D0, site. Some preliminary observations about this discrepancy are reported in Tsai 
and Housner [118] and Dobry et al. [119], where the calibrated D0, site was much higher 
than the intrinsic attenuation properties. The reason for such difference was some bias 
due to plane wave assumption and the presence of other losses of energy [120]. Recent 
studies observed high D0, site values (either in absolute terms or compared with labora-
tory data) in soft shallow layers, that usually exhibit strong heterogeneities resulting in 
relevant scattering phenomena. For instance, Assimaki [111] stated a large increase of 
the attenuation in the shallow layers due to scattering, that is not accounted in the seis-
mic waveform inversion algorithm, thus resulting in an additional energy loss. 
Zalachoris and Rathje [42] corrected the D0 profiles using the ATF-based approach, 
that led to an increase of the damping ratio ranging between 2% and 5%. They also 
observed that the incompatibility is strong for deep arrays with no significant imped-
ance contrast, mainly due to the modelled wavefield conditions at the downhole sensors 
(Fig. 9). Even the ĸ0-informed D0, site estimate is larger than the laboratory-based D0, yet 
still lying close to the upper bounds of the statistical distribution of data. However, 
some authors questioned the relation between ĸ0 and the small strain damping, due to 
the wave scattering phenomena that may be relevant in the presence of complex stra-
tigraphy [121].  

Conversely, Kaklamanos and Bradley [122] observed the necessity of decreasing the 
laboratory-based D0, in order to reduce the high-frequency bias of the theoretical model 
with the observed amplification data. Actually, they recognized the limited physical 
background of such reduction, justifying it with some breakdowns of the 1-D propaga-
tion assumption. 

 

 
Fig. 9. D0 profiles and obtained D0,site profiles (dotted line) (a) for a shallow site with a strong 
impedance contrast and (b) a deep site (modified from Zalachoris and Rathje [42]). 
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In summary, one of the most important factors affecting the in situ attenuation esti-
mates is the presence of wave scattering phenomena, which is an additional dissipation 
mechanism not accounted in the laboratory measurements. Seismic wave scattering is 
a phenomenon characteristic of the wave propagation in heterogeneous media, where 
the multiple reflections and refractions lead to a non-planar propagation and to the dif-
fusion of the seismic energy.  

Generally, the scattering depends on the relative size between the heterogeneity and 
the wavelength and it holds only when they are compatible [123]. For seismic applica-
tions, where the frequency content is close to 1-10 Hz, the material fluctuations usually 
present in the soil deposits have a significant effect on the wavefield, hence the scatter-
ing is a relevant phenomenon [48]. As pointed out by Zalachoris and Rathje [42], the 
attenuation through wave scattering mechanisms is apparent. Indeed, the energy simply 
diffuses inside the medium instead of moving only towards the surface, which is per-
ceived as an energy loss on the surface ground motion [123]. 

The role of wave scattering in the propagation phenomena – hence, in the site re-
sponse analyses – limits the applicability of GRAs, that rely on the assumption of a 
planar wave field. For this reason, taxonomic schemes based on DH array data have 
been proposed to assess whether the 1-D approach is reliable [46; 124]. When the spa-
tial variability of the mechanical parameters is relevant, specific 2-D and 3-D Site Re-
sponse Analyses (hereafter, SRAs) should be carried out. A common approach is based 
on generating soil models by assuming the material properties as spatially correlated 
random fields (e.g., [48]). This approach considers a spatially-correlated statistical dis-
tribution of the mechanical parameters, characterized by variance and range, i.e. the 
distance at which the correlation diminishes. Huang et al. [125] observed that an in-
crease of the variance in the distribution – namely the degree of heterogeneity – induces 
a reduction of the mean AF, due to the stronger wave scattering in the soil model. The 
variation in the AF is stronger at high frequencies, as the wavelength is becoming 
smaller with respect to the size of the heterogeneity. Yet, the performance of 2-D or 3-
D analyses requires long computational time and involves a high degree of complexity 
in the model definition. 

An alternative way to mimic lateral heterogeneities and wave scattering phenomena 
consists in performing a Monte Carlo simulation, by generating multiple 1-D ground 
models with random VS realizations and keeping the damping value constant and equal 
to D0. Even though it does not explicitly consider lateral variabilities, the average re-
sponse accounts for the wave scattering that happens in real soil deposits [126]. A clas-
sical model for accounting for such variability is the Toro [127] model, that incorpo-
rates criteria for the VS and the layering randomization. Actually, several studies high-
lighted the limitations of the model (e.g., [5; 51; 128; 129]) and some adjustments in 
the parameters or even in the framework have been proposed [20]. The VS randomiza-
tion mimics the effects of damping at the site natural frequencies. Indeed, the realiza-
tions are soil profiles with different fundamental frequencies and the average of the 
responses results in a smaller and smoother peak. On the other side, it does not have 
any significant effect on the Fourier amplitude spectrum at high frequencies, hence it 
does not capture the behavior of κ [51]. Moreover, it does not allow to incorporate 
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complex phenomena as the presence of surface waves, that introduce additional low-
frequency oscillations [130]. 

6 Influence of D0 correction in GRAs 

A critical step in conducting GRAs is the definition of the soil model and the choice of 
the parameters. Indeed, the key issue is the non-existence of a priori conservative val-
ues for the mechanical parameters. For this reason, GRAs should be carried out by 
considering the parameter uncertainties in an explicit way.  

This section shows the influence of the uncertainties in D0 in the seismic ground 
amplification, by reporting two case studies. 

On one side, we assess the effect of D0 on a stochastic database of GRAs, which 
consists of the results of 3,202,500 EQL simulations performed over a collection of 
91,500 1-D soil models [131], subjected to seismic inputs of different intensity. In this 
specific study, we try to map the variations of D0 on the seismic amplification of a 
subset of soil models of engineering interest. In this way, we can figure out the role of 
D0 on the response of generic soil models under seismic conditions. 

On the other side, we assess the influence of D0 on a site-specific amplification study. 
For this purpose, we consider the site of Roccafluvione, in the Marche region, which 
was struck by the seismic sequence that started on the 24th of August 2016. The site 
was object of intense geological and geotechnical investigations, resulting in a detailed 
ground model. Foti et al. [19] performed EQL GRAs over a statistical sample of ground 
models generated through a Monte-Carlo simulation from the results of the investiga-
tions, to capture the effects due to the variability in VS and the MRD curves. In this 
paper, we analyze the variations in the site response due to changes in the D0 profile. 

In both case studies, the definition of the D0, site profile is a nontrivial operation. In-
deed, as mentioned previously, there is not a common procedure for its computation. 
Moreover, no detailed information is available, as there are not DH arrays at the site 
and no specific geophysical studies for its determination have been carried out. In these 
conditions, an estimate of D0, site can be provided through the procedure prescribed by 
Stewart et al. [14], who suggested dealing the difference between D0 and D0, site as an 
epistemic uncertainty. Therefore, for each ground model, we run parallel analyses by 
assuming different D0, site values, given as the sum of D0 – derived through empirical 
models – and a depth-independent additional damping ΔD, ranging between zero and 
5%. This specific study considered three possible ΔD values: 0% (i.e., D0, site coincides 
with D0), 2.5% and 5%. The analyses have been performed according to the EQL 
scheme, with the DEEPSOIL v7.0 software [132; 133]. 

6.1 Stochastic database of GRAs 

Setting of the GRAs. The procedure for the generation of the 1-D ground models con-
sists of a Monte-Carlo simulation, which randomizes a set of real soil profiles and as-
signs a VS profile and the MRD curves to each ground model. The extraction of the VS 
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profiles with respect to depth is performed by means of a Monte-Carlo procedure, ac-
cording to the geostatistical model proposed by Passeri [20], which represents an up-
grade of the one introduced by Toro [127]. This new model provides a physically-based 
population of soil models, compatible with the common geological features and the 
experimental site signatures. Then, the procedure computes the MRD curves derived 
from the literature models proposed by Darendeli [134], Rollins et al. [135] and Idriss 
and Sun [136]. The reader can refer to Passeri [20] and Passeri et al. [137] for further 
details about the model architecture and parameters for VS profiles generation, whereas 
information about the MRD curves assignment is available in Aimar et al. [131]. 

For the sake of simplicity, the study focuses on some groups of profiles of engineer-
ing interest. Fig. 10.a shows the investigated regions, represented in the VS,H-H domain, 
that are the time-weighted average of the VS profile and the thickness of the soil column, 
respectively. On one side, we include a group of relatively stiff ground models, charac-
terized by VS,H of 400÷450 m/s and bedrock depth close to 50 m, representative of grav-
elly soil deposits typical of the Alpine valleys (group A). On the other side, we consider 
three groups of soft soil deposits, with VS,H close to 250 m/s and sediment thickness 
ranging from 15 m (group B) to 50 m (group C) up to 120 m (group D). These groups 
represent different possible configurations of alluvial basins. Each set consists of a pop-
ulation of 200 soil models, which can be considered reasonable for statistical purposes. 
Following the recommendations prescribed in Stewart et al. [14], for each ground 
model we perform multiple GRAs, by computing D0, site as the sum of D0, derived ac-
cording to the above-mentioned literature models, and an additional damping ΔD equal 
to 0%, 2.5% and 5%. 

The definition of the seismic input motions refers to two Italian sites, characterized 
by a small-to-moderate and high level of seismicity. The sites are Termeno sulla Strada 
del Vino and San Severo, characterized by an expected value of maximum ground ac-
celeration ag of 0.54 m/s2 and 2.07 m/s2, respectively (Fig. 10.b), referred for a return 
period of 475 years. For each site, 7 natural accelerograms are selected from accredited 
ground motion databases, in compliance with the criteria of seismological compatibility 
and spectral compatibility with the reference uniform hazard elastic spectrum [14; 138]. 

 
Fig. 10. a) Distribution of the groups of soil deposits in the VS,H-H domain; b) position of the 
reference sites in the Italian seismic hazard map. 
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Results. For each ground model, results of the GRAs are averaged through logarith-
mic mean with respect to the input motions, obtaining a representative response for 
every soil profile under the reference seismicity level. In order to describe the distribu-
tion of the results inside each group, the mean and the standard deviation of the spectral 
ordinates with respect to the ground models are computed, assuming a lognormal dis-
tribution of the data [131]. The procedure is applied for the four populations of ground 
models, for each level of additional damping.  

Fig. 11 shows the results in terms of AF for each group of soil models, for low and 
high seismicity. From the general viewpoint, we can notice that all the soil models ex-
hibit a smaller spectral amplification moving from high frequencies to periods ranging 
between 0.05 s and 0.2 s. Then, there is a peak at intermediate periods (i.e., 0.5÷1.1 s), 
corresponding to the average fundamental period of each soil group. These features are 
enhanced for increasing deformability and depth of the soil deposit. For an increasing 
level of seismicity, the amplification is smaller and the AF curves shift towards higher 
vibration periods, due to the rise of nonlinear phenomena. 
 
 

 
Fig. 11. Mean AFs for groups (a) A, (b) B, (c) C, and (d) D as a function of ΔD and seismicity 
level. 
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The impact of D0, site depends on the deformability of the ground model and on the 
level of seismicity. Its increase induces a smaller amplification, but the difference is 
negligible in shallow soil models (Fig. 11.a-b), with a maximum of 5% at high frequen-
cies and at resonance just in case of soft deposits. This result is consistent with the 
findings of Stewart and Kwok [7]. Conversely, variations in D0, site have a strong influ-
ence on the seismic amplification in deep and deformable soil deposits (Fig. 11.c-d). 
For instance, very deep models undergo a reduction of the AF up to 15% at resonance 
and 35% at high frequencies for ΔD = 5%. Similar features are observed under strong 
seismic input motions, even though the effect is less relevant. 

As for the variability in the stratigraphic amplification, Fig. 12 shows that it is higher 
in the range of intermediate periods, exhibiting a narrow peak close to the resonance 
period in case of shallow soil deposits. The increase of the D0, site induces a slight re-
duction in the variability of AF. This variation is negligible for low deformable soil 
models, whereas some differences are observed at short vibration periods in soft soil 
deposits. This kind of ground models, indeed, usually exhibits local variations – i.e., 
thin layers, in 1-D conditions – that usually induce strong variability in the response. 

 

 
Fig. 12. Standard deviation (in logarithmic scale) of the AFs for groups (a) A, (b) B, (c) C, and 
(d) D as a function of ΔD and seismicity level. 
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On the other side, increasing D0, site leads to an overdamping of the high-frequency 
components of the wavefield, that are more sensitive to such variations. Moreover, the 
effect of D0, site on the response variability is observed on soft soil models under strong 
seismic inputs (e.g., Fig. 12.c). A possible reason might be the shifting of the D curve 
towards higher values at large strains due to the increase of D0, site, resulting in an addi-
tional attenuation of the high-frequency components of the wave. 

6.2 The Roccafluvione Case-Study 

Setting of the GRAs. The stratigraphy of the Roccafluvione site is characterized by a 
25 m-thick stratification of silty sands, lying over a formation of sands and gravels. A 
MASW survey provided an estimate of the VS profile, shown in Fig. 13.a. The study 
adopts the MRD curves proposed by Ciancimino et al. [38], which is a specialized ver-
sion of the Darendeli [33] model, adapted to capture the specific behaviour of silty and 
clayey soils from the Central Italy area. More details about the stratigraphy and the 
parameter computation are available in Foti et al. [139]. 

The uncertainties of D0, site are simulated through the approach suggested by Stewart 
et al. [14]. More specifically, the study focuses on three soil models characterized by 
the VS profile shown in Fig. 13.a and D0, site computed as the sum of D0 and an additional 
contribution ΔD, equal to 0%, 2.5% and 5%. The D0 value is computed according to 
the model proposed by Ciancimino et al. [38], for a reference frequency of 1 Hz in order 
to account for the rate-dependence of this parameter. 

 

 
Fig. 13. a) VS profile obtained from the MASW survey; b) comparison between the elastic re-
sponse spectra of the input motions and the uniform hazard spectrum, for the return period of 50 
years. 
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The input motions consist of unscaled seismologically and spectrum-compatible ac-
celeration time histories, selected from accredited strong-motion databases. The refer-
ence hazard levels correspond to the target Uniform Hazard Spectra for the return pe-
riod of 50 and 475 years, provided by the National Institute of Geophysics and Volcan-
ology (INGV) [140] (Fig. 13.b). For each reference return period, ten time histories are 
selected. 

Results. For each ground model, results are averaged through logarithmic mean with 
respect to the input motions, obtaining a representative response for every soil profile 
under the reference ground motion. 

Fig. 14 shows the AFs for each ground model for the weak motions (Fig. 14.a) and 
the strong motions (Fig. 14.b). The models exhibit a large amplification of the spectral 
ordinates for a wide range of vibration periods, especially at short periods and close to 
0.25 s, which is the fundamental period of the soil deposit. 

 
Fig. 14. Mean AFs as a function of ΔD, for (a) the reference return period of 50 years and (b) 475 
years; maximum strain profiles for an input motion as a function of ΔD, for (c) the reference 
return period of 50 years and (d) 475 years. 
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The effect of the variations in D0, site results in a deviation between the curves: for 
increasing dissipative properties, AF is smaller and the peaks are smoother. This effect 
is strong for short vibration periods, as the dissipative properties mainly affect the high-
frequency components of the propagating wave, and at the resonance peak. For long 
vibration periods, the role of ΔD is negligible. When the seismicity level is higher, the 
role of D0, site is less significant, as the variation in terms of AF is smaller. Indeed, the 
maximum strain level increases of about one order of magnitude in all the ground model 
and the peak value shifts from 2×10-2% to 10-1%, as shown in Fig. 14.c-d. Therefore, 
the nonlinear behavior strongly influences the response of the soil deposit and the 
small-strain parameters are less important. 

It is interesting to compare the variations in the AF due to the epistemic uncertainty 
in the small-strain damping with the variability due to VS and the MRD curves. Such 
variability was computed by keeping D0, site as equal to D0 in Foti et al. [139], resulting 
in a distribution of AF represented by the interval defined by the mean and one standard 
deviation (in logarithmic scale) in Fig. 15.a-b. By overlapping the curves obtained as a 
function of ΔD with the AF distribution, we notice that a change in D0,site leads to a 
variation in the amplification which is not negligible if compared with the overall var-
iability of the results. Indeed, for ΔD = 2.5%, the AF is close to the lower boundary of 
the distribution, whereas a value ΔD = 5% leads to a large reduction of the amplifica-
tion, which lies completely below the bounds. This effect is relevant especially at high 
frequencies and close to the resonance peak. This difference demonstrates than varia-
tions in D0, site may have an impact as strong as the ones in VS and the MRD curves and 
its proper quantification is necessary for a good prediction of the ground response in 
seismic conditions. 

 

 
Fig. 15. Comparison between the AF distribution obtained by varying VS and the MRD curves 
and the AF curves as function of ΔD for (a) the reference return period of 50 years and (b) 475 
years. 
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7 Final Remarks 

The small-strain damping, along with the VS profile, governs the response of a site in 
the almost linear range of the stress-strain behavior. Specifically, it affects the ampli-
tude of the amplification functions.  

In the present paper, the critical issues associated to the determination of the small-
strain damping were firstly treated. Several tests can be carried out to measure the soil 
damping, either in laboratory or in situ through specific geophysical investigations. 
Each test is of course characterized by different advantages and disadvantages which 
may affect the measured values, but besides the differences a main bias emerges: the 
small-strain damping observed in field is usually higher with respect to the one meas-
ured in laboratory. These differences are generally attributed to wave scattering mech-
anisms that cannot be captured by laboratory tests. This bias affects the overall site 
response. A GRA performed neglecting wave scattering phenomena will in fact lead in 
an overestimation of the seismic motion at the surface, as shown by the comparisons of 
GRAs results with the actual motions measured by borehole arrays. 

Although these differences are nowadays well-recognized, the difficulties associated 
with the determination of D0, site lead, usually, to the adoption of laboratory-based val-
ues, neglecting wave scattering phenomena. Moreover, the uncertainties associated to 
the small-strain damping are generally thought to be less relevant when compared, for 
instance, to the variability coming from the VS profile and the MRD curves, especially 
when soil nonlinearity is involved. 

A stochastic database of GRAs was then used in the present study to assess the actual 
influence of the small-strain damping on the seismic amplification. The study involved 
four different groups of 200 soil profiles subjected to seismic inputs of different inten-
sity. Each group corresponds to a specific range of VS,H and bedrock depth. In order to 
study the influence of wave scattering phenomena, for each ground model multiple 
GRAs were performed by computing D0, site as the sum of laboratory-based D0 and a 
ΔD, assumed to be equal to 0%, 2.5% and 5%. The results show a moderate impact of 
the small-strain damping. The differences start anyway to be relevant when deep and 
deformable models are considered. For these models, a reduction of the average ampli-
fication function is observed up to 15% at resonance and to 35% at high frequencies, 
when ΔD is assumed to be 5%. 

Subsequently, the influence of D0 on a specific case-study was assessed by consid-
ering the well-documented Roccafluvione site. Different input motions were selected 
to match the Uniform Hazard Spectra of the site for the return periods of 50 and 475 
years. A considerable impact of the small-strain damping was observed even when the 
soil profile is subjected to the higher seismicity level. For an increasing level of ΔD the 
amplification functions get significantly reduced and the peaks become smoother. The 
variability coming from ΔD was then compared to the range of amplification functions 
defined considering the uncertainties related to MRD curves and VS profile of the site. 
At least for this specific situation, ΔD seems to be even more relevant with respect to 
the uncertainties in the other parameters. The amplification function at high frequencies 
falls in fact outside the range previously defined when at least a ΔD of 2.5% is taken 
into account. The role of ΔD becomes negligible just for periods higher than 0.5s.  
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It is quite evident that the differences between site and laboratory values of the damp-
ing cannot be a priori neglected. The uncertainties related to D0 have in fact proven to 
be relevant in specific situations, leading to a modification of the expected ground mo-
tion at the surface. At the current state of practice anyway, there are not effective meth-
ods to take into account the differences between laboratory and site values of D0. More 
efforts should then be devoted to improving our knowledge on the topic in order to 
develop specific and effective tools to manage the uncertainties related to the small-
strain damping. 
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