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Anomaly detection aims at finding unexpected patterns in data. It has

been used in several problems in computer networks, from the detection

of port scans and DDoS attacks to the monitoring of time-series collected

from Internet monitoring systems. Data-driven approaches and machine

learning have seen widespread application on anomaly detection too, and

this trend has been accelerated by the recent developments on Artificial

Intelligence research. This chapter summarizes ongoing recent progresses on

anomaly detection research. In particular, we evaluate how developments on

AI algorithms bring new possibilities for anomaly detection. We cover new

representation learning techniques such as Generative Artificial Networks

and Autoencoders, as well as techniques that can be used to improve models

learned with machine learning algorithms, such as reinforcement learning.

We survey both research works and tools implementing AI algorithms for

anomaly detection. We found that the novel algorithms, while successful in
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other fields, have hardly been applied to networking problems. We conclude

the chapter with a case study that illustrates a possible research direction.

Keywords: Anomalies, Representation learning, GANs, Autoencoders,

Reinforcement learning.

1.1. Introduction

Authors of [15] define anomaly detection as the “problem of finding patterns

in data that do not conform to expected behavior”. In computer networks

anomaly detection techniques have been employed in several tasks, such as

finding nodes compromised by malware, triggering alerts in network monitoring

systems and pinpointing faults reported in service logs.

Most anomaly detection algorithms used in networking problems are based

on techniques proposed for other scenarios. Methods to perform anomaly de-

tection are indeed researched and exploited since decades before the develop-

ment of the Internet itself – from the study of outliers in probability distribu-

tions to the search for frauds in pre-Internet systems, e.g., banking systems.

The surge on data coming from networked applications (e.g., social networks,

IoT devices, cyber-physical systems) together with the measurements needed

to operate these applications have pushed anomaly detection further. Anomaly

detection more than ever requires techniques and algorithms able to uncover

anomalous behaviors on datasets that are large, complex and diverse.

Initial approaches ported to the network anomaly detection problem have

been strongly rooted in rules-of-thumb, statistics, information theory and ma-

chine learning. Threshold-based anomaly detection, for instance, has been

widely adopted in cyber-security for the detection of port scans and DDoS
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attacks. Similarly, diverse statistical solutions have been employed to identify

anomalies on time-series exported by Internet telemetry systems. As more and

more data became available, data-driven solutions gained momentum. Machine

learning algorithms for prediction, clustering and classification have been ap-

plied on anomaly detection thanks to their good capabilities to automatically

learn patterns from data. The trend has been exacerbated in recent years: The

continuous growth on data availability, the unprecedented increase on com-

puting resources and breakthroughs on AI research have allowed data-driven

solutions to solve new complex problems on various fields. Some of these break-

throughs have potential to revolutionize the research on anomaly detection too.

This chapter summarizes ongoing recent progress on anomaly detection

research. We first introduce the anomaly detection problem. Starting from

a comprehensive survey [15], we summarize the classic techniques and key

applications of anomaly detection on network monitoring. Building upon the

taxonomy proposed by the authors of [15], we evaluate how developments on

AI algorithms bring new possibilities for anomaly detection. More concretely,

we here answer the following questions:

• How have anomaly detection techniques evolved in the last 10 years?

• What are key tools implementing anomaly detection? Are they profiting

from recent advances in AI and deep learning?

This chapter provides a picture of anomaly detection algorithms that are

emerging from advances on AI research. We here do not aim at providing a

comprehensive survey on the topic, but instead illustrate the progress on the

field discussing significant and recent works. In the following, Section 1.2 de-

fines anomaly detection, introduces the taxonomy used as basis for our dis-

cussion, and reviews classic anomaly detection methods. Section 1.3 describes
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how recent AI developments are influencing the anomaly detection landscape.

Section 1.4 summarizes key tools and frameworks implementing anomaly de-

tection, and discusses whether they profit from the identified AI-based ap-

proaches. Section 1.5 concludes the chapter with our view on a possible future

development with a case study on anomaly detection on graphs.

1.2. Definitions and classic approaches

Anomaly detection in networked applications are studied since early days of

the Internet. Many surveys have summarized the developments in the field [13,

38, 37, 4]. In this section we introduce the definitions and the taxonomy used

throughout the chapter, which is based on [15]. We then conclude the section

with a brief summary of classical anomaly detection approaches.

1.2.1. Definitions

The term Anomaly detection aggregates many different, yet related, tasks.

As said before, we adhere to the somehow loose definition by authors of [15]

and consider an anomaly any unexpected behavior in a data variable. Novelty

detection, outlier detection and rare event detection are some of the related

tasks that are commonly found in the literature, which we group together as

anomaly detection.

Outliers are values detached from the remaining samples. For example,

given a random variable, an outlier can be a value that should not happen

because it is out of the acceptable variable range, or because it falls far from

the expected value. Rare events are usually defined similarly – points falling
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Application Domains
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• Configuration
• Accounting
• Performance
• Security
• Service levels
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Semi-supervised
Unsupervised

Output
Discrete
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Anomaly Detection
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• Deep Neural Networks
• Representation Learning
• Autoencoders
• Generative Adversarial Networks
• Reinforcement Learning

Figure 1.1: A taxonomy for anomaly detection problems and techniques (based

on [15]).

far from expected values. However, they represent events that are known to

happen rarely. As such, some anomaly detection algorithms may consider such

events as normal, even if they deviate from common patterns.

Finally, novelty represents a behavioural (and possibly permanent) change

of a variable. Unlike outlier detection, where deviating points have been seen

before (in training), novelty detection aims at capturing whether a new sample

is an outlier compared to the past or not. Here again the surge of a novelty

can be considered an anomaly, as the novel points diverge from the usual

patterns. Some novelty detection algorithms however try to identify whether

points deviating from expected patterns represent indeed such a change in

behaviour, thus tagging the change as novelty, rather than an anomaly.

5



1.2.2. Anomaly detection: A taxonomy

The authors of [15] characterize anomaly detection techniques from two differ-

ent angles. We reproduce and extend this taxonomy in Figure 1.1 and use it

in the remainder of the chapter to position novel AI-based anomaly detection

algorithms. According to the taxonomy, anomaly detection can be character-

ized by the application domain and the problem characteristics from one side;

and, from the other side, by the research area leading to the algorithm.

In terms of application domains, in contrast to [15], we borrow the Func-

tional Areas of the well-known taxonomy for network and service management

proposed by IFIP.1 This taxonomy is a convenient way to characterize appli-

cations in telecommunications, thus suiting perfectly our scope as we discuss

anomalies in computer networks only. It groups network management prob-

lems in fault, configuration, accounting, performance, security, service level

(e.g., QoS) and network events. When illustrating new anomaly detection tech-

niques, we will provide examples using these domains.

Each anomaly detection task has its own problem characteristics: The

nature of the input data, the type of anomaly, the labels available for the

learning phase and the output format. We will discuss these features in details

next. Finally, the same problem can be faced using techniques that come from

different research areas. This chapter will focus on techniques emerging from

recent advances on AI research. We will cover it in details on Section 1.3.

1http://wg66.ifip.org/taxonomy.html
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1.2.3. Problem characteristics

Nature of data refers to the input data at hand. Anomaly detection aims at

finding anomalous data instances. The applicability of an algorithm depends

both on the data type of instances and the relationship among instances.

Instances are represented by attributes of different types, such as text, inte-

ger numbers or images/video. Anomaly detection may be performed over sin-

gle or multiple attributes (i.e., multivariate problem). The multiple attributes

that characterize instances can eventually be of different types.

Data instances may be related to each other according to some criteria.

Point data refers to instances with no relationship, e.g., a dataset composed

of multiple images or a collection of server log files. Anomaly detection could

be used to detect instances deviating from the “usual” ones. Time-series are

instances recorded over time. The anomaly detection task could be to find out-

liers in the series. Instances connected based on any other generic relation are

called graph-based, e.g., the graph of Autonomous System peering. Anomaly

detection could be applied to find anomalous connections between instances.2

Anomaly types refer to anomaly macro-categories. Anomalies are classi-

fied as pointwise, collective or contextual [4, 13, 51], regardless of the nature

of data. Examples are provided in Figure 1.2 considering a numeric attribute

forming a time-series.

Pointwise anomalies are individual data instances that diverge in a dataset.

We see an example in Figure 1.2(a), in which a single spike deviates from the

regular behavior of the series. Examples of pointwise anomalies in network

security and performance domains are (i) an abrupt rise in the number of

2Other categories are found in the literature, such as spatial and spatio-temporal [15] –

those are not discussed here for brevity.
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Figure 1.2: Examples of anomaly macro-categories.

packets reaching a server during a DDoS attack and (ii) increases in the RTT

between two networks due to a temporary congestion.

Contextual anomalies are cases where an instance becomes anomalous

thanks to its context, even if it would not be anomalous in isolation. Fig-

ure 1.2(b) provides an example. A single low value appears while the series

is reporting (smooth) high values for the attribute. However, low values are

expected to be seen in other contexts. In network accounting, such behavior

could represent the bytes per hour in a backbone link during a short daytime

outage. Yet, low values would still be expected during night periods, thus char-

acterizing the contextual anomaly in the former case.

Collective anomalies are cases in which various data instances, in conjunc-

tion, form the anomaly. Figure 1.2(c) provides an example. Here a time-series

that periodically oscillates suddenly changes trend. Whereas the newer values

remain in the same range, they collectively change the series behavior. This

is a classic example sometimes considered as novelty, as the changed behavior

may become the new normal after the anomalous transition. A permanent de-

crease or increase in traffic volume in a link caused by a fault on peering links

could produce a similar anomaly.
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Labels refer to the presence or not of ground truth that confirms that a

particular data instance is anomalous. Having ground truth allows us to rely

on supervised techniques, i.e., algorithms that learn the anomalous patterns

from labeled datasets. When only the normal behavior is known, the problem

is defined as semi-supervised. When neither normal nor anomalous instances

are known, the problem is considered unsupervised.

Finally, output defines the format of the prediction provided by the

anomaly detection algorithm. Most commonly, algorithms output either a dis-

crete label (e.g., anomalous and normal) or a score, defined according to the

problem at hand. For example, the anomaly score can represent the deviation

of a particular instance from parameters of a probability distribution computed

over normal instances, or it can report an arbitrary distance metric between

new instances and the expected value for normal instances.

1.2.4. Classic approaches

Next section will explore anomaly detection approaches based on recent AI

developments. To position them, we here make a brief summary of classic

anomaly detection approaches.

Anomaly detection has been faced with multiple machine learning and

data mining algorithms. In fact, most classic algorithms used for classifica-

tion and clustering can be applied on anomaly detection too. As for classifica-

tion algorithms, for example, anomalies can be detected by training a model

to recognize the normal or anomalous instances. Clearly, labels are needed for

training these supervised algorithms, thus limiting their applicability. In some

cases, to partially solve this issue, only normal instances are labeled, forcing
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any testing instance not assigned to a class to be marked as anomalous. In the

case of clustering algorithms, data points are split into clusters based on arbi-

trary distance measures, which may be problem-specific. Points belonging to

small clusters as well as those left unassigned are considered possible anoma-

lies. As we will discuss later, many recent AI algorithms target classification

and clustering problems. As such, they can be applied to anomaly detection

following the above steps.

Statistical anomaly detection is instead based on the assumption that

normal instances can be mapped to a stochastic model. Algorithms in this

category mark as anomalies, instances that deviate partially or completely

from the model. A classic technique belonging to the category is the so-called

boxplot rule, which marks data instances as outliers considering a reference

probability distribution.

Many algorithms have been derived from the information theory re-

search. These techniques exploit different measures to quantify the informa-

tion in a dataset, with the entropy being the most well-known alternative. For

example, when considering entropy, some algorithms assume that normal in-

stances would present attributes with a relatively low entropy, whereas the

introduction of anomalies would cause an increase in entropy.

Several other categories of anomaly detection algorithms have been docu-

mented in the literature, and readers are invited to refer to [3, 6, 35, 4, 37, 13,

51] for a deeper discussion on them.
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1.3. AI and anomaly detection

Recent advancements in AI and deep learning in particular have also con-

tributed to anomaly detection research. In this section, we discuss some of the

most relevant developments and new methodologies that can be applied for

this purpose.

1.3.1. Methodology

We have performed a literature survey to identify the research areas that drive

novel trends in anomaly detection. First, we have used a research portal3 to

select top conferences and journals (based on conference H-indexes or journal

impact factors) that cover AI, machine learning and data mining. Among a

wide set of topics, we have picked five broad, yet relatively recent, research

directions that had contributions to anomaly detection research. While doing

this process, we have collected articles that apply the chosen techniques to the

anomaly detection problem, even if not related to computer networks. Finally,

we complemented these articles with others by performing a targeted search on

google scholar using anomaly and novelty detection as keywords together with

the identified research areas (e.g. anomaly detection representation learning).

In the remainder, we illustrate the applicability of the identified approaches

by listing only some of the most relevant articles in each area, published in

recent years. By doing so, we intend to give the reader the big picture and the

intuition behind each approach. The reader shall thus consider these references

as entry pointers to further explore the topic if needed.

3http://www.guide2research.com
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Figure 1.3: Example of Deep neural network with 4 hidden layers.

1.3.2. Deep neural networks

Deep Neural Networks are neural networks that have many hidden layers be-

tween the input and the output layers (see example in Figure 1.3). Research

on DNNs has gained momentum in the last decade, thanks to the increase on

computing capabilities and on data availability, and had led to breakthroughs

in many machine learning tasks [40]. DNNs have been indeed useful for multi-

ple problems, such as classifying images and voice, as well as time-series pre-

diction. As such, they can be used for anomaly detection too, similarly to the

classic approaches described on Section 1.2.4. DNNs are praised for their capa-

bility to generalize well and to work on complex input data without complex

feature engineering [40], achieving high performance, e.g., high precision in

classification problems.

DNNs can be built based on multiple architectures that suit best differ-

ent problems. For example, in Recurrent Neural Networks [61] each node in

the hidden layers forwards its result not only to the next layer, but also to
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itself. This scheme allows the network to remember patterns of previous data

instances, e.g., helping the network to learn temporal patterns. Long Short-

Term Memory [27] networks generalize the idea introducing an architecture

able to remember information about long-term sequences. In Convolutional

Neural Networks, nodes rely on convolutional matrices [33] to compute out-

puts. This scheme works as a filter, allowing the network to extract complex

features from the input data. CNNs have been used successfully for image pro-

cessing, e.g., due to their capacity to identify image borders.

Applied to anomaly detection, DNNs can be used similarly to how classic

machine learning was used, e.g. using supervised learning in case the anomalous

labels are present, or using approaches such as one-class classification where

the goal is to learn to identify membership to one class (e.g., normal) only

from past examples of this class.

The work presented in [53, 54] illustrates the applicability of CNNs to the

detection of anomalies in images and videos. Authors of [53] deploy a cascade of

DNNs to identify anomalies in crowded scenes. Their solution achieves state-of-

the-art performance, but requiring shorter identification time. Authors of [54]

improve the method by transferring a pre-trained CNN classifier into a fully

convolutional network. The obtained model further reduces the computational

time, thus being suitable for real-time applications, such as video surveillance.

Authors of [64] study a hybrid solution to find anomalies in multivariate

time-series, which can be applied to networking problems too. It is based on

a one class classifier built upon a Convolutional Long-Short Term Memory

network. The solution can identify anomalies as well as report their severity

and root-causes, e.g., sensors creating the anomalous series.
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Specifically considering security and intrusion detection, authors of [17] de-

ploy a Channel Boosted and Residual learning classifier based on Deep Con-

volutional Neural Networks. A one-class classifier is trained to identify normal

instances of the KDD-NSL dataset. Similarly, in [7], authors develop a super-

vised DNN framework to identify anomalies focusing on interpretability. The

framework provides prediction confidence, textual description of anomalies and

the most important features used for prediction. Authors of [47] provide a com-

parison of different DNN architectures for intrusion detection. Using public

datasets (again KDD-NSL), they show that DNNs achieve better performance

than state-of-art classifiers supervised classifiers.

As a final example, authors of [19] propose DeepLog, a deep neural network

based on LSTM that models system logs as natural language. By learning

normal patterns from the logs (i.e., in a semi-supervised anomaly detection

setup), the network detects when log patterns deviate from the trained model.

The model then evolves based on users’ feedback.

Takeaway: DNNs are revolutionizing supervised learning on different prob-

lems and, as for classic approaches, are used for anomaly detection. The sur-

veyed works have tried various NN topologies, suitable for different types of

data. Similar path could be followed for networking problems.

1.3.3. Representation learning

The advent of deep learning and its automated feature learning abilities has

opened the way to advances on representation learning. This latter includes

the vast collection of techniques that directly or indirectly allow to learn rich

features or representations from unstructured data [10].
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Applied to anomaly detection, the idea would be to constrain the learned

representations to produce a latent space where normal and anomalous (or

novel) samples can be easily separated. Known examples that use such a trick

are the auto-encoders, which will be further developed in the next section: They

learn small latent vectors from which it is possible to reconstruct the original

input data. Anomalous instances can be in this case detected by measuring the

reconstruction errors [25, 42].

A number of recent work follows the representation learning ideas. Authors

of [1] propose to augment the above reconstruction error approach with an

additional surprisal metric, which assesses how likely a representation should

occur under the learned model. The authors argue that detecting anomalies

can leverage two approaches: (i) the ability to remember what has been seen

and (ii) the ability to spot novelties, i.e., surprisal. They propose a novelty

score that incorporates both. For the first, they leverage the reconstruction

error. For the second, they learn an autoregressive model on the latent vectors

of the autoencoder and use the resulting likelihood of the latent vector as a

proxy for surprisal.

On the same line, authors of [34] leverage the learning of latent represen-

tations of normal instances in multiple domains, and the learned boundaries

between normal and anomalous in some specific domains (for which they have

a ground-truth) to transfer anomaly detectors from source domains (super-

vised, known) to target domains (unknown).

A somewhat similar intuition has been used for multi-view anomaly detec-

tion [31] where data instances can have multiple views – e.g., a video repre-

sented by audio, video and subtitles; a face that has multiple views; pages that

have versions in different languages. The intuition is to have multiple views
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of normal data instances generated from the same latent vector, while data

instances that are anomalous shall have multiple latent vectors.

Another related approach has been proposed by the authors of [22] for

anomaly detection in images. They train a classifier to distinguish between a set

of geometric transformations applied to images. The learned representations in

this auxiliary task is useful to detect anomalies at testing phase, by analyzing

the output of the model when applied on transformed images.

Authors of [11] couple a similar approach with a student-teacher framework

for unsupervised anomaly detection and pixel-precise anomaly segmentation in

images. While the teacher network learns latent features from a set of images,

an ensemble of student networks is trained to regress the teacher’s output

on anomaly-free input. When fed with data with anomalous parts during the

testing phase, the student networks will exhibit higher regression errors and

lower predictive certainties in areas involving anomalies.

Takeaway: Representation Learning groups a set of techniques that can

learn a latent feature space derived from the input variables. An anomaly is

any instance whose latent features are significantly distinguishable from others.

Representation Learning has been applied to different data types and scenarios

with multiple different algorithms.

1.3.4. Autoencoders

A famous representation learning technique which we further detail now is

Autoencoders. These are neural networks that compress the input data into

a latent space and, then, reconstruct the input based on the latent variables.

Figure 1.4 depicts the basic idea: considering X as input, the encoder (left)
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compresses the input to a latent space h = f(X). The decoder (right) recon-

structs the input based on h, with X ′ = g(h). The quality of the reconstruction

is then evaluated by means of the reconstruction error.

Encoder

Decoder

X X’h

Figure 1.4: Basic autoencoder structure.

The autoencoder is trained with normal instances for anomaly detection.

Then, the reconstruction error grows when the autoencoder is fed with anoma-

lous instances during the testing phase, pointing to anomalies. Autoencoders

are largely used to detect anomalies in images, videos and text, but have found

applications in several other scenarios too. For example, authors of [68] pro-

pose a deep autoencoder – called Robust Deep Autoencoder – that not only

discovers high-quality, non-linear features from input instances, but also elimi-

nates outliers and noise without access to clean training data. The model takes

inspiration form Robust Principal Component Analysis, as defined in [14]. It

aims at splitting the input instances into two parts: a low-dimensional repre-

sentation of the input data, that can be effectively reconstructed by a deep

autoencoder, and another one that contains element-wise outliers.
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Authors of [16] highlight challenges for the application of autoencoders on

anomaly detection, in particular the sensitiveness of the technique to noise and

the need for large training sets. The authors then propose RandNet, an ensem-

ble of autoencoders relying on different NN architectures for outlier detection.

In a somehow similar direction, authors of [69] present the Deep Autoencod-

ing Gaussian Mixture Model, which combines a compression network with an

estimation network. The joint optimization of the two networks is claimed to

improve performance of unsupervised anomaly detection on multivariate, high-

dimensional data.

The assumption that autoencoders produce large reconstruction errors for

every anomaly is questioned in [23] and others [69, 65, 25]. Some anomalies

may be subtle, and the autoencoders may generalize normal instances to the

point of overlooking anomalies. Authors propose the Memory-Augmented Au-

toencoder, i.e., MemAE, which memorizes prototypes of normal instances. In

testing phase, the network will always use one of the prototypes in memory for

reconstruction, hopefully increasing the reconstruction error in case of anoma-

lies.

Finally, a similar problem is targeted in [9], emerging when the dataset used

for training the autoencoders is contaminated with anomalies (e.g., noise). The

autoencoders could learn how to reconstruct the anomalous instances, reducing

the reconstruction error for other anomalies. To counter this problem, authors

employ an adversarial autoencoder: A GAN is trained using the encoder output

and an arbitrary prior, so to identify and remove possible anomalies already

during training phase. This leads us to the next family, GANs, which we discuss

in details next.
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Takeaway: Autoencoders are among the most well-known Representation

Learning techniques. They compress the input to a latent space. By decom-

pressing the latent features, the reconstruction error is used to spot anomalies.

Most surveyed works apply the technique to tabular, video or image datasets.

1.3.5. Generative adversarial networks

Statistical anomaly detection relies upon models, e.g., density functions

learned from the normal data. Generative Adversarial Networks [24] are a re-

cent alternative to learn density functions using two neural networks in an

adversarial setting. As such, they can be used to learn density functions for

anomaly detection too.

Figure 1.5 summarizes the GAN architecture. The two networks compete

against each other. The Generator G takes noise as input, e.g., independent

samples from a Gaussian Distribution. G has the goal to generate instances

G(z) that resemble the real data (x ∼ Pr in the figure). The Discriminator

D acts as a binary classifier whose aim is to distinguish between real (x) and

generated (G(z)) samples. The loss function used on training takes into account

the similarity between the data generated by G and the distribution of real

data. The two networks thus have opposing objectives: While G must learn how

to generate realistic samples, D should distinguish real and synthetic samples.

GANs have been used for detecting anomalies on images and high-dimensional

tabular data. Thus, the approach can be applied on networking problems too.

One possible way to apply GANs for anomaly detection consists on training

a GAN with the normal data (i.e., semi-supervised). The model learned by

the generator G is then used to decide whether new instances are anomalous.
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Generator 
G

Discriminator 
D

z ∼ Pz G(z)

x ∼ Pr

Real/Fake?

Figure 1.5: Basic generative adversarial network architecture.

Authors of [55] develop f-AnoGAN that performs such steps using tomography

images. AnoGAN is based on an anomaly score. When applying the system to

unknown images, these images are mapped back to the latent space z. The score

is computed based on the fact that the latent space has smooth transitions –

i.e., neighbors in z produce similar images. As such, any normal image should

be mapped nearby previously known normal images.

Authors of [50] combine GANS and autoencoders to learn latent repre-

sentations of in-class examples. The discriminator D is used for refining the

latent space of an auto-encoder improving the detection of images diverging

from a given class. The approach adopted in [41] combines the generator and

the discriminator (both LSTM networks) to devise an anomaly score for high-

dimensional, multivariate time-series coming from sensor networks.

Authors of [63] propose a similar approach, called Adversarially Learned

Anomaly Detection (ALAD). It is based on bi-directional GANs, a concept

proposed in [18], which learns a network to perform the inverse map back to the

latent space simultaneously to the training of the generator. A similar strategy
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is adopted also in [5]. All the mentioned approaches are semi-supervised, as

they require prior knowledge of the normal image samples to train the models.

Takeaway: GANS are another example of Representation Learning algo-

rithms that can be used to spot anomalies. The application of GANs to anomaly

detection is however less straightforward, usually requiring additional steps to

obtain a latent space that highlights anomalies. Alternatively, the GAN dis-

criminator is often used as classic supervised machine learning algorithms to

learn normal/anomalous patterns.

1.3.6. Reinforcement learning

Reinforcement Learning, in the context of artificial intelligence, is a type of

dynamic programming that trains algorithms using a system of reward and

punishment. A reinforcement learning algorithm learns by interacting with its

environment. The agent of the algorithm, e.g., a self-driving car, interacts with

its environment and receives rewards depending on how it performs, e.g., driv-

ing safely. Conversely, the agent receives a penalty for performing incorrectly,

e.g., crashing with another car. The agent learns without intervention from a

human by maximizing its reward and minimizing its penalty. RL proved to

be a great solution to problems that require decisions which influence and are

influenced by the environment.

RL main contribution for anomaly detection is on helping finding good data

points for training other techniques. This goal is complementary to the pre-

viously discussed algorithms. For example, in domains such as cyber-security,

attack scenarios change continuously. As such, it is important to have a con-

tinuous learning system. This could be achieved using online learning where
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a supervised signal is fed back to the system to update models with novel

data. Alternatively, one could formulate anomaly detection as a reinforcement

learning problem. In a nutshell, the RL model is trained by giving it reward

in accordance with a metric of the quality of detected anomalies. Thanks to

the exploration algorithms in RL, the model will find more anomalies and thus

get rewards. Then the system maximizes the reward by improving the qual-

ity metric, becoming better in finding anomalies over time. Note that the RL

techniques would change the data distribution of samples with respect to other

techniques, e.g., random sampling.

The first attempts to use RL for anomaly detection are not recent. The work

in [21] is one of the first to combine anomaly detection and RL. The author

applies adaptive neural networks to detect intrusion on networked systems.

The method is capable of autonomously learning new attacks using feedback

from the protected system, autonomously improving performance over time.

Authors of [43] focus on fraud detection, combining probabilistic techniques

with RL. The methodology computes deviations from the expected Benford’s

Law distributions as an indicator of anomalous behaviour. Authors of [57]

study networks attacks as a traffic anomaly problem using RL for detection.

RL agents analyse different parameters of traffic data to distinguish legitimate

and DDoS traffic.

Many techniques that use RL for anomaly detection together with other

recent developments on AI systems have been proven effective. Authors of [29]

propose a time-series anomaly detector powered by RL and a Recurrent Neu-

ral Network. The technique (i) makes no assumption about the underlying

mechanism of anomaly patterns, (ii) works without any threshold setting, and

(iii) keeps evolving with anomaly detection experience. Authors of [2] present
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a deep reinforcement learning for anomaly detection targeting surveillance

videos. They consider normal and abnormal videos as bags and the selection

of videos clips as actions. The network then computes probabilities for each

video segment in both anomalous and normal bags indicating how likely a clip

contains an anomaly.

In the context of cyber security, authors of [62] faces the problem of se-

quential anomaly detection, which consists in modeling and predicting a series

of temporally related patterns. RL helps to detect sequential behaviors by es-

timating the value functions of a Markov reward process. Sequential anomaly

detection is also studied in [48], focusing on streaming data gathered from

sensors. The authors solve the problem by using inverse reinforcement learn-

ing, where the goal is to detect inherent functions triggering the behaviour of

decision-making agents.

Authors of [36] propose an RL approach to detect cyber-attacks in smart

grids. The online attack detection is formulated as a partially observable

Markov decision process and solved with RL. Authors of [45] use a dis-

tributed reinforcement network for DDoS attack detection. Multiple reinforce-

ment learning agents are deployed on routers to throttle or rate-limit traffic

towards victims. Finally, authors of [44] focus on anomaly detection on motors

of Unmanned aerial vehicles. Using RL, the motor is judged to be operating

abnormally or not, dynamically changing the threshold on the environment

conditions.

Takeaway: RL complements the deep learning techniques by helping find-

ing good data points for training the algorithms. RL has been applied to net-

working problems, in particular in security scenarios.
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1.3.7. Summary and takeaways

Table 1.1 summarizes the research areas positioning the selected papers ac-

cording to the characteristics of problems faced by each reference. The table

includes the nature of data, type of anomaly, label and output format handled

by algorithms discussed in the references.

We can see heterogeneous interests regarding the applications faced by the

surveyed works, with several papers applying AI-based anomaly detection on

images, videos, tabular and textual data, etc. We have found some works that

apply the techniques on networking problems too. However, only a couple of

the application domains identified on Figure 1.1 have been covered so far.

Most works focus on point data and time-series, with a couple of initial

options facing anomalies on generic graphs. Semi-supervised and unsupervised

approaches dominate, proving it is still a difficult task to have datasets with

labeled anomalies. Finally, we observe a balanced picture regarding the output

aspect: the table shows almost as many algorithms yielding a discrete output

as those returning an anomaly score.

1.4. Technology overview

We now summarize recent tools that perform anomaly detection. We first focus

on alternatives maintained by top Internet players and available on popular

programming frameworks. Most of such options include classic techniques only

(i.e., as on Section 1.2). Noting the absence of mature alternatives based on

the novel AI methodologies, in particular available as open source, we close the

section listing libraries proposed in research papers.
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Table 1.1: Summary of reviewed papers.

Nature of Data Anomaly Type Labels Output
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[53] VD TS 3 3 3

[54] VD TS 3 3 3

[64] NM TS 3 3 3 3

[17] TAB PD 3 3 3

[7] TAB PD 3 3 3

[47] TAB PD 3 3 3

[19] TXT TS 3 3 3

[34] IMG/TAB PD/TS 3 3 3 3

[11] IMG PD 3 3 3

[1] IMG/VD PD/TS 3 3 3

[22] IMG PD 3 3 3

[31] TAB PD 3 3 3 3

[8] IMG PD 3 3 3 3 3

[68] IMG PD/GR 3 3 3 3 3

[16] TAB PD 3 3 3

[69] TAB PD 3 3 3

[23] IMG PD/GR 3 3 3 3 3

[9] TAB PD 3 3 3

[55] IMG PD 3 3 3

[63] IMG/TAB PD 3 3 3

[5] IMG PD 3 3 3

[41] NM TS 3 3 3

[50] IMG PD 3 3 3

[21] TAB TS 3 3 3 3

[43] TAB PD 3 3 3

[57] TAB TS/GR 3 3 3

[29] NM TS 3 3 3 3

[2] IMG/VD TS 3 3 3

[62] TAB TS/GR 3 3 3 3

[48] TAB TS 3 3 3 3

[36] TAB PD 3 3 3 3

[45] TAB PD 3 3 3 3

[44] TAB TS 3 3 3 3 3

Nature of Data:
1 NM (Numeric), IMG (Image), VD (Video), TXT (Text), TAB (Tabular).
2 PD (Point Data), TS (Time-series), GR (Graph).
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1.4.1. Production-ready tools

In this first part we survey tools actively used (and maintained) by large In-

ternet players or available as libraries on popular programming frameworks.

Our goal is to map what one can obtain in stable and active off-the-shelf tools,

potentially ready for production environments.

Prophet is an open source library maintained by Facebook for time-series

forecasting [60]. It works based on a modular/addictive regression model that

allows users to represent non-linear trends with different seasonality, e.g.,

yearly, weekly, daily etc. The prediction system is coupled with a module to

spot and report anomalies in the series, i.e., points falling outside predictions

with pre-determined confidence levels. Anomalies can be used to extend the

models, increasing the system precision. No particular novel AI algorithms are

employed for prediction or anomaly detection. Prophet is available both in

CRAN (for R) and PyPI (for Python).

Authors of [39] introduce Yahoo’s EGADS, an open source Java library

that implements a collection of time-series prediction models. The former in-

cludes algorithms such as Kalman filters, ARIMA and moving averages. The

time-series prediction is coupled with an anomaly detection module that com-

putes an anomaly score, e.g., using kernel-based or density-based change-point

detection. No particular novel AI algorithms are employed.

Microsoft offers its Anomaly Detector on the Azure platform. AI algo-

rithms are employed, but the source code and models are not open. Authors

of [52] describe some of the used algorithms, which target the detection of

anomalies in time-series. They combine Spectral Residual and Convolutional

Neural Networks, borrowing ideas of saliency detection in images, to increase

quality of anomaly detection on time-series.
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Similarly, Google offers anomaly detection in the cloud with its Streaming

Analytics & AI. Here again, hints of the used algorithms can be obtained

from research papers [58], where different types of deep neural networks are

trained with TensorFlow to predict future values of time-series. Anomaly de-

tection rules focus on collective anomalies making use of thresholds and prop-

erties of statistical distributions of data points.

Luminol is an open source python library developed by LinkedIn.4 It sup-

ports anomaly detection and time-series correlation. In the former case, Lu-

minol allows one to select the detection algorithm, e.g., based on time-series

bitmap representations or based on exponential smoothing. Luminol then pro-

vides an anomaly score and a correlation module to search for correlated

anomalies in different series.

Twitter offers its AnomalyDetection technology as an open source R

package. It can be used to detect anomalies in time-series as well as on vectors

of numerical values. The algorithms, described in [26], are built on classic sta-

tistical methods and, in particular, on a Seasonal Hybrid Extreme Studentized

Deviate (S-H-ESD) test. The test employs time-series decomposition and ro-

bust statistical metrics (e.g., median absolute deviation) for detecting anoma-

lies in the presence of seasonality.

In terms of frameworks, Scikit-learn [49] is a prominent example for Python.

It includes the Novelty and Outlier Detection library. The Scikit-learn

project implements many different machine learning algorithms that can be

used to make predictions that are passed on to the anomaly detection library. A

vast range of classic outlier and novelty detection algorithms are available, e.g.,

to calculate anomaly scores. Similar frameworks exist for R, Matlab and Java

4https://github.com/linkedin/luminol
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in different maturity levels. For example, ELKI Data Mining Framework is

an open source package that implements data mining algorithms in Java [56].

It includes methods for unsupervised data clustering as well as methods for

outlier detection, e.g., distance-based and clustering-based.

1.4.2. Research alternatives

Scikit-learn, StatModels5 and other well-established alternatives focusing on

anomaly detection do not include algorithms described in Section 1.3. Li-

braries and tools such Keras,6 PyTorch,7 and TensorFlow8 provide these AI

algorithms, but without explicit APIs for anomaly detection. This last step is

however covered by tools recently proposed in research works. We briefly pro-

vide some examples in the following.

Proposed in [66], Python Outlier Detection (PyOD) is a Python

toolkit focusing on multivariate data. The toolkit implements more than 30

anomaly detection algorithms, including a vast range of classic approaches,

outlier ensembles and different types of deep neural networks (e.g., autoen-

coders, using Keras). The same author maintains SUOD: A Scalable Unsu-

pervised Outlier Detection Framework [67], which focuses on accelerating

training and prediction when lots of detectors are available, e.g., to perform

anomaly detection with ensembles.

Some works discussed in Section 1.3 contribute open source implementa-

tions of the proposed techniques. Authors of [5] rely on PyTorch to train GANs

5https://www.statsmodels.org/
6https://keras.io/
7https://pytorch.org/
8https://www.tensorflow.org/
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for anomaly detection on images, delivering GANnomaly to the community.

Authors of [55] release f-AnonGAN that relies on TensorFlow for training

GANs on a similar scenario. Relying on TensorFlow, authors of [41] release

MAD-GAN for anomaly detection on time-series.

ARAE-AnoGAN focuses on text anomaly detection using a combination

of GANs and Autoencoders, implemented with TensorFlow. Authors of [30]

contribute telemanom, which performs anomaly detection on multivariate

time-series using the LSTM neural networks implemented with Keras/Tensor-

Flow.

Finally, considering anomalies in generic graphs, very few public tools can

be found, and virtually nothing implements recent AI algorithms. Authors

of [12] contribute with MIDAS, which finds anomalies on time-evolving graphs

using statistical tests. MIDAS searches for microcluster anomalies, defined as

suspicious edges arriving in bursts. Similarly, StreamSpot [46] reports anoma-

lies on evolving graphs (arriving as edge streams) using an algorithm based on

graph sketches and statistical tests.

1.4.3. Summary and takeaways

Table 1.2 summarizes the discussed tools, putting them in perspective of the

taxonomy in Figure 1.1. Interesting remarks emerge.

Firstly, production-ready tools (upper part of the table) are strongly con-

centrated around unsupervised techniques targeting point data and time-series.

This concentration can be explained by the vast availability of such data at the

involved Internet players, e.g., from telemetry of production systems. Inter-
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Table 1.2: Summary of the reviewed tools.

Nature of Data Anomaly Type Labels Output
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Facebook Prophet3 NM TS X X X X X X

Yahoo! EGADS4 NM TS X X X X X X

Microsoft Anomaly
Detector5

NM TS X X X

Google Streaming
Analytics & AI6

TAB PD X X X

LinkedIn Luminol7 NM TS X X X X X X

Twitter’s
AnomalyDetection8

NM/TAB PD/TS X X X X X

Scikit-learn Novelty
and Outlier Detection9

TAB PD X X X X X X

ELKI Data Mining
Framework10

TAB PD X X X

PyOD11 TAB PD X X X X X X X

SUOD12 TAB PD X X X

telemanom13 TAB TS X X X

GANomaly14 IMG PD X X X

f-AnoGAN15 IMG PD X X X

ARAE-AnoGAN16 TXT PD X X X

MAD-GAN17 NM TS X X X

MIDAS18 TAB GR X X X X

StreamSpot19 TAB GR X X X X
Nature of Data:
1 NM (Numeric), IMG (Image), VD (Video), TXT (Text), TAB (Tabular).
2 PD (Point Data), TS (Time-series), GR (Graph).
Websites:
3 https://facebook.github.io/prophet
4 https://github.com/yahoo/egads
5 https://azure.microsoft.com/en-us/services/cognitive-services/anomaly-detector
6 https://cloud.google.com/blog/products/data-analytics/anomaly-detection-using-streaming-analytics-and-ai
7 https://github.com/linkedin/luminol
8 https://github.com/twitter/AnomalyDetection
9 https://scikit-learn.org/stable/modules/outlier detection.html
10 https://elki-project.github.io
11 https://github.com/yzhao062/pyod
12 https://github.com/yzhao062/suod
13 https://github.com/khundman/telemanom
14 https://github.com/samet-akcay/ganomaly
15 https://github.com/tSchlegl/f-AnoGAN
16 https://github.com/tedyap/ARAE-AnoGAN
17 https://github.com/LiDan456/MAD-GANs
18 https://github.com/ritesh99rakesh/pyMIDAS
19 https://sbustreamspot.github.io
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estingly, the lack of supervised tools reconfirms the well-known problem with

the lack of ground-truth for building supervised models [20].

Secondly, tools found in research works (bottom part) focus on more elab-

orate datasets, e.g., multivariate time-series, tabular data, graphs and images.

Supervised and semi-supervised approaches are used, which can be explained

by the need for validation in such typical research settings. Recent AI algo-

rithms are employed, suggesting that the research community identifies these

algorithms as prominent alternatives to face anomaly detection on complex

datasets. However, in almost all cases, only the simplest anomaly type is faced,

i.e., pointwise anomalies. This fact suggests that more research work is needed

to face complex anomalies, e.g., collective anomalies on multivariate data.

1.5. Conclusions and future directions

Tables 1.1 and 1.2 confirm a lively landscape around the use of recent AI ad-

vances for anomaly detection. New algorithms such as GANs and autoencoders

have proven effective data-driven alternatives for a variety of problems. Yet,

several research challenges remain clearly ahead.

To name an example, the transition of algorithms from origin fields (e.g.,

computer vision and speech synthesis) to network problems is not straightfor-

ward. The latter is characterized by multiple and diverse data sources, forming

inherently complex relations, i.e., a multimodal graph-based problem.

Explicitly representing network monitoring datastreams with their relations

is a prominent way to face anomaly detection – i.e., a graph-based problem.

For example, one could couple logs of network devices and traffic telemetry

with network topological information to search for complex network anomalies.
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However, we see in Table 1.1 that only a few papers have applied AI-based

anomaly detection to graph-based problems so far.

Authors of [51] provide a survey of anomaly detection research on dynamic

graphs. An intrinsic problem, which illustrates the challenge, already emerges

from basic definitions: As graphs are used to represent complex and arbitrary

relations, the definitions of anomalies on a graph change widely according to

the problem at hand.

For static graphs, the previous work lists (i) anomalous vertices, i.e., data

instances with too many or too few connections; (ii) anomalous edges,

i.e., connections whose weights deviate from expectations; (iii) anomalous com-

munities, i.e., densely connected subgraphs whose aggregation deviates from

expectations. Other anomalies emerge if one considers evolving graphs, such

as (iv) an event, i.e., a pointwise change in the graph in a time instant; or (v)

a change-point, i.e., a permanent change in the graph structure. The dynamic

graph case has been faced by some recent works [12, 28, 32], but using classic

anomaly detection approaches only.

Exploiting graph relationships is particularly useful when it comes to study-

ing network anomalies. Take a graph representation for flows observed on a

network link, with vertices representing hosts and edge weights representing

the number of packets exchanged between a pair of hosts. Searching for groups

of vertices – e.g., hosts with strong communication patterns – helps to isolate

events on the network, eventually pointing to anomalous and coordinated be-

haviours that would have been otherwise hard to spot. We profit from such an

approach to detect coordinated activities in darknet traffic in [59].

Darknets are sets of IP addresses advertised without hosting any services.

Darknets are deployed with the purpose of collecting unsolicited packets reach-
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ing a network. They are used to monitor events such as the spreading of mal-

ware and network scans. Without hosting services, darknets still receive sub-

stantial amount of traffic, e.g., traffic from bots participating in a botnet.

Anomalies in darknet traffic (e.g., novel behaviours) can help to shed light on

emerging botnets or incipient remote attacks. In [? ], we focus on darknet sen-

sors and model darknet activity as a graph, capturing how remote machines

contact ports at the darknet addresses. Using community detection algorithms,

we found groups of hosts that perform similar activity – at this stage, without

identifying anomalies or novelties yet.

That work has proven instrumental to summarize the darknet traffic, but

it suffers from some limitations to fully realize the potential of darknet mon-

itoring for security applications. First, the used algorithms suffer from scala-

bility issues, making the generalization of the approach hard. Second, the ap-

proach currently deals with few variables only (packets, protocols etc), which

are mapped to a static graph. Other aspects are ignored, such as the dynamic

nature of the graph. Moreover, together with darknet traffic, other sensors

(e.g., honeypots and information about production traffic) can provide a rich

source to identify malicious activity and attacks.

When multiple sensors and variables are considered, the graph supporting

the security activities becomes a multilayer network. Sophisticated approaches

are needed. Established techniques coming from complex network analysis can

help to filter out uninteresting parts of the graph, extracting a network back-

bone. Yet, AI-based algorithms can play an important role too. We plan to test

promising techniques relying on representation learning ideas to search for la-

tent variables that can summarize the graph and its communities, thus acting

to reduce the problem dimension and contributing to a better scalability.
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