Mixing machine learning and optimization for the tactical capacity planning in last-mile delivery

Original

Availability:
This version is available at: 11583/2922492 since: 2021-09-11T11:04:31Z

Publisher:
IEEE

Published
DOI:10.1109/COMPSAC51774.2021.00180

Terms of use:
openAccess
This article is made available under terms and conditions as specified in the corresponding bibliographic description in the repository

Publisher copyright
IEEE postprint/Author's Accepted Manuscript
©2021 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collecting works, for resale or lists, or reuse of any copyrighted component of this work in other works.

(Article begins on next page)
Abstract—Tactical Capacity Planning (TCP) is becoming a crucial part of logistics in the current environment of demand-driven economics. This paper proposes an innovative approach in the TCP setting, consisting of using the collected historical data of the geographical position and the volume of the orders to plan the capacity requirements for the next day. To this end, the clustering of the city to microzones is introduced using K-means clustering. Then, four different methods (Gaussian Process regression, ARIMA model, Neural Network regression, and Long Short Term Memory network) are used to forecast the next day order volume for each of the clusters. Finally, the Variable Cost and Size Bin Packing problem solved with the predicted demand to outline the usage of a heterogeneous fleet required to serve the next time period. Through experiments on the real data, we conclude, that the proposed algorithm is satisfying the decision safety framework with completely unknown demand and could also be used for other demand forecast applications.

Index Terms—Capacity planning, Variable Sized and Cost Bin packing, last-mile delivery, Machine Learning

I. INTRODUCTION

In the field of last-mile logistics, the main critical resource to manage is the fleet of vehicles. In the last years, this resource has become more difficult to handle since, with the advent of the on-demand economy, very high levels of delivery services are requested: the time windows for the delivery are becoming very short (up to 2 hours in urban delivery) and the number of parcels to deliver is increasing exponentially. Moreover, the orders from e-commerce platforms are hardly predictable, due to their dependency on many external variables such as discounts in the shops, weekends, holidays, and other customers’ reasons. Operating in these difficult conditions leads the last mile logistic operators to use third-party services and rented vehicles in order not to buy a fleet that is going to be used only partially. Thus, to decrease the operative costs, it is of paramount importance to estimate the capacity required to satisfy the next day delivery demand [1, 2, 3].

That question justifies the recent investigations on the Tactical Capacity Planning (TCP) problem, which consists of identifying the requirements in terms of quantity and types of vehicles to serve all the deliveries in the next day. To tackle this issue variants of the Bin Packing Problems have been developed in the past decade [4]. In particular, one of the approaches that have proven to be very effective in the management of the heterogeneous fleet is the Variable Cost and Size Bin Packing Problem (VCSBPP), which has been defined both in its deterministic and stochastic counterpart [5]. Nevertheless, introducing stochastic factors in mathematical programming is a nontrivial task since it leads to more complex problem formulations that become computationally intractable in the real setting. However, it is impossible to completely disregard the stochastic factors without introducing heavy errors in the decision process [6]. We then consider the issue of having an accurate forecast of the delivery demand by presenting an innovative technique mixing machine learning and optimization that enables companies to have a precise estimation of the next day vehicle needs.

In more details, since predicting this quantity by forecasting the deliveries for every single customer is difficult due to its intrinsic variability it is reasonable to consider the cumulative number of deliveries in a certain area of the city. Thus it is possible to take advantage of statistical results (such as the Central Limit Theorem) that guarantees the nice properties of cumulative data. This generates the question on the introduction of such urban areas, usually called microzones. A possible choice is to divide the city dynamically [7]. Nevertheless, as we can observe from Figure 1 which represents locations of delivery orders done for two different days, the delivery distribution follows the structure of the city (e.g. the central districts have more delivery orders than the residential one) and it is similar from one day to the other. For this reason, we consider a static city division into geographical microzones [8], and then we forecast the delivery demand relying on the historical data of delivery of each of them. Having the predicted delivery demand, it is possible to estimate the capacity and number of vehicles needed by the company in the next day by solving the deterministic VCSBPP instead of its stochastic version.

This work presents the implementation of the outlined idea and its application to the real-case scenario of the TCP problem, based on the collected historical delivery data. Besides, different recent forecasting methods suitable to our problem setting are applied, and their performances are compared. To the best of the author’s knowledge, this is the very first attempt to access the demand forecast through the introduction of the microzones in the city and based on it to create the framework.
able to recommend the quantity of the vehicles required to serve the next day delivery.

The paper is organized as follows. Section II covers the existing approaches similar to the one outlined in the current work; Section III describes the methodology used in the study, results of which are outlined in Section IV. Finally, Section V outlines the conclusions and future work.

II. STATE OF THE ART

The TCP problem is relevant in many industrial fields such as engineering [9], medicine [10], semiconductor manufacturing [11], and many others. In logistics applications as last-mile delivery, its application is more recent [12]. The existing literature of the problem usually focuses on the operational side [4], and only a few papers highlight the importance of the tactical decision level in logistics [13, 14]. Due to the lack of literature in this particular field, we focus our attention on a brief review of the approaches concerned with the crucial parts of the proposed method, i.e. the demand forecasting and clustering.

Demand prediction is important for many fields of application such as the food industry, perishable goods supply or crowd shipping [15]. Nowadays, e-commerce is presenting a new challenge for demand forecast since it is characterized by highly fluctuated data. Not many methods can capture such a complex data structure due to the presence of high uncertainty and no evident trend. Thus, more sophisticated and robust approaches have to be applied. For example, in [16] authors successfully used the Long Short Term Memory (LSTM) network to predict the logistics delivery demand in the manually defined sub-region of the city. The result of this work is a two-dimensional LSTM which enables the company to have a reliable support decision system for future decisions.

However, this approach is characterized by many empirical parameters and requires manual division of the city, hence further work is required towards this direction.

In our search of the attempts of improving this result, we observe that the main lack of papers dealing with delivery forecasting is that they just consider time dependency and do not consider spatial correlation. In other words, it is crucial to account for the variables connected to the spatial allocation of the order to improve the performance of the time series forecast. However, a straightforward introduction of the multivariate regression complicates the problem [17]. Thereby, the existing approaches adopt clustering to access the spatial information of the demand, as hierarchical clustering approach in [18]. One more example of clustering is introduced in [19], where has been applied the division of the customers into different logical segments in accordance to the monthly volume of product delivered for the further applications of the demand forecasting methods to each of them.

Despite clustering techniques received little attention in the context of the TCP problem, it has been widely used in the operational level logistics problems, as Two-Echelon Vehicle Routing Problem [20, 21]. More recently, it is used in the on-demand economy conditions for the usage of crowd drivers and automated vehicles. Notice that, clustering the city in the geographical area implies the introduction of the microzones, which has been proven to have a direct impact on the operational level [22], due to the straightforward assignment of each of the vehicles to serve a predefined area. In this paper, we unify the advantages of the aforementioned approaches by accessing the demand forecast tools through coupling them with the automatic clustering of the city regarding the previous orders’ historical data.

III. METHODOLOGY

In this section, we describe step by step the proposed approach to the scenario of the TCP problem, where we assume the completely unknown demand and, based on the historical data of orders done, have to give a decision about the fleet amount required to serve the next day. This problem setting corresponds to the real managerial decision about the quantity of the vehicles to rent in the next time period, that is in our case become the daily decision due to the lack of data. To this end, we aim to construct the decision support framework, in which we run the algorithm “on the fly”, collecting the data, then forecasting demand and giving recommendations about the fleet requirements.

As stated in Section I, for supporting accurate demand forecast we consider spatial information of the previous orders by introducing geographical microzones, computed by a clustering algorithm, and then predicting the total delivery demand volume for each of them. Thus, our starting goal is to group the orders in different clusters according to their geographical location. Hence we deal with the case of unsupervised learning, and among all the possible clustering algorithms in this field, we select the K-means because it is easy to tune state-of-the-art algorithm [23, 24]. After the data

![Fig. 1. Order locations in the city of Antwerp for two days highlighted with red and blue colors for the first and the second day correspondingly. The overall pattern remains the same.](image)
being clustered, we can forecast the total next day demand for each of the defined microzones. In this work we explore four different forecasting approaches, comparing the performances on the data provided.

Firstly, we fit the Gaussian Processes (GP) regression model [25]. To apply it we introduce the theoretical assumption of the jointly Gaussian distribution of the random variables, which allows us to use the closed-form solution, which is quickly adaptable to changes in the data trends. The fitting process in the context of the GP regression is the optimization of the parameters of the mean and kernel functions, which are chosen to be linear mean and Radial basis function, respectively. The output from the fitted model is the mean \( m(t+1) \) and the variance \( \sigma^2(t+1) \) in the next-day (time \( t+1 \)), that provides the safety of choosing the predicted value. More precisely, we recall that the \( 2\sigma \) bounds around the predicted mean guarantee the 99% probability of finding the next sample in the considered boundaries, which is proven in [26]. We use this fact to introduce safety in the next-day demand by choosing the prediction for the next time slot to be \( v(t+1) = m(t+1) + \frac{1}{2}\sigma(t+1) \).

Another model to compare the performance is the ARIMA model, which consists of the three basic components, which are differencing order, auto-regressive (AR) and moving-average (MA) terms; and characterized by associated parameters, which are \( d, q, p \) correspondingly [27, 28, 29]. To set the parameters, we used the python package pmdarima model\(^1\), able to fit the ARIMA model automatically defining the coefficients.

The Neural Network-based forecast recently showed high accuracy and robustness to highly chaotic data, which is the case of demand delivery history. Hence, we choose to use two models based on it. As the basic case, we feed the 1 hidden layer NN with the data, that have the input lag of one day. In such a way, we move the window over the delivery history data for each cluster to train NN, and for the last step, we predict the expected volume. As for the LSTM network, it is the type of the basic Recurrent Neural Network, that has a certain cell structure, the details of which can be found in [16, 30, 31]. For our purpose, we train the simple LSTM network without the hidden layers by feeding it with the data with the input lag.

Having the predicted total volume of orders for the each of defined clusters we can move to the next step. The TCP setting requires not just the conclusion on the overall volume of goods to move, but the number and types of vehicles to use. To compute these quantities we use the VCSBP. In the problem formulation, the bin volumes are assigned in correspondence to the vehicles presented in the given data. In particular, the types of vehicles used are three types of vans with big capacity (150-500 kg) and one type of cargo bicycle with a small capacity of 20 kg. For the test case, the bin costs are defined, with the help of the company, to be \( P_b = C_b + 0.2 \times \max(C_b) \), where \( P_b \) is the cost of the selected type \( b \) of the bin and \( C_b \) is the capacity of associated bins. This choice reflects the real case scenario of increased cost in terms of rent, fuel, and emissions for bigger vehicles, and the addition of the 20% of the capacity of the biggest bin represents the fixed costs as, for example, the salary of a driver.

Concerning the definition of the items in the VCSBPP formulation, the predicted total parcel volume for the whole cluster is considered as one item, which is the essential feature of our approach. In this way, we are assigning each of the vehicles to a certain geographical microzone, since each of the items corresponds to the cluster and hence, to the microzone. However, the case of a small number of clusters leads to obtaining the items with a volume higher than any capacity available, since they represent the sum of the volumes of the parcels for the whole cluster. In such a case, the VCSBPP is infeasible by definition, and to deal with it, we increase the number of clusters since the K-means clustering algorithm introduces the new centers by separating the biggest existing cluster, which is clearly outlined in Figure 2. Thereby, increasing the number of clusters we lowering the demand for each of them, and thus balance the available vehicles volumes and the demand. This allows us to tune the number of clusters in a very easy manner, by the simple increment of it whenever we receive the infeasibility of the VCSBPP.

We can also observe, that increasing the number of clusters leads to the better accuracy of the predictions but increases the computational burden since the forecast has to be made once for each cluster and it increases the size of the VCSBPP to solve. Moreover, in the limit case of the same number of clusters and customers, it is impossible to obtain an accurate prediction. The outlined approach is a practical way to balance the performance of the algorithm in terms of accuracy and computational complexity.

To test the proposed algorithm, we follow the approach in [32] and run the algorithm “on-the-fly”, starting the simulation with the assumption of the knowledge of the orders made in the last 5 days. After receiving this information, we perform a clustering step with a low number of starting clusters. Then, we perform the forecast of the summed-up volume of the orders for each of the clusters. Each predicted quantity is considered as an item, that we want to pack into the vehicles available. We do this by optimizing the VCSBPP with the existing solver package\(^2\). If the problem is infeasible, we increase the number of clusters and repeat the procedure. The pseudo-code of the overall Capacity Forecast algorithm is outlined below as the Algorithm 1, where the \( n \) is the starting number of clusters, \( V_b \) is the set vehicle capacities given and \( b \) is the indicator set of bin type for each vehicle available. The Data consists of the historical data of the orders done in the form of the geographical position of the order and the volume of the corresponding parcels. Further, the clustered Data\((c)\) is the total volume of orders separated by each cluster \( c \).

The output of the algorithm is the number and types of vehicles to book, the predicted volume for each cluster \( v_n \),

\(^1\)http://alkaline-ml.com/pmdarima/  
\(^2\)http://www.gurobi.com
Fig. 2. First day microzones with different numbers of clusters. The K-means clustering introduce the new cluster by “separating” the biggest one of the precious run.

Algorithm 1 Capacity Forecast algorithm

1: procedure CAPACITY FORECAST( n, Data, Vb, b )
2: while True do
3: Clusters ← Clustering(n, Data)
4: for c in Clusters do
5: \( v_n \leftarrow \text{Forecast(Data}(c) \right) \)
6: end for
7: Vehicles ← VCSBPP (items = \( v_n \), bins = \( V_b(b) \))
8: if Infeasible then
9: \( n \leftarrow n + 1 \)
10: else
11: return (Vehicles, \( v_n \))
12: end if
13: end while
14: end procedure

and the total cost incurred, computed by the value of the objective function of the VCSBPP. To test the performance of the proposed method, we compare the cost obtained by using the outlined capacity forecast algorithm and the cost received from the additional solution of the VCSBPP using the real order volumes observation of the next day. By doing so we can estimate the relative loss of the resources for the hypothetical company. It is worthwhile noting that the usage of the VSCBPP is crucial to get an estimation of the cost of the assignment. In fact, since the VSCBPP is a discrete problem the relation between the parameter of the instance and the final cost is nonlinear. Thus, evaluating our method just by using the error in the forecast demand may lead to an unfair evaluation. This characteristic follows from the choice to consider discrete bins, hence if the solution of the VSCBPP is tight (the company has almost all the vehicle full) a small prediction error can lead us to rent one more vehicle thus to wrongly estimate the cost, while if the solution is not tight (the company has some free capacity), even if we made big errors in the demand, we are not going to wrongly estimate the cost.

IV. EXPERIMENTAL RESULTS

In this section, we present the results obtained by applying our algorithm to the 45 days demand prediction scenario. This data comes from 50 working days of parcel delivery history from February 1, 2019 to 17 of April, 2019. The observations are from the city of Antwerp (Belgium) and the records are provided by one of the biggest delivery companies, which desired to remain confident. The data frame consists of the geographical locations of the orders (the longitude and latitude), the day and time the delivery is done, the weight of the parcels, and the type of vehicle used for the delivery. Thus, using these data we construct a time series of the daily volumes of the parcels, assuming the knowledge of the previous 5 days delivery history.

As it is mentioned above, the principle step of the algorithm validation is the comparison of the objective function cost values of the VCSBPP solution obtained by passing into it the predicted order volumes and the real volumes. For simplicity, the obtained solutions are called the predicted and real or actual demand VCSBPP solutions accordingly. Since the cost and capacity of the bins in our setting are linearly dependent, it is possible to consider the difference in the cost as the difference in the capacity required to rent predicted by our algorithm and the actual required capacity of the next day. We expect to have equal or higher values of the predicted solution due to considering the total volume for each cluster as one item, and the safety treatment in the case of the GP regression. In Figure 3 is plotted the daily comparison of the VCSBPP objective function values for the demand predicted with GP regression and actual data. This forecasting method assumes the maximal safety in the decision about the required capacity, hence the predicted solution is way higher than the actual. From the TCP point of view, there must be no points where it is lower, i.e. there are no scenarios in which the company can not satisfy the demand. Hence, using this forecasting tool it is required to carefully choose the higher bound for the predicted values to be safe in satisfying the
demand. In this case, we observe that the predicted solution is distinguished by a van with the highest capacity from the actual one, which is acceptable, but further improvement in the forecasting mechanics would decrease this gap.

Concerning the test of the other forecasting methods, their output accurately follows the pattern of the actual demand solution objective function values, as it is outlined in Figure 4, but there are multiple days, where it is lower than the real solution. Thus, the introduction of some safety to the decision is required. The fixed threshold for the predicted volumes for each cluster could be one of the options. However, the introduction of such a threshold is a highly empirical task and it should be treated regarding the financial perspective of the problem, which is out of scope for this paper.

The averaged among clusters demand prediction RMSE for all the forecasting models is outlined in Table I. It shows the percentage of the different capacities chosen by different algorithms, corresponding to the different sizes of the vehicles. This percentage is averaged over all the solutions of the 45 days, hence, the sum of it for each of the methods is not supposed to be 100%. From the table we can check which capacity is preferred by the logic of the overall framework, and the influence of the particular forecasting approach in particular. The results can be compared to the actual VCSBPP solution structure with the full knowledge of the real demand. As well, the bin costs and the mean of Root Mean Squared Errors (RMSE) for the total demand volume prediction in the 45 days are outlined.

From the solution structure, it is clear that the proposed approach is prone to choose the biggest vehicle regardless of the forecasting tool. This because we consider the collected volumes of the orders inside each cluster as one item. However, this is not a problem for the case when the set of bin types does not differ much in capacities, as in the typical supply chain problem [5] and in last-mile and e-commerce applications, where the parcel sizes are small [33]. The best overall performance in terms of the prediction error shows the NN prediction, but the most error decrease with the data.
collection is shown by the LSTM network, which is more promising in the long time perspective.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose an innovative decision support system able to capture the daily orders demand behavior in the city by combining the regression, classification, and optimization methods. We developed a capacity forecast algorithm, which relies on the knowledge about the recent delivery made and provides a forecast about the capacity required for the next time period. The simulation of demand and capacity prediction for the 45 days shows the acceptable results for the concept of the TCP. Among four different regression models, the GP regression shows the capability to safely satisfy the next day demand, but the LSTM shows the better capability to capture the daily deviations.

This work shows the capability of the proposed system to work in the conditions of the completely unknown demand, which enables the whole variety of directions for future investigation. Some of them include the introduction of more sophisticated regression models and the application to additional urban scenarios and application domains.
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