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Abstract

Automated decision-making (ADM) systems may affect multiple aspects of our lives. In

particular, they can result in systematic discrimination of specific population groups, in

violation of the EU Charter of Fundamental Rights. One of the potential causes of discrim-

inative behavior, i.e. unfairness, lies in the quality of the data used to train such ADM

systems.

Using a data quality measurement approach combined with risk management, both de-

fined in ISO standards, we focus on balance characteristics and we aim to understand how

balance indexes (Gini, Simpson, Shannon, Imbalance ratio) identify discrimination risk in

six large datasets containing the classification output of ADM systems.

The best result is achieved using the Imbalance Ratio index. Gini and Shannon indexes

tend to assume high values and for this reason they have modest results in both aspects:

further experimentation with different thresholds is needed.

In terms of policies, the risk-based approach is a core element of the EU approach to

regulate algorithmic systems: in this context, balance measures can be easily assumed as

risk indicators of propagation – or even amplification – of bias in the input data of ADM

systems.
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1. Introduction

The automation of decision processes is rapidly expanding [1][2] as a result of the more

general phenomenon of digitization of organizational processes in our societies [3][4]. Such

trend was enabled at first by the computerization of our physical environments and the large

diffusion of internet connectivity, and more recently by the large availability of data and the

emergence of technical means for their analysis. The foundations of this rapid adoption of

data driven decision-making [5] lay on the development of predictive, classification, and rank-

ing models that are at the core of automated decision-making (ADM) systems1. Decisions

are either based on software-generated recommendations or even completely automated: the

adopted technical approaches range from sophisticated neural networks [2] to simple tools

such as macros or scripts that compute and sort data according to predefined sets of rules

[6].

The tasks delegated to or supported by ADM systems range from predicting debt repay-

ment capability [7] to identifying the best candidates for a job position [8], from detecting

social welfare frauds [9] to suggesting which university to attend [10], just to mention a few

cases. Advantages for using these systems concern not only scalability of the operations and

consequent economic efficiency, but they are also supposed to remove discretion of public

service workers [11] [12] [13]. However, a large amount of evidence both in scientific literature

[14] and journalistic essays [15] [16] shows that ADM systems may perpetuate the same bias

of our societies, systematically discriminating the weakest people and exacerbating existing

inequalities. The issue is so relevant to involve not only specialists from information technol-

ogy as well as social sciences, but it has been recognized by the institutions [17]. As stated

1In our writing we adopt the definition of Automated Decision Making provided by Algorithm Watch [1]:

Systems of automated decision-making (ADM systems) are always a combination of the following social and

technological parts: i) a decision-making model; ii) algorithms that make this model applicable in the form of

software code; iii) data sets that are entered into this software, be it for the purpose of training via Machine

learning or for analysis by the software; iv) the whole of the political and economic ecosystems that ADM

systems are embedded in (elements of these ecosystems include: the development of ADM systems by public

authorities or commercial actors, the procurement of ADM systems, and their specific use).
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by Margrethe Vestager2, automating decisions using historical data is a double-edged sword

[18]:

If they’re trained on biased data then they can learn to repeat those same biases.

Sadly, our societies have such a history of prejudice that you need to work very

hard to get that bias out. And if we don’t know how they’re making their

decisions, we can’t be sure that those choices aren’t based on harmful stereotypes

– and to challenge those decisions, if they’re unfair.

From a data engineering perspective, biased data means imbalanced input dataset [19]:

data imbalance is an unequal distribution of data between the classes – e.g. gender, country,

etc. – of a given attribute [20]. Causes of imbalance can be errors or limitations in the

data collection design and operations, or no other reason than disproportions in the current

reality that the data itself reproduce, as acknowledged by the excerpt of Vestager’s speech.

Specifically, imbalance is between-class when only two classes are taken into consideration

and one class is over-represented with respect to the other, or multiclass when imbalances

exist between multiple classes. Herein we focus on the more general case, i.e., multiclass

imbalance.

Imbalanced data is known since long time to be a problematic aspect in the machine

learning domain [20] [21] – and it is still relevant [19] [22]– especially because it can corrupt

the performance of supervised learning algorithms in terms of very heterogeneous accuracy

across the classes of data. When the objects of automated decision are individuals, such

disparate performance of the algorithm means in practice to

”systematically and unfairly discriminate against certain individuals or groups of

individuals in favor of others [by denying] an opportunity for a good or [assigning]

an undesirable out- come to an individual or groups of individuals on grounds

that are unreasonable or inappropriate”[23].

2Margrethe Vestager is the Executive Vice President of the European Commission for A Europe Fit for

the Digital Age since December 2019 and European Commissioner for Competition since 2014.
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A well-know example of this issue is the development of a software system by Amazon for

the purpose of evaluating the CVs of potential employees collected from the web [24]. The

project started in 2014 with the aim of predicting successful future employees using word

patterns extracted from CVs of the previous 10 years, but it was stopped in 2017 as female

profiles were systematically downgraded. The problem came from the fact that training data

consisted mostly of men, since the majority of employees in the technology sector is male.

Similarly, a scientific experiment on the search engine Common Crawl [25] revealed an

unequal treatment due to gender imbalance in the input data (almost 400.000 biographies):

authors compared three techniques of machine learning for occupational classification and

showed that in each case the rate of correct classifications followed the existing gender

imbalances of the occupational groups, even without explicitly using gender indicators.

Another study [26] reported that Facebook advertisements for employment opportuni-

ties were significantly distorted towards gender and ethnic group, leading to unequal job

opportunities and persistent discriminatory treatments for all the lifetime of an advert. Due

to such a conservative mechanism, people are deprived of opportunities based on personal

characteristics, contrary to the statements in the Art. 21 of the EU Charter of human

rights [27]. For this reason, in the United States, the Department of Housing and Urban

Development sued Facebook in March 2019 for violating the Fair Housing Act because of the

discriminatory effect of its advertisements, as housing ads were disproportionately targeted

with respect to race, gender, and other personal traits [28].

These negative consequences could become even worse and life-altering if they occur in the

medical or in the justice fields, where the combined use of ADM systems and historical data

is rapidly increasing. The most famous case in the criminal justice system is represented by

the investigation on COMPAS (Correctional Offender Management Profiling for Alternative

Sanctions) , an algorithm used by judges to assess the probability of recidivism of defendants.

The no-profit organization Pro Publica showed that the algorithm was distorted in favor of

white defendants [29]: in fact, those of them who got rearrested, they were nearly twice as

likely to be misclassified as low risk than black defendants. On the contrary, black defendants

who did not get rearrested were nearly twice as likely to be misclassified as higher risk (false

positive) than white defendants. The main reason of this distorted effect was that the number
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of records related to white defendants was much smaller than the number of records of black

defendants in the dataset.

Concerning the medical field, a recent study [30] reported the case of a widely-used

commercial system for deciding which patients should get into an intensive care program.

Medical doctors applied risk scores generated by an algorithm trained on historical data

about medical expenditure and use of health services. It has been found that in cases of

equivalent health status, white patients were significantly more likely than black patients

to be assigned to the intensive care program. Also in this case, the system was affected by

ethnicity-based discrimination, as the risk score reflected more the expected cost of treatment

than the actual health conditions, with the former being highly correlated with the economic

wealth of the patients.

The examples briefly reported above, explicitly show how imbalance in data can propagate

and be reflected in the output of ADM systems, becoming a socio-technical issue particularly

important to public sector services, where high stake decisions are increasingly delegated to

such systems. With a view to facing this important issue, we propose a risk assessment

approach based on quantitative measures to evaluate imbalance in the input datasets of

ADM systems. Specifically, by revealing imbalance in input data we aim to highlight a

potential risk of discriminatory automated decisions : we believe that this approach should

encourage to take appropriate actions and to prevent adverse effects.

The rest of this paper is organized as follows. In Section 2 we discuss the theoretical

foundations of our proposal. In Section 3, we show how our work is related to several

research strands, building a landscape picture of the research context. In Section 4 we

describe the design of the exploratory work, which includes the methodology, the datasets

and the four balance measures we employed. We report the analysis of results in Section

5 and discuss them in Section 6, along with an analysis of the relations of our approach

to current European Policy efforts (Section 6.1) and an overview of the limitations to be

addressed in future work (Section 6.2). In the end, we highlight conclusions and future line

of research in Section 7.
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2. Background

Along the line of though adopted above, and motivated by the evidence that supports

it, herein we outline the founding concepts underpinning our approach: data imbalance as a

risk factor for systematic discrimination caused by ADM systems. The approach originates

from software quality and risk management ISO standards.

The first conceptual pillar is the series of standards ISO/IEC 25000:2014 : “Systems and

Software engineering — Software product Quality Requirements and Evaluation (SQuaRE)” [31].

SQuaRe defines quality modelling and measures of software products3, data, and software

services. The quality of these three elements is modeled with a set of measurable character-

istics and sub-characteristics. In particular, data quality is modeled in ISO/IEC 25012:2008

with 15 characteristics (e.g., completeness, efficiency, recoverability), each of which is quan-

tifiable through measures of quality-related properties defined in ISO/IEC 25024:2015. The

characteristics belong to the “inherent” point of view if they depend on the data themselves,

or to the “system dependent” perspective if they are influenced by the computer systems

hardware or software used to store, analyze, retrieve, etc. them. Some characteristics can

belong to both points of view. An example of inherent characteristic is Completeness, defined

as the extent to which all necessary values have been assigned and stored in the computer

system: for instance, in a dataset on university’s students, all the necessary information

on students should be present to satisfy the needs of the users. One of the measures of

Completeness is “Record completeness” (Com-I-1), defined as the ratio between the num-

ber of data items with not null associated value in a record and the number of data items

of the record itself. An example of system dependent characteristic is Availability, defined

as the capability of data to be always retrievable; one of its measure is the “Probability of

data available” (Ava-D-2), i.e., the ratio between the number of times that data items are

available in a given time and the number of times that data items are requested during

that same time. Finally, an example of characteristic belonging to both points of view is

3A software product is a “set of computer programs, procedures, and possibly associated documenta-

tion and data” as defined in ISO/IEC 12207:1998. In SQuaRE standards, software quality stands for

software product quality.
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Efficiency, defined as the capability of data to be processed (accessed, acquired, updated, etc)

and to provide appropriate levels of performance using the appropriate amounts and types of

resources under stated conditions. Efficiency has distinct measures for the inherent and the

system dependent point of views.

Although neither data imbalance nor its dual concept data balance are part of data

quality in ISO/IEC 25012:2008, the SquaRE standard puts forward a concept that appears

extremely relevant in our context, that is, the chain of effects and dependencies. According

to this principle, improving product, service or data quality will have a positive effect on the

system quality in use and will eventually benefit the users of a software system4. The top

portion of figure 1 reports synthesis of how this chain of effects is formalized in SQuaRE. In

the realm of data quality, a simplified dual concept is the well-known GIGO – i.e. “garbage

in, garbage out” – principle : outdated, inaccurate, incomplete or flawed input data, make

the output of the software unreliable.

We maintain that the chain of effects holds even for data imbalance, in the sense that

imbalanced datasets may lead to imbalanced software outputs, which means – in the context

of ADM systems – differentiation of products, information and services based on personal

characteristics. As mentioned in the introduction of the manuscript, in specific applications

such as wages, education, working positions, social benefits, etc. such differentiation can

lead to unjustified unequal treatment and even unlawful discrimination. For this reason,

data imbalance shall be considered as a risk factor in all those ADM systems that rely on

historical data and that automate decision on aspects that concern the exercise of rights

and freedoms: AMD systems developed and deployed in public sector services are certainly

one of these cases. In this specific context, we treat data imbalance as an extension of the

data quality model formalized in ISO/IEC 25012:2008: more precisely, it can be considered

an inherent characteristic, which will be quantified by proper measures, extending those

already defined in ISO/IEC 25024:2015.

The second pillar behind our approach is represented by the ISO 31000:2018 standard on

4The relationship holds also in the opposite direction and between pairs of aspects, e.g.: the quality in

use depends on the product quality, which in turn influences the data quality
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risk management [32]. This standard provides the guiding principles for risk management, a

framework for integrating it into organizational contexts, and a process for managing risks

at “strategic, operational, program or project levels”. In the context of our proposal, data

imbalance as well as ADM systems discrimination shall be explicitly taken into account

within the risk management process. The main elements of the ISO 31000:2018 approach

to risk is summarized in the bottom portion of figure 1. In particular we focus on the risk

assessment phase: it consists of risk identification, analysis and evaluation, briefly described

below in relation to our approach.

• Risk identification. It refers to finding, recognizing and describing risks within a certain

context and scope, and with respect to specific criteria established prior to risk assess-

ment. In our case, this phase can be traced back to the discrimination of individuals

based on their membership in a certain group or category [23] and to the Article 21

“Non discrimination” of the Charter of Fundamental Rights of the European Union

[27], as ADM systems operate in contexts relevant to the rights and freedoms of indi-

viduals.

• Risk analysis. The goal of this activity is to understand the characteristics of the risk

and -when possible- its levels. This is the phase where measures of data imbalance are

used as indicators of the risk of discrimination and it is the focus of this paper.

• Risk evaluation. In this last step, the results of the analysis are taken into consideration

to decide whether the level of risks requires additional analyses, treatments or other

types of actions. In our case, the measures of data imbalance should be analyzed in the

context of the specific algorithms which deal with such data, the severity of the impact

on the users and the specific legal requirements for a given domain. This aspect is out

of the scope of the current work, and it will further discussed in Section 6.2.

Overall, figure 1 summarizes the approach and the connections with the international

ISO/IEC standards adopted as reference frameworks. In the upper layer, we represent the

elements of the SQuaRe series (2500n) which are most relevant for our scope. In the bottom,

we report the main elements of the risk management process of ISO 31000. Our proposal is

depicted in the middle of the figure, with all the relations to SQuaRe and ISO 31000.
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Figure 1: The proposed approach in relation to ISO standards adopted as reference frameworks.

3. Related Work

In the last few years a remarkable research work has been developed to make outcomes

of ADM systems more equitable. The main studies have been focused on techniques to de-

tect and mitigate systematic discrimination according to different definitions of unfairness.

Among the most comprehensive works we remind the book by Barocas et al. [33] (from

which we derived the unfairness measures used here), the survey on bias and fairness in

machine learning by Mehrabi et al. [34] as well as the review of discrimination measures for

algorithm decision making by Žliobaitė [35]. An important limitation of defining a software

output as fair or not consists in the formal impossibility of concurrently satisfying different

mathematical notations of fairness [36] [37]. This is an ontological limitation: in fact, a uni-

versally acceptable notion of fairness can not exist, as to define a “fair impact” it is necessary

to include several political, economic and cultural aspects [38]. The ACM Conference on

Fairness, Accountability, and Transparency 5 has recognized this issue and has been designed

and promoted not only for computer scientists working in the area, but also for scholars and

practitioners from “law, social sciences and humanities to investigate and tackle issues in

this emerging area”.

5ACM FAccT, https://facctconference.org
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Our approach can be placed in this space of inter-disciplinary discussion. It contributes

to the main corpus of researches on algorithmic bias and fairness by moving the focus from

the outcomes of ADM systems to their inputs, as indicated as necessary in [39] (“There

is a need to consider social-minded measures along the whole data pipeline”) and in [40]

(“Returning to the idea of unfairness suggests several new areas of inquiry [. . . ] a shift in

focus from outcomes to inputs and processes”). Our proposal differentiates from the reference

literature for two additional properties: i) it is built upon a series of international standards,

which incorporate a multi-stakeholder perspective by design; ii) we look at data imbalance

as a risk factor and not as a technical fix: we believe that a risk approach creates space for

active human considerations and interventions, rather than delegating the mitigation of the

problem to yet another algorithm, with very low probability of success. In fact, given the

socio-technical nature of the issue, we think it is preferable to keep the ultimate responsibility

in the realm of human agency.

An approach similar to ours and with a wider scope is the work of Takashi Matsumoto and

Arisa Ema [41], who proposed a risk chain model for risk reduction in Artificial Intelligence

(AI) services, named RCM. By applying RCM in a given risk scenario, it can be proven that

a propagation occurs from the technical components of AI systems (data and model) up to

the user’s understanding, behavior, and usage environment. The authors consider both data

quality and data imbalance as risk factors, whereby they stress the importance of visualizing

the relations between risk factors for better risk control. While our work is smaller in scope,

we think that it can be easily plugged into the RCM framework, due to the fact that we

offer a quantitative way to measure balance, backed by a structural relation to the ISO/IEC

standards on software quality requirements and risk management.

Other approaches related to ours are in the direction of labeling datasets:“The Dataset

Nutrition Label Project” 6 has been an inspiring work for us. Similar to nutrition labels on

food, this initiative aims to identify the “key ingredients” in a dataset such as provenance,

population, missing data. The label takes the form of an interactive visualization that allows

6It is the result of a joint initiative of MIT Media Lab and Berkman Klein Center at Harvard University:

https://datanutrition.org/
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for exploring the previously mentioned aspects. The ultimate goal is to avoid the fact that

flawed, incomplete, skewed or problematic data would have a negative impact on automated

decision systems, and to drive to the creation of more inclusive algorithms. A similar goal

was declared by authors of the “Ethically and socially-aware labeling” (EASAL) [42], who

identified three types of data input properties that could lead to downstream potential risks

of discrimination: data quality, correlations and collinearity, and disproportions in datasets.

The last property coincides to imbalanced data. The same authors lately published a data

annotation and visualization schema based on Bayesian statistical inference [43], always for

the purpose of warning about the risk of discriminatory outcomes of a given dataset.

Finally, it is important to mention the development of tools: in the recent years re-

searchers both in the profit sector and in universities developed toolkits for bias detection

and mitigation [44]. For example:

• the AI Fairness 360 Open Source Toolkit [45], an open source library developed by

IBM, designed to examine and mitigate bias in the output of machine learning models.

It provides several metrics to analyze the unfairness of the models and pre-processing

algorithms to transform the dataset;

• the What-If Tool [46], by Google, which can be used to analyze the characteristics of

a dataset and of the models derived from it. These models can also be examined for

their unfairness w.r.t. various measures, and an interactive graphical user interface

let the user perform a sensitivity analysis by moving classification thresholds for the

selected features;

• Aequitas is an open source bias audit toolkit [47] developed by the Center for Data

Science and Public Policy at the University of Chicago. It allows to generate a bias

report which includes multiple unfairness measures based on the user’s selection of

reference groups;

• the Themis software [48] by the University of Massachusetts Amherst, is different

from the previous ones because it is based on the concept of causal discrimination: a

test suite captures the relationships between inputs and outputs, providing a causal

discrimination score for a particular set of characteristics.
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• the Amazon SageMaker Clarify tool [49] provides eight measures of pre-training bias 7,

seven of which are focused on the outcomes distribution and only one is a measure of

balance, i.e. “Class Imbalance CI” which is applicable to only two classes 8, while our

measures can work with any number of classes.

Also in this case, we highlight the complementarity of our work with existing approaches

and the potentiality for future integration.

4. Exploratory study design

The goal of our study is to anticipate possible discrimination risks on the basis of the

balance features of the training data employed by ADM systems. To this end we formulated

two research questions (RQ) and two corresponding methodologies (M) that will drive our

investigation:

RQ 1. How are existing measures able to detect imbalance among the classes of a given at-

tribute in a dataset?

Several measures have been proposed in the literature, trying to capture the abstract

construct imbalance. We aim at understanding how the indexes reflect our – probably

limited and subjective – understanding of imbalance.

M 1. We defined a set of synthetic attributes with a known and simple exemplar distribution

whose balance can be judged; then we assessed the values of the balance measures

against the human judgement. Details about RQ 1 methodology are available in section

4.1

RQ 2. Are existing measures able to reveal a discrimination risk when an ADM system is

trained with such data?

A large corpus of scientific and journalistic evidence show that imbalanced data, when

used to train an ADM system, may trigger a discriminatory behavior (see section 1).

The ultimate focus of the paper consists in assessing whether the imbalance in data,

7https://docs.aws.amazon.com/sagemaker/latest/dg/clarify-measure-data-bias.html
8Called ”facets”, see https://docs.aws.amazon.com/sagemaker/latest/dg/clarify-bias-metric-

class-imbalance.html
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measured by means of the selected indexes, may signal a discrimination risk in the

ADM system.

M 2. We check the correlation between balance measures computed on six large datasets

with discrimination measures on the classification outcome of ADM systems trained

with those data. Details about RQ 2 methodology are available in section 4.2.

4.1. RQ1 - Imbalance detection

Synthetic
Attributes …

0 33 66 100
Balance measure

RQ1

U

Attr.

Balance
Measurement
Function

UnknownImbalanced

I

Attr.

B

Attr.

Balanced

I

Attr.

Figure 2: Investigation approach for RQ1 – How are existing measures able to detect imbalance among the

classes of a given attribute in a dataset?

In order to address the first research question, we assess a set of measures that are able

to measure balance in the data –and thus its absence, i.e. imbalance–. Figure 2 synthesizes

the following procedure:

• definition of a set of synthetic attributes with a simple description of the distribu-

tion between the classes and our expectation in broad terms, specified by a balance

judgement (see section 4.1.1 );

• measurement on the datasets (see section 4.1.2);

• comparison of measures vs. expectations in order to assess the performance of the

index (see section 5.1).
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4.1.1. Synthetic attributes

We identified six synthetic attributes, each with a certain exemplar distribution of the

occurrences between the classes:

1. Max Balance: the perfect uniform distribution, we expect the measures to indicate the

highest level of balance;

2. Max Imbalance: all classes are empty (zero occurrences) but one, we expect the mea-

sures to indicate the highest level of imbalance;

3. Quasi Balance: half of the classes are 10% higher w.r.t. max balance and the other

half is 10% lower, we expect overall high value measures;

4. One off : occurrences are distributed among all classes but one;

5. Half high: occurrences are distributed mostly among half of the classes while the

remaining have a very low frequency, we opted for a ratio of 1:9 for the frequencies of

the two halves;

6. Power 2 : occurrences are distributed according to a power law with base 2, i.e., dis-

tributions among the classes increase like the powers of 2.

For each of the above seven cases of distribution, we built different synthetic datasets

with number of classes m = 2, 3, 5, 8. The cardinalities of the classes have been chosen

according to the Fibonacci series to have enough diversity. For instance, in the One off case

for m = 5 we have classes with frequencies

(
1

4
,
1

4
,
1

4
,
1

4
, 0

)
Figure 3 summarizes all the exemplars of synthetic distributions. Overall we defined 24

distributions (6 cases of distribution × 4 cases of number of classes), but the cases Max

Imbalance and One Off for m = 2 are identical, leading to 23 unique distributions.

To formalize our expectations and to better judge the balance of the synthetic attributes,

we defined three classes and the related associated thresholds:

• I = imbalanced if we expect the measure to be lower than 33%,

• B = balanced if we expect the measure to be greater than 67%,
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Figure 3: Summary of synthetic exemplar distributions
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• U = uncertain if we expect a value between the two above thresholds.

We chose those thresholds because all the measures are defined to range in the interval

[0, 1] where 1 corresponds to the perfect balance and 0 means most extreme imbalance. In

terms of understandability – i.e. capability for a human reader to look at a measure and

understand its meaning – we assume the lowest values correspond to imbalance, the highest

values to balance and the intermediate ones to an uncertain region.

The classification was performed collectively by the authors: each author proposed a

class and a convergence to a common class was achieved after internal discussion. The final

results of this process are reported in figure 3 as colored background – red for imbalance,

gray for undecided, and blue for balanced – and with a label with the initial of the assigned

class.

The goal is to assess the performance in terms of consistency of balance prediction with

human judgments for different balance measures described in section 4.1.2 below. To compare

the performance of the different balance measures we compute the accuracy in predicting

imbalanced distributions, as it is a common metric used in classifier evaluation.

4.1.2. Balance Measures

In this study we limited our attention to categorical attributes.

We selected four indexes of data balance, adjusted in order to meet three criteria:

• range in the interval [0, 1];

• share the same interpretation: the closer the measure to 1 and the higher the balance

(i.e. categories have similar frequencies), and vice-versa values closer to 0 means more

concentration of frequencies in few categories, thus an imbalanced distribution;

• deal with empty classes, i.e., classes that exist (potentially there could be occurrences)

but are not represented in the given dataset: we decided to take into account all

the classes of each selected sensitive attribute, including also the classes with zero

occurrences.

The motivation for this choice is that in our view a dataset that contains no instance

of a given class – e.g. all males or all whites – is imbalanced.
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Often, in real datasets, we can find missing values (NA). We decided not to exclude

missing values (NA) from the analysis and to consider them as a separate “NA” category.

Gini index. It is a measure of heterogeneity [50] used in many disciplines and often dis-

cussed with different designations: examples are political polarization, market competition,

ecological diversity as well as racial discrimination. Heterogeneity reflects how many different

types (such as protected groups) are represented. In statistics, the heterogeneity of a discrete

random variable which assumes m categories with frequency fi (with i = 1, ...,m) can vary

between a degenerate case (= minimum value of heterogeneity) and an equiprobable case (=

maximum value of heterogeneity, since categories are all equally represented). This means

that for a given m, the heterogeneity increases if probabilities become as equal as possible,

i.e. the different protected groups have similar representations. The Gini index is computed

as follows:

G =
m

m− 1
·

(
1−

m∑
i=1

f 2
i

)
(1)

Where we added the multiplication factor m
m−1

in order to normalize the index between

0 and 1.

Shannon index. Diversity indexes represent a useful tool to measure imbalance providing

information about community composition taking the relative amounts of different species

(classes) into account. A widely employed concept in biology, phylogenetics and ecology is

the Shannon index, which is a measure of species diversity in a community. We computed

the index as follows:

S = −
(

1

lnm

) m∑
i=1

fi ln fi (2)

In order to normalize the index we divide by lnm. In addition since ln(0) = −∞, to deal

with empty classes – i.e. when fi = 0 – we resort to the notable limit:

lim
x→0

x lnx = 0
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Simpson index. The Simpson index is another indicator of diversity: it measures the

probability that two individuals randomly selected from a sample belong to the same species

(i.e., the same class or category). It is employed in social and economic sciences for measuring

wealth, uniformity and equity, as well as in ecology for measuring the diversity of living

beings in a given location. As before, we consider a discrete random variable which assumes

m categories with frequency fi where i = 1, ...,m (that is, the proportion fi of the species i

with respect to the total number of species):

D =
1

m− 1
·
(

1∑m
i=1 f

2
i

− 1

)
(3)

Imbalance Ratio. The Imbalance Ratio (IR) is a widely used measure made of the ratio

between the highest and the lowest frequency. We take the inverse in order to normalize it

in the range [0, 1] and to render it a balance measure :

IR =
min({f1..m})
max({f1..m})

4.2. RQ2 - Discrimination risk

Attr. Attr. Attr. Attr. Attr. Attr.
Sensitive Non-Sensitive

ADM
System

Label

Real-world Dataset Classification

0 33 100 0 100
Balance measure Unfairness measure

RQ2

Target

Higher risk Lower risk

Figure 4: Analysis method for RQ2 − Are existing measures able to reveal a discrimination risk when an

ADM system is trained with such data?

In the second stage of our analysis, we aim at assessing the reliability of the balance

measures as risk indicators of biased decisions. The approach used is summarized in figure
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4: given a dataset, its non-sensitive attributes and a target attribute can be used to train an

ADM system that performs a classification task. The unfairness of the classification w.r.t. a

sensitive attribute can be evaluated considering the target class and the predicted class. The

balance of the sensitive attributes can be quantified applying any of the indexes described in

the previous section, in order to understand the ability of such balance measures to reveal a

potential discrimination risk –un-fairness. Specifically, we followed this procedure:

• selection of six large datasets from different domains and identification of the protected

attributes 9 in the datasets (see section 4.2.2);

• assessment of the unfairness of the predictions w.r.t. the sensitive attributes present

in the datasets; we computed the unfairness measures (U) related to the Separation

and the Independence criteria (see section 4.2.1);

• evaluation of the balance of the protected attributes into Higher risk and Lower risk,

using the threshold of 33%, which corresponds to judgements “imbalanced” for higher

risk and to judgements “unknown” + “balanced” for lower risk (see section 5.2);

• analysis of the relationship between the balance measures and the unfairness: we com-

pare the values of the unfairness measures related to the protected attributes classified

as Higher risk vs. the values related to those classified as Lower risk. The risk induced

by imbalance in the protected attributes can be confirmed if we can observe higher

unfairness relative to those classified as Higher risk (see section 5.2).

As a further assessment step we computed the correlation coefficient between balance

and unfairness measures. For this purpose we selected the Spearman correlation coefficient

since we are not expecting anything like a simple linear correlation, we aim to check if a

looser – rank-based – relation exists (results details always in section5.2).

9The identification was performed taking as reference the attributes defined in “Article 21 - Non-

discrimination” of the EU Charter of Fundamental Rights [27]: sex, race, colour, ethnic or social origin,

genetic features, language, religion or belief, political or any other opinion, membership of a national minor-

ity, property, birth, disability, age or sexual orientation.
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4.2.1. Fairness assessment

We assessed the unfairness of automated classifications relying on two criteria formalized

in [33]. In general, to evaluate unfairness we consider a sensitive categorical attribute A that

can assume values (a1, a2, ...), a target variable Y , and a predicted class R. In practice

we aim to check whether the ADM system, which assigned a predicted class, behaved fairly

w.r.t. the different values of a sensitive attribute.

The Separation criterion, where R is binary (i.e., R=0 or R=1 and thus Y=0 or Y=1),

requires the equivalence of true positive rate and false positive rate for each level of the

protected attributed under analysis:

P (R = 1 | Y = 1, A = a1) = P (R = 1 | Y = 1, A = a2) = ...

P (R = 1 | Y = 0, A = a1) = P (R = 1 | Y = 0, A = a2) = ...

If A is binary (that is, A = a1 or a2), then we can compute two Separation unfairness

measures (U) as:

US TPR(a1, a2) = |P (R = 1 | Y = 1, A = a1)− P (R = 1 | Y = 1, A = a2)|

US FPR(a1, a2) = |P (R = 1 | Y = 0, A = a1)− P (R = 1 | Y = 0, A = a2)|

The Independence criterion requires the acceptance rate to be the same in all groups,

where acceptance correspond to the event R=1. In term of probability, this condition corre-

spond to the following constraint:

P (R = 1 | A = a) = P (R = 1 | A = b) = ...

As before, if A is binary, we can compute the Independence unfairness measure as:

UI(a1, a2) = |P (R = 1 | A = a1)− P (R = 1 | A = a2)|

The definitions above can be easily extended to the case of non-binary attributes – i.e.

m > 2 – by taking the mean of indexes computed considering all the possible pairs of levels

in A:

U(a1, ..., am) =
2

m(m− 1)

m−1∑
i=1

m∑
j=i+1

U(ai, aj)
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The unfairness measures defined above range in the interval [0, 1]. They assume values

equal to zero for a perfectly fair classification and higher values for unfair behavior.

Note that when the dataset under analysis contained the score variable, we assessed the

unfairness and computed the balance measures on the full dataset; in case the score variable

was not included in the original dataset we defined a logistic regression model, we assessed

the unfairness on the test set of the model whereas we computed measures to the training

set of the model.

4.2.2. Datasets

We examine six datasets belonging to three different application domains: criminal justice

systems (also juvenile), financial services, and social-related topics – personal earnings and

education–. We sought some variety among popular datasets in order to explore the potential

of our approach in several fields of application of ADM systems. All datasets were retrieved

from popular machine learning websites, such as kaggle 10 and the UCI Machine Learning

Repository 11. The main features of the selected datasets are summarized in table 1.

Table 1: Complete list of the datasets with the analyzed attributes.

Dataset Domain Protected attributes Target Score

COMPAS Justice ethnicity, sex, age category recidivism risk COMPAS risk score

Juvenile justice Justice sex, stranger, country of origin,

area of origin, age category, age

recidivism risk SAVRY total score

Default of credit

cards clients

Financial sex, education default payment

next month

missing

Statlog Financial status, sex, foreign worker creditworthiness missing

Income Social education, race, sex, native country income bracket missing

Student Social sex, age, mother’s job, father’s job,

mother’s education, father’s educa-

tion

final grade (sep-

arate for Mathe-

matics and Por-

tuguese)

missing

10https://www.kaggle.com/datasets
11https://archive.ics.uci.edu/ml/datasets.php
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COMPAS Recidivism racial bias dataset. Data contains variables used by the COM-

PAS algorithm in scoring criminal defendants in Broward County (Florida), along with their

outcomes within two years of the decision. The original dataset contains 28 variables, among

which we took sex, race and age category into account as sensitive attributes, while we as-

sumed two year recid as target variable and the risk score as classifier R, which indicates

a “recidivism degree” between 1 and 10, and can be interpreted as estimated recidivism risk

if above 4, so that it represents a binary classifier [51].

We chose the COMPAS dataset because it is well-known in the scientific communities that

study measures of algorithmic bias and related mitigation strategies. It was provided by

the U.S. non-profit organization ProPublica that showed that the COMPAS algorithm was

distorted in favor of white individuals, whereby those who were rearrested were nearly twice

as likely to be misclassified as low risk than black defendants 12. Furthermore, the black de-

fendants who did not get rearrested were nearly twice as likely to be misclassified as higher

risk (false positive) than white defendants. The major cause was that the number of records

in the dataset related to black defendants was much higher than the number of records of

white defendants, as well as the number of black recidivists compared to white recidivists.

Juvenile justice. This dataset consists of 4753 data and presents the statistical descriptive

variables, as well as the recidivism of children and young people who completed an educa-

tional program in 2010 in Catalonia, between the date of completion of the program and

the end of 2013 or the end of 2015 [52]. The dataset describes the profile of youths and

also minors who had contact with juvenile justice in relation to the program done. Addi-

tional provided data are: the juvenile recidivism rate, the specific rates and the profile of

the recidivist and recidivism according to the program. In particular, the SAVRY variables

present the risks of recidivism among young people, as well as their specific areas of risk and

needs; among them, SAV RY total score indicates a “total recidivism degree” between 1

and 100. In order to assume it as binary score variable, we make reference to the COMPAS

dataset, where the total percentage of moderate and high recidivism risk is around 45%, so

12https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm ,

last visited on Feb 4, 2021
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we decide to consider the same percentage of data in the Juvenile dataset as moderate-high

risk: following this line of reasoning, SAV RY total score can be interpreted as affirmative

(estimated) recidivism risk if above 15. Then, we assumed reincidencia 2013 as target vari-

able, which represents the recidivity by the end of 2013, and we examined the protected

attributes sex, stranger, country of origin, area of origin, age category and age.

Differently than the first two, the following datasets do not contain a pre-computed

classification, so we built a binomial logistic regression model in order to predict the score

variable: in particular, we trained a binary classifier on a training set composed by the

70% (randomly selected) of the original dataset and we ran it on the remaining 30%, which

represents the test set.

Credit card default dataset. This dataset contains information on default payments,

demographic factors, credit data, history of payment, and bill statements of credit card

clients in Taiwan from April 2005 to September 2005 [53]. The dataset is composed by

25 variables and some of them have demographic character; in particular, we consider as

protected attributes sex and education, while we assumed default.payment.next.month

as target variable and default pred as classifier R (obtained through the binomial logistic

regression). The credit card default dataset was chosen because of the high impact of using

ADM systems in this domain (see motivations in the Introduction), and that particular

dataset because of popularity: at the time of the research, it was ranked as the third most

voted dataset on credit cards on Kaggle13 and it fits better our study than the one ranked

first (Credit Card Fraud Detection), which is based on transactions, while we are interested

on datasets that collect data on persons.

Statlog. This widely used German credit dataset from the UCI Machine Learning Reposi-

tory [54] has been provided by the German professor Hans Hofmann as part of a collection

of datasets from an European project called “Statlog” [55] and will be simply called Statlog

in the following. The data are a stratified sample of 1000 credits (700 good ones and 300 bad

13https://www.kaggle.com/datasets?search=credit+card&sort=votes, last visited on February 4,

2021.
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ones) and have been collected between 1973 and 1975 from a large regional bank in south-

ern Germany, which had about 500 branches, both urban and rural ones. Bad credits have

been heavily oversampled, with a view to acquiring sufficient information for discriminating

them from good ones [56]. Specifically, the dataset contains 1000 entries with 20 categorical

attributes: each entry represents a person who takes a credit by a bank and is classified

as good or bad credit risks according to the set of attributes, among which we considered

status, sex and foreign worker as sensitive attributes. As indicated with the Statlog data

[54], one might examine misclassification cost: it has been suggested to allocate the cost for

misclassifying a bad risk as good to be five times as high than the cost for misclassifying a

good risk as bad [56], therefore we assumed cost matrix as target variable (equal to 0 or 1)

and we built the predictions through a binomial logistic regression model.

Income. The extraction of these data was realized by Barry Becker from the 1994 Census

database; the prediction task is to determine whether a person makes over $50, 000 a year

based on that set of reasonably clean records, also known as “Census Income” dataset [57].

Thus, test.income represents the target variable, which can assume the two values <=

50K or > 50K, whereas we built a regression model to predict the corresponding score.

In our analysis we took into account the protected attributes education, race, sex and

native country.

Student. These two datasets contain information on student achievement in secondary ed-

ucation of two Portuguese schools and they have been built by using school reports and

questionnaires in 2014. The attributes include student grades, as well as demographic, so-

cial and school related features. Two datasets are provided from the UCI Machine Learning

Repository [58] regarding the performance of students (not necessarily the same students)

in two distinct subjects: Mathematics and Portuguese language. In our study we took into

account both the datasets and we considered the sensitive attributes sex, mother′s job,

father′s job, age, mother′s education and father′s education for each of the two datasets,

whereas we assumed the variable G3 as target variable, which indicates the final year grade

(issued at the end of the school year) between 1 and 20, corresponding to a positive grade

if above 9, or negative if lower [59]. Finally, we built the corresponding binary predictions
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through the regression model.

5. Analysis of Results

In this section we examine the results of the analysis for each research question. The

whole analysis environment (data, code, tools, settings) is openly available at https://

codeocean.com/capsule/3628819/tree/v3, where it is possible to reproduce the results

with a single click.

5.1. RQ1 - Imbalance detection

As detailed in 4.1, we tested the balance measures in presence of different distributions

of the occurrences between the classes of a certain attribute. Results are reported in figure

5. The figure shows each synthetic attribute as a rectangle whose border color encodes

the expected class: blue means balanced, red imbalanced, and gray undecided. For each

combination of synthetic attribute and balance measure, the figure reports the result of the

classification as a colored tile using the above encoding, along with the value of the measure.

We can observe that for the first three groups of synthetic distributions – Max Imbalance,

Max Balance, and Quasi Balance – all measures provide an accurate identification of the

class. Concerning the remaining cases:

• Gini and Shannon provided the right class in just 2 cases out of 12, Simpson detected

correctly 4 classes, Imbalance Ratio was accurate in detecting 8 classes.

• The same results can be read from the perspective of these three latter distributions

(i.e., those in the second row of figure 2):

– One Off is the distribution where the indexes performed best, with 8 correct cases

out of 16 (mostly in correspondence of m = 2 and m = 8), two correct cases for

each one;

– in Half high, we observe 5 correct cases out of 16, 4 or which are from the Imbal-

ance Ratio index, and the last one being Simpson index with m = 2;
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– in Power 2 distributions, only 3 cases out of 16 were correctly detected by the

indexes: 2 for Imbalance Ratio index (m = 5 and m = 8) and 1 for Simpson index

(m = 8).

• Also, we observe that 13 out of the possible 32 cases of imbalance were detected (40%),

3 out of 4 of balance, and none of the 12 classes of the undecided category.

From the point of view of the number of classes, we cannot derive a clear tendency:

in fact, 6 correct classifications are in correspondence of both m = 2 and m = 8, and 2

classifications are in correspondence of both m = 3 and m = 5.

By looking more in details at the values of the measures, we can observe that Imbalance

Ratio has the lowest values: this can be explained by looking at its definition that takes the

ratio of the two extreme frequencies. The highest values are those computed using the Gini

and Shannon indexes, while the Simpson index has intermediate values.

The capability to detect imbalance can be summarized in terms of the overall accuracy

of the classification reported in figure 6.

In general, we observe that all indexes have some drawbacks. We ought to emphasize

that this is an exploratory study based on a limited number of synthetic attributes whose

goal is to provide a basic understanding of the balance measures.

5.2. RQ2 - Discrimination risk

Figure 7 reports, for each combination of balance and unfairness measures, a boxplot

with the distribution of unfairness measure values for higher risk vs. lower risk attributes:

we remind from Section 4 that we used the threshold 33%, corresponding to “imbalanced”

for higher risk, and “unknown” + “balanced” for lower risk. The more a boxplot leans to

the right the more unfair the treatment of those attributes are treated. And vice-versa: the

more a boxplot is close to left (i.e. zero) the more the relative attributes are treated fairly.

As a general rule, when the boxes of the riskier attributes (colored in red) and the one for

the less riskier (yellow) are not overlapping, it means that the imbalance-based approach to

risk identification is able to discriminate between actually fair and unfair classifications. We

observe that:
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Figure 5: Classification of synthetic attributes based on the balance measures.

• Gini index had a good discrimination ability for the true positive rates of the Separation

criterion and essentially no discrimination for the other two unfairness measures;

• Imbalance Ratio had a good discrimination ability for both the indicators of the Sep-

aration criterion, and a limited ability for the Independence criterion;

• Shannon index had a good discrimination for the Independence criterion, excellent for

the true positives rates of the Separation criterion, and no discrimination for the false

positive rates in the Separation criterion;

• the Simpson index had a limited capability on Independence criterion, and no discrim-

ination for the Separation criterion.

According to this analysis, we can summarise that all indexes but Simpson were able

to detect discrimination in terms of substantial difference of true positives; the indexes are

moderately able to detect discrimination in terms of different acceptance rates; all indexes,

with the notable exception of Imbalance Ratio, are not able to anticipate discrimination in

27



88%

67%

58%

58%

Gini

Shannon

Simpson

Imbalance
Ratio

50% 60% 70% 80% 90% 100%
Accuracy

Measure

Figure 6: Balance measures ability to detect imbalance.

terms of substantial difference of false positives.

The values that have been summarized in figure 7 are reported in detail in table 2, where

we show for each dataset (and target) all the protected attributes, and for each one the

balance measures. The three rightmost columns contain the mean value of the unfairness

measures related to Independence and Separation: following the line of reasoning explained

above, for high level of unfairness we expect low-value indexes –that reveal imbalance in

data. Looking at the single attributes :

• starting from the COMPAS dataset, previous studies [29] have shown that the data is

imbalanced in favor of white people, as the highest levels of reoffending are observed

in black individuals. Indeed, as regards “Ethnicity” about 34% of the dataset’s obser-

vations refer to white people, while 51.4% refer to black people, indicating that there

may be an overestimation of the race attribute - against black people - which would

contribute to the estimation of recidivism. In confirmation of this, both the fairness

criteria reveal high level of unfairness; at the same time, the balance measures con-

firm the presence of data imbalance, with low and medium values for the Imbalance

Ratio and Simpson indexes, and just a relatively high value for the Gini and Shannon

indexes.

• A similar relation between balance and unfairness measures can be observed, for in-

stance, for the attribute “Country of origin” in the Juvenile justice dataset, but also
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Figure 7: Boxplot of unfairness measures vs. balance classification, for different balance measures.

for “Foreign worker” in Statlog or “Native country” in the Income dataset.

• Vice versa, correspondingly to low unfairness values we note overall high balance

indexes, denoting also in this case a negative correlation with unfairness measures.

For instance, for the sensitive attributes “Stranger” in the Juvenile justice dataset,

“Sex” in the Credit card default dataset, “Sex” in Statlog, “Sex” in both the Student-

Mathematics and Student-Portuguese datasets, we found low unfairness levels, which

are reflected by very high and similar balance measures –the Gini, Shannon and Simp-

son indexes above all.

• The previous trend does not held for all the attributes: for example, with respect to

“Age category” in COMPAS, the fairness tests reveal high level of unfairness, but the

balance measures tend to be higher than expected, with values between 0.36 and 0.89.

• Also for “Status” in Statlog we note medium and high unfairness values in correspon-

dence of high balance measures, as well as for the attributes “Education” and “Sex”
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in Income, “Age” and “Mother’s education” in Student-Mathematics, or “Age” in

Student-Portuguese.

We integrate the analysis with the computation of the Spearman correlation coefficient

between balance and unfairness measures, as reported in table 3. Specifically, we expect

the coefficient to be negative: the higher the balances indexes, the lower the unfairness

measures. Hence, in term of correlation, the best balance measure is the Imbalance Ratio

index as it always presents a strong negative correlation followed by the Simpson and the

Shannon indexes respectively. The less accurate measure appear to be the Gini index . The

correlation analysis confirms that false positive differences are the most difficult to detect

with the four indexes, while results are encouraging for the discrimination with respect to

both Independence and the TP rates of the Separation criterion.

6. Discussion

RQ1. How are existing measures able to detect imbalance among the classes of a given

attribute in a dataset?

Overall we can conclude that the Imbalance Ratio index is the most precise measure for

detecting imbalance among the classes of a given attribute, according to the exemplar distri-

butions chosen. However, the index is very sensitive when classes have 0 occurrences: when

just a class is empty, the index goes to 0. An intermediate result is achieved by Simpson

index, while Gini and Shannon indexes exhibit the lowest performances: since, in general,

they have higher values than the former two for the same distributions. We might need to

study whether different thresholds should be applied. We did not observe any trend associ-

ated to the number of classes. We also observed that the worst performances occurred in the

case of a Power law with base 2 distribution: since power law distributions are very common

in a variety of real cases (e.g., income), we shall extend the analysis to understand how to

adequately deal with this family of distributions. More in general, results are encouraging

enough to continue the exploration with a more extensive catalogue of distributions.

RQ2. Are existing measures able to reveal a discrimination risk when an ADM system is

trained with such data?
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Table 2: Values of balance measures and unfairness measures.

Separation

Dataset Attribute m Gini Shannon Simpson IR Independence (TPR) (FPR)

COMPAS

Ethnicity 6 0.73 0.62 0.31 0 0.25 0.29 0.20

Sex 2 0.61 0.70 0.44 0.05 0.23 0.02 0.00

Age category 3 0.87 0.89 0.69 0.36 0.28 0.21 0.27

Juvenile justice

Sex 2 0.44 0.54 0.28 0.14 0.02 0.12 0.05

Stranger 2 0.94 0.96 0.90 0.63 0.03 0.04 0.03

Country of origin 35 0.61 0.44 0.04 0 0.41 0.43 0.42

Area of origin 5 0.70 0.67 0.32 0.02 0.13 0.06 0.14

Age category 3 0.66 0.59 0.39 0 0.06 0.41 0.02

Age 5 0.89 0.83 0.63 0.01 0.05 0.31 0.07

Credit card default

Sex 2 0.95 0.96 0.91 0.65 0.02 0.01 0.02

Education 6 0.75 0.60 0.33 0 0.06 0.16 0.03

Statlog

Status 4 0.93 0.91 0.77 0.18 0.15 0.40 0.10

Sex 2 0.85 0.89 0.75 0.45 0.01 0.02 0.06

Foreign worker 2 0.17 0.26 0.09 0.04 0.37 0.53 0.37

Income

Education 16 0.86 0.73 0.28 0 0.29 0.41 0.16

Race 5 0.32 0.34 0.08 0 0.11 0.13 0.04

Sex 2 0.88 0.91 0.79 0.49 0.17 0.08 0.07

Native country 42 0.20 0.17 0 0 0.19 0.45 0.12

Student - Mathematics target

Sex 2 0.99 0.99 0.99 0.95 0.03 0 0.02

Age 8 0.89 0.77 0.51 0.01 0.46 0.44 0.40

Mother’s job 5 0.94 0.93 0.77 0.23 0.10 0.07 0.22

Father’s job 5 0.78 0.74 0.42 0.07 0.23 0.23 0.33

Mother’s education 5 0.91 0.86 0.69 0.03 0.46 0.41 0.44

Father’s education 5 0.93 0.87 0.74 0.01 0.17 0.09 0.38

Student - Portuguese target

Sex 2 0.97 0.97 0.94 0.70 0.01 0.03 0.04

Age 8 0.87 0.74 0.47 0 0.35 0.29 0.48

Mother’s job 5 0.93 0.92 0.74 0.21 0.11 0.05 0.54

Father’s job 5 0.75 0.72 0.38 0.06 0.06 0.02 0.53

Mother’s education 5 0.93 0.86 0.72 0.02 0.11 0.04 0.51

Father’s education 5 0.93 0.86 0.72 0.02 0.07 0.04 0.32
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Table 3: Correlation between balance measures and unfairness measures.

Fairness criteria

Balance Measures
Gini Shannon Simpson

Imbalance

Index

Independence -0.278 -0.352 -0.435 -0.514

Separation (TPR) -0.474 -0.575 -0.604 -0.667

(FPR) 0.012 -0.085 -0.181 -0.288

As a general consideration we notice that there is no single balance measure providing

the basis for an ideal risk identification across all datasets analysed. Similarly to the pre-

vious research question, the Imbalance Ratio anticipates discrimination better than other

indexes, although the correlation analysis showed that all indexes are able to detect – each

one with its own strengths and weaknesses – a substantial difference of acceptance rates and

true positive rates. Discrimination due to false positive rates, instead, is much more difficult

to be detected, especially for the Gini index.

Recommendations for the usage of the indexes

On the basis of the exploratory analysis conducted here, we can take into considera-

tion different indexes to identify potential unfairness risks. We recommend to consider the

following aspects when using the indexes:

• the Imbalance Ratio index has a good capacity to detect both imbalance in the exem-

plar distributions and discrimination in real cases, but it shall not be used if very few

classes are empty or close to zero;

• Gini and Shannon indexes are moderately able to detect discrimination, but they have

a tendency to assume high values (in fact, they had the worst performances in detecting

imbalance with the exemplar distributions): for these reasons, we recommend to test

them with lower thresholds to avoid missing relevant cases of imbalance;

• Simpson index has a good capability of detecting imbalance, according to the exemplar

distributions used, but a limited capability to detect discrimination insofar it is used

with the current thresholds: hence, we recommend to use it in combination with

32



Imbalance Ratio for a preliminary analysis of the possible cases of discrimination,

since it is not affected by the presence of empty classes and it still has correlations

comparable to those of Imbalance Ratio.

6.1. Relation to Policy

We extensively reported on how and why imbalance in data used to build ADM systems

challenges a founding element of the rule of law in our democratic societies: the principle of

non-discrimination [27]. The “Recommendation of the Committee of Ministers to member

states on the human rights impacts of algorithmic systems” [60], published by the Council

of Europe (CoE) on April 8, 2020, emphasizes the impact of algorithmic systems on human

rights and the need for additional normative protections. Although the CoE cannot issue

binding laws, it is the main organization for safeguarding human rights in Europe, and for

this reason the recommendation is of particular interest for our purposes. The document

defines “high risk” in correspondence with “the use of algorithmic systems in processes or

decisions that can produce serious consequences for individuals or in situations where the

lack of alternatives prompts a particularly high probability of infringement of human rights,

including by introducing or amplifying distributive injustice” (p.5). In these situations, “risk-

management processes should detect and prevent the detrimental use of algorithmic systems

and their negative impacts” (p.6). The recommended obligations for the states include a

continuous review of algorithmic systems throughout their entire lifecycle. In terms of data

management, bias in the data as a risk factor for systematic discrimination is explicitly

cited: “States should carefully assess what human rights and non-discrimination rules may

be affected as a result of the quality of data that are being put into and extracted from an algo-

rithmic system, as these often contain bias and may stand in as a proxy for classifiers such as

gender, race, religion, political opinion or social origin” (p.7). The document adds that bias

and discriminatory outputs should be properly tested since the analysis and modeling phase

and that system development should be even “discontinued if testing or deployment involves

the externalisation of risks or costs to specific individuals, groups, populations and their en-

vironments” (p.8). Precautionary measures should include risk assessment procedures to

evaluate potential risks and minimize adverse effects, in cooperation with all relevant stake-
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holders. Similar obligations are recommended to the private sector, as part of their social

responsibility: after referring to the UN Guiding Principles on Business and Human Rights

[61] in the introduction (p.3), the document prescribes that: “Private sector actors should

be cognisant of risks relating to the quality, nature and origin of the data they are using for

training their algorithmic systems, ensuring that errors, bias and potential discrimination in

datasets and models are adequately responded to within the specific context” (p.12). Inde-

pendent expert review and oversight should take place also for private entities (p.14), who

are demanded to adjust or discontinue the development of the systems if risks cannot be

mitigated (p.13).

Looking at the Institutions of the European Union (EU), the problem of biased ADM

systems is widely recognized, as acknowledged by the words of Margrethe Vestager that

we reported in the Introduction. The words of M. Vestager should be considered in the

context of the ongoing efforts of the EU to redefine the markets rules in response to the

rapid technological advancements related to the emergence of automated decision making

processes. As a matter of fact, we recall the “Resolution on automated decision making

processes and consumer protection” [62] which was approved by the EU Parliament on

February 6, 2020. The document is relevant because it comes from the highest legislative

Institution in the EU and because therein, we find explicit references to the two foundational

elements of our proposals. More precisely, the Parliament stresses:

• “the need for a risk-based approach to regulation, in light of the varied nature and com-

plexity of the challenges created by different types and applications of AI and automated

decision-making systems” (p. 4);

• “the importance of using only high-quality and unbiased data sets in order to improve

the output of algorithmic systems and boost consumer trust and acceptance” (p.11-12).

Although the general context of the Resolution is market surveillance, it is still within

the ambit of the EU Charter of Fundamental Rights, and in particular Article 38 on con-

sumer protection [63]. It is worth reminding that the European Commission acknowledged

the problem of biased ADM since the publication of its communication “Artificial Intelli-

gence for Europe” [64] on April 25, 2018 by stipulating “Whilst AI clearly generates new
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opportunities, it also poses challenges and risks, for example [. . . ] bias and discrimination”

(p.15). Notwithstanding the non-binding value of the document, this communication paved

the way for several other policy documents, among which we mention the Coordinated Plan

on Artificial Intelligence [65] and the Strategy for Artificial Intelligence [66]. It is worth

observing that the communication “AI for Europe” was published one month before than

the General Data Protection Regulation had effect (GDPR, in effect from May 25, 2018),

hence it is coherent to the obligations for data controllers to safeguard the data subject’s

rights and freedoms and legitimate interests in automated individual decision-making (Art.

22).

In the given policy document examples, the term “risk management” recurred often and

hitherto it is indicated as the more suitable approach for regulating algorithmic systems.

We corroborate our statement with a selection of the documents issued by several bodies

of the European Union or by experts groups appointed by them. Since the following policy

documents are heterogeneous in terms of binding value and domains of application, we

present them following a simple chronological order.

• The EU White Paper on Artificial Intelligence - A European approach to excellence

and trust [67], published on February 19, 2020, promotes an AI regulation proportional

to the impact of systems on citizen’s lives. It is reported that in high-risk cases (e.g.,

the health domain) mandatory testing and certification of adopted algorithms should

be put in place, while in all the other cases a voluntary quality labelling scheme can

be adopted (critics highlighted that the definition of risk is too vague). Bias and

discrimination are reported as “practical impacts of the correlations or patterns that

the system identifies in a large dataset” (p.12) while on operation: indeed, it has been

widely discussed that disparities in the representation of population groups can be

present since the training of algorithms phase.

• Between April and July 2020, several documents from the High-Level Expert Group

(HLEG) on AI were published 14. In the first document, i.e., the “Ethics Guidelines

for Trustworthy AI” [68] (April 8, 2019), one of the seven identified requirements is

14The High-Level Expert Group was formed in 2018 to support the implementation of the European
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non-discrimination, which requires the removal of unfair bias in datasets since the

data collection phase (p. 18, p.29, p.36). In the following two documents, i.e., “Policy

and Investment Recommendations” [69] (June 26, 2019) and “Assessment List” [70]

(July 17, 2020), the requirement of diversity, non-discrimination and fairness is further

described, and auditing mechanisms are encouraged (by public enforcement authori-

ties or by independent third-party auditors) within the general context of risk-based

governance of AI.

• The EU Committee of Civil Liberties, Justice and Home Affairs published the report

“Artificial intelligence in criminal law and its use by the police and judicial authorities

in criminal matters” [71] in June 2020. It “stresses the potential for bias and discrimi-

nation arising from the use of machine learning and AI applications” (p.6), specifying

that biases can be present both in historical data used for training algorithms and in

data generated by systems already functioning.

• One month later, the sector-based study of “Artificial Intelligence and Civil Liability”

[72] was published by the EU Policy Department for Citizens’ Rights and Constitutional

Affairs: a whole section of the document (from p.96 to p.121) is devoted to specifying a

“risk-management approach to the regulation of civil-liability in AI-based applications”

at theoretical and methodological level, and with specific considerations on four case

studies.

• Finally, the recent (December 15, 2020) Digital Services Act [73] of the European

Commission paves the way for risk management obligations and independent audits

but only for very large platforms (i.e., reaching more than 10% of the 450 million

consumers in Europe), in order to better protect customers from unfair practices and

to safeguard the competition in contestable and fair markets. In part 1 of its impact

assessment [74] (p.63) “biases potentially embedded in the notification systems by users

strategy on AI in identifying the principles that should guarantee the development of a “trustworthy AI”.

From its formation and up to the time of writing this manuscript, the HLEG published four deliverables,

three of which are relevant in this discussion.
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and third parties” are reported to make specific groups disproportionately affected by

restrictions and removal measures adopted by the very large platforms where most of

both private communications and public discourses occur.

In addition to the documents issued at European level, we mention that a similar approach

has been recently indicated also by national authorities (for example, in Germany by the

Federal Anti-Discrimination Agency [75] and the Data Ethics Commission [76]), and on the

other side of the Atlantic Ocean, where the US Congress Algorithm Accountability Act of

2019 [77] prescribed that automated decision systems that may contribute to inaccuracy,

bias, or discrimination, shall undergo assessments of these risks and identification of the

actions to minimize them. Also in this case, the obligations might apply only to very large

companies.

This overview of the most recent efforts on regulating algorithmic systems, with a clear

focus on Europe, defines the legislative context in which our proposal should be placed. We

showed that the risk-based approach is a cornerstone element of the European regulation of

algorithmic systems, which is currently under redefinition15: the prescriptions of the policy

documents are not only at a general and declamatory level but they also act in specific

matters. Our proposal can potentially cross this path, whereby imbalance measures can be

suitable risk indicators of propagation of bias in the input data of ADM systems. In addition,

they can be used for certification and labeling purposes, as our notes in Section 3 highlights.

6.2. Threats to validity and limitations

The results about RQ1 (imbalance detection) are highly dependent on the judgements

of the authors (construct validity) and on the exemplar distributions chosen (conclusion

validity). Given the exploratory nature of the work, we aimed at simplicity and not at an

exhaustive test of the possible levels of imbalance, which are infinite from a prospective of

marginal increments. Nevertheless, a higher number of notable distributions and a larger

pool of judgements (e.g., via crowd-voting) are necessary to increase the validity of the

15The AI regulation proposal by the European Commission (21 April 2021) was intentionally not reported

in the list because subject to numerous future negotiations (it still has to go through the Parliament and

the Council).
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findings. In addition, in-depth sensitivity analyses on the thresholds used for the balance

and unfairness measures should improve the reliability of the overall results.

The same sensitivity analysis on the thresholds could be performed in followup analyses

of RQ2 (discrimination risk) to improve the reliability and generalizability of the findings. As

far as other limitations of RQ2 results are concerned, we remark that for the datasets where a

classification label was present, we have no knowledge about the type of classification model

used on such datasets, thus we do not know whether the observed relationship is exclusively

connected to the imbalance in the data: confounding factors may be present and affect the

internal validity16. On the contrary, we obtained much more control over the datasets for

which we ran a classification model, the binomial logistic regression specifically. In all these

cases the limitations of the algorithm hold, most notably the assumption of linearity between

the dependent variable and the independent variables, as well as the assumption of limited

or no multi-collinearity between independent variables.

Applying more classification algorithms (each with different parameters) would be nec-

essary not only to improve the reliability of the relationship found between balance and

unfairness, but also to increase the generalizability of the results (external validity): it will

help to identify how the different types of classification algorithms propagate the imbalance.

Other possible extensions regard the usage of further unfairness measures, e.g., sufficiency

from [33] and the identification of balance measures for non-categorical data.

Overall, it is important to stress again the fact that our study focused on the level of risk

analysis. Risk evaluation (i.e., which criteria should activate which actions) has been left out

of the scope of our research. In order to understand how to manage the discrimination risk,

the literature on machine learning and big data will be a useful resource to select and test

imbalance mitigation techniques [78] [79], that are usually classified according to the different

phases of the machine learning pipeline: pre-processing techniques aim at re-balancing the

training data, thus mostly operating at data level; in-processing techniques are applied at

the training phase, operating both at algorithm level and at data level; post-processing

16However, for the largely debated COMPAS case, the imbalance in the input data has been widely

recognized in the literature as a relevant factor for the observed discrimination
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methods mitigate bias on the already predicted labels (data level). It should be observed

that these data-engineering aspects are still object of research because of inconsistent and

conflicting results [78]; in addition, they should be combined with other perspectives that

factor in the socio-technical nature of the problem: for example, both ethical considerations

and legal requirements shall be included to find meaningful thresholds of risks in relation to

the context of use and the severity of the impact on individuals.

7. Conclusions

In this article we proposed and tested a metric-based approach to evaluate imbalance in

a given dataset as a potential risk factor for discriminatory output of ADM systems. The

approach combines aspects of data quality and risk management from the ISO standards and

it resonates with the most recent European policy proposals for regulating digital services,

including ADM systems. We selected four widely used indexes (Gini, Simpson, Shannon,

Imbalance Ratio), normalized them to share the same range of values, and tested their

ability to detect (i) different levels of imbalance in synthetic attributes and (ii) discrimination

occurring in the classification outcome of ADM systems trained with six large datasets.

Concerning the detection of imbalance, the best result is achieved using the Imbalance Ratio

and the Simpson index, while the Gini and Shannon indexes constantly assume higher values

(suggesting balanced data), and for this reason they should be further investigated, e.g. using

different thresholds. Regarding the ability to detect discrimination, the balance measures

performed differently with respect to different fairness criteria and can be ranked similarly

as for the previous goal. As a general indication, evidence suggests that a combined usage is

preferable to detect possible discrimination risks: for this reason, after discussing the results,

we elaborated a few pragmatic recommendations for their application.

Overall, the results indicate that the approach is suitable for the proposed goal. However

further work is needed to better assess the reliability of the balance measures as risk indi-

cators, for instance by considering different classification and prediction algorithms, a larger

number of exemplar distributions, and a sensitivity analysis on the thresholds. The work

could be also expanded by including balance measures applicable to continuous attributes,

additional criteria of fairness. In addition potential mitigation actions should be examined,
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that factor in both data engineering aspects and procedural or organizational aspects that

reflect the social dimension of the problem: for example, the severity of the impact on disad-

vantaged users, in combination with the legal and ethical issues related to specific application

domains.

We hope that this exploratory analysis could stimulate a community effort for more

extensive analyses from other researchers and investigations on real systems from policy

actors: we aim at building an open and extensible benchmark of balance measures and

measurements to attract further contributions. We also recommend software companies and

research teams to include such measures in the toolkits mentioned in the related work.

We conclude by remarking that this work (and most of those we cited) fall within the

wide landscape of principles, methodologies and tools for a data governance that should

serve our society to develop ADM systems in a trustworthy and more democratic way [80].

To achieve such a goal, it is of paramount importance to protect and promote rights and

freedoms in both their individual and collective dimensions. Developing socially sustainable

ADM systems, especially those employed in public sector services, represents one of the

mandatory actions to pursue this path.
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