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Abstract: Self-driving vehicles have experienced an increase in research interest in the last decades.
Nevertheless, fully autonomous vehicles are still far from being a common means of transport. This
paper presents the design and experimental validation of a processor-in-the-loop (PIL) architecture
for an autonomous sports car. The considered vehicle is an all-wheel drive full-electric single-seater
prototype. The retained PIL architecture includes all the modules required for autonomous driving
at system level: environment perception, trajectory planning, and control. Specifically, the perception
pipeline exploits obstacle detection algorithms based on Artificial Intelligence (AI), and the trajectory
planning is based on a modified Rapidly-exploring Random Tree (RRT) algorithm based on Dubins
curves, while the vehicle is controlled via a Model Predictive Control (MPC) strategy. The considered
PIL layout is implemented firstly using a low-cost card-sized computer for fast code verification
purposes. Furthermore, the proposed PIL architecture is compared in terms of performance to an
alternative PIL using high-performance real-time target computing machine. Both PIL architectures
exploit User Datagram Protocol (UDP) protocol to properly communicate with a personal computer.
The latter PIL architecture is validated in real-time using experimental data. Moreover, they are
also validated with respect to the general autonomous pipeline that runs in parallel on the personal
computer during numerical simulation.

Keywords: autonomous racing vehicle; processor-in-the-loop; control; model predictive control;
trajectory planning; RRT algorithm; perception; automated driving

1. Introduction

In recent years, huge research efforts have been dedicated to autonomous systems and
self-driving ground vehicles, thus motivating the expectations of buying fully autonomous
commercial cars within few decades, as reported in [1,2]. Autonomous driving is expected
to drastically reduce car accidents and traffic, while robustly improving passenger comfort,
as well as enhancing the capabilities of last-mile logistics and car sharing [3]. However,
the development of autonomous systems is a complex multidisciplinary problem that
must take into account social, economic, and technical issues for the next generation of
vehicles [4–6]. Indeed, most of the current commercial cars can only experience Level
1 or 2 in the SAE J3106 Levels of Driving Automation scale. Therefore, there is still a
wide research field to investigate, particularly related to the software developments and
extensibility of further autonomous features.

To this end, racing competitions, such as Roborace [7], DARPA Grand Challenge [8],
and Urban Challenge [9], have a pivotal role in the research and development of Level 4 and
5 automated vehicles. In fact, during the abovementioned competitions, self-driving cars
race in a controlled and structured driving scenario, with little risk for human drivers and
pedestrians, thus being a perfect environment for research of fully autonomous software
pipelines and novel hardware solutions. In this framework, the present research work
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involves an all-wheel drive full-electric racing prototype participating at Formula Student
Driverless (FSD) competitions.

A self-driving vehicle includes different modules devoted to specific functions, which
are deeply interconnected in order to build the whole autonomous system. The main
modules are environment perception, trajectory planning, and control, as reported in [10].
The perception module is responsible for the creation of an accurate representation of the
environment around the vehicle at current status. Usually, the perception pipeline exploits
the enhanced capability of artificial intelligence in combination with a plethora of sensors,
such as multiple cameras, RADARs, and LiDARs, to guarantee sufficient redundancy
and robustness [11,12]. Then, the trajectory planning module exploits the information
computed from perception algorithms in order to define a proper and feasible trajectory that
the vehicle has to follow. Different trajectory planning algorithms have been investigated
in the recent literature [13,14], and efficient solutions for the retained racing prototype
have been identified in the application of the Probabilistic Road Map (PRM) algorithm [15]
and the RRT algorithms [16]. Finally, the control module is responsible for an accurate
trajectory-following operation, while minimizing the tracking errors and maximizing
the vehicle’s longitudinal speed, especially in the case of racing vehicles. To this end,
a vast variety of control methods have been discussed in the literature for autonomous
driving [13,17–19]. The retained PIL architecture embeds a MPC control strategy, as it is
effective for the investigated application in prior research [16]. Moreover, the proposed
trajectory planning method is based on a modified RRT algorithm based on Dubins curves,
that exploits environment information from a vision-based perception pipeline.

PIL architecture is commonly used in different disciplines to test and validate the
performance of a controlled system, as reported in [20–22]. The PIL approach allows
verifying the actual control software running in a dedicated processor which controls a
virtual model of the retained plant, as written in [21]. Therefore, PIL-based validation
methods are used in different fields of study.

A PIL design and experimental validation is proposed in [23] for a MPC strategy
devoted to Unmanned Aerial Vehicles (UAVs). The PIL architecture is also used for fast
prototyping of power electronics circuits in [24]. Furthermore, the PIL layout is used to
validate a hybrid fuzzy-RRT algorithm for indoor unmanned robots [25]. Although many
applications involving autonomous ground vehicles exploit a hardware-in-the-loop (HIL)
configuration, as in [26,27], the PIL approach is widely used for the validation of different
control strategies and algorithms for automated driving. In detail, a software architecture
for dynamic path planning of an autonomous racecar at the limits of handling is presented
in [28] with a PIL configuration, and a focus on software implementation of the same
application is illustrated in [29]. Moreover, a PIL architecture for prototyping purposes
of urban motion planning and control is discussed in [30]. However, to the best of the
authors’ knowledge, a study on the design and implementation of a PIL architecture for
the experimental validation of trajectory planning and control algorithms for a full-electric
autonomous racing prototype is still missing in the literature.

Considering the reported framework about PIL applications, the main contribution
of this paper consists in the experimental validation of a PIL architecture for a fully au-
tonomous racing prototype using a high-performance real-time target computing machine
and a low-cost card-sized computer. Furthermore, the splitting of the PIL phase into
two complementary steps leads to a genuine V-cycle process for the slender and rapid
software development process for automotive industry application. From the software
point-of-view a complete and customized pipeline for the perception, planning and control
of an autonomous racing platform is proposed. Moreover, the motion planning problem is
validated with real data acquisition on-board a racing vehicle. Specifically, the autonomous
pipeline includes a trajectory planner based on a modified RRT algorithm and a control
strategy based on MPC. Both the investigated PIL layouts communicate with a properly
connected personal computer via UDP protocol. In the paper, different driving situations
are shown for the retained racing vehicle. Furthermore, the proposed PIL architecture
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is validated with respect to a model-in-the-loop (MIL) architecture that runs only on the
personal computer during numerical simulations, as discussed in [31]. In fact, MIL ar-
chitecture includes testing the modeled plant on a dedicated simulation platform only.
By contrast, PIL implementation allows to test the designed model when deployed on
a target processor, in a closed-loop simulation layout. This step helps to identify if the
investigated control algorithm can be deployed on the considered processor. In detail,
the retained real-time computing machine is a Speedgoat Baseline platform, while the
considered low-cost computer is a Raspberry Pi 4B board. The environment perception
data come from a vision-based perception pipeline that exploits a stereocamera and LiDAR
sensors which are properly mounted onto the vehicle. Specifically, the vehicle moves in a
structured racing environment and the path is defined by multiple traffic cones of different
colors, as defined in the FSD competitions.

The paper is structured as follows. Section 2 illustrates the general PIL architecture
and the main modules of the retained autonomous system. Moreover, the hardware setup
is discussed in detail and the considered computing platforms are described. Section 3
presents and discusses the obtained results on recorded experimental datasets for the MIL
architecture and both the presented PIL layouts. Furthermore, a comparison with respect
to the general autonomous pipeline that runs in parallel on the personal computer during
simulation is presented. Finally, Section 4 concludes the paper.

2. Method

This section describes the design method of the proposed PIL architecture. First,
starting from the perception pipeline installed on-board the racing vehicle, the retained
software layout is defined. In detail, the proposed software layout assesses the motion
planning task and control of the vehicle command inputs. Subsequently, the hardware setup
and the connection specifications between the considered real-time target machines and the
host personal computer are illustrated. Last, technical details of the considered computing
platforms are highlighted with the objective of defining the PIL layout implications of
both architectures.

2.1. Autonomous Vehicle Pipeline and Vehicle Setup

The considered vehicle is a fully electric all-wheel drive racing prototype with four
on-wheel electric motor coupled with a highly efficient planetary transmission system
concentrically mounted on each wheel hub. The vehicle has an integral carbon fiber chassis
built with honeycomb panels, double wishbone push-rod suspensions, and a custom
aerodynamic package. The vehicle can reach a maximum speed equal to 120 km/h with
longitudinal acceleration peaks reaching up to 1.6 g. The main specifications of the racecar
are listed in Table 1.

The vehicle senses the surrounding environment featuring a custom perception
pipeline composed of a LiDAR-based sensor with an integrated high-performance Graphic
Processing Unit (GPU) and a stereocamera. The former sensor is mounted in the middle of
the front wing of the vehicle at a height of about 0.1 m from the ground. The latter instead
is placed on the main roll hoop, above the driver’s seat. Both the sensors are interfaced
with a properly designed Robotic Operating System (ROS) environment that can handle
the measurements during vehicle’s motion and fuse them in order to provide real-time
estimation about the position and type of surrounding obstacles. Specifically, the racing
environment is structured with multiple traffic cones of different colors, as illustrated in
Figure 1.
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Table 1. Technical specifications of the racing prototype. CoG is the vehicle’s Center of gravity.

Parameter Symbol Value Unit

Mass m 190 [kg]
Moment of Inertia about z-axis Iz 95.81 [kgm2]

Vehicle wheelbase l 1.525 [m]
Overall length L 2.873 [m]

Front axle distance to CoG a 0.839 [m]
Rear axle distance to CoG b 0.686 [m]

Vehicle track width t 1.4 [m]
Overall width W 1.38 [m]
Height of CoG hCG 0.242 [m]
Wheel radius RW 0.241 [m]

Longitudinal drag area A f 2 [m2]
Longitudinal drag coefficient Cd 0.3 -

Longitudinal lift
coefficient Cl 0.1 -

Longitudinal drag pitch moment Cpm 0.1 -
Maximum power

(total vehicle) Pmax 80 [kW]

Motors peak torque Tmax 84 [Nm]
Steering transmission ratio τ 4.23 [-]
Maximum energy stored Ebp 6.29 [kWh]
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Xavier high-performance computational unit with embedded GPU.
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Information coming from the perception pipeline is then exploited for building a local
map that enables the path planning method based on a modified version of RRT algorithm
using Dubins curves.

Once the optimal path has been identified with respect to the goal position in each
sensed local map, the investigated control strategy based on MPC assesses the vehicle
dynamics control during motion. The vehicle is controlled via longitudinal acceleration
and steering angle commands that are computed with respect to the planned path, while
minimizing the tracking errors defined in terms of relative yaw angle and lateral deviation,
as defined in [16,18,19].

The proposed PIL architecture is developed by deploying the planning and control
methods into the retained real-time target platforms: a high-performance Speedgoat Base-
line platform and low-cost Raspberry Pi 4B board. Both these target machines have been
connected via UDP protocol to a host personal computer in which the retained vehicle
model is accordingly defined. Figure 2 illustrates the retained autonomous pipeline and
PIL architecture.
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2.1.1. Environment Perception

As represented in Figure 1, the proposed environment perception pipeline is per-
formed with a Velodyne VLP-16 LiDAR sensor, a Stereolabs ZED stereocamera, and a
nVIDIA Jetson Xavier high-performance computing platform. In detail, the Velodyne
VLP-16 LiDAR sensor is mounted onto the front wing of the vehicle at a fixed height equal
to 0.1 m from the ground. The Stereolabs ZED stereocamera sensor is mounted at a height
of 1.05 m from the ground and it is fixed to the vehicle’s rollbar, as represented in Figure 1.
The NVIDIA Jetson Xavier high-performance computing platform is placed inside the
vehicle’s monocoque, fixed to its right side. Moreover, a proper wiring system has been set
up to correctly interface and supply the sensors to the computing platform.

The Velodyne VLP-16 LiDAR sensor provides a full 360-degree point cloud of the
surrounding environment at a 10 Hz frequency to obtain an accurate real-time data recon-
struction recorded by 16 light channels. It ranges up to 100 m with 30◦ vertical field-of-view
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(FOV) and an angular resolution up to 0.1◦ in the horizontal plane [32]. The LiDAR sensor
is connected to the computing platform with embedded GPUs through an Ethernet connec-
tion. Specifically, the computing platform creates a ROS network, which allows to process
the information streaming from the LIDAR-based sensor.

The Stereolabs ZED stereocamera is connected via 3.0 USB port to the computing
platform. The considered stereocamera features stereo 2 K cameras with dual 4 MP RGB
sensors. It is used as it is capable of accurately recording dense depth map information
using triangulation from the geometric model of non-distorted rectified cameras up to 10 m
in front of the vehicle [33]. To this end, left and right video frames are intrinsically syn-
chronized and streamed so that several configuration parameters—resolution, brightness,
contrast, and saturation—can be tuned properly [33]. Specifically, the camera is used in the
high-definition 1080 mode (HD1080) at 30 Frame Per Second (FPS).

The NVIDIA Jetson AGX Xavier is an embedded Linux high-performance computing
platform with embedded GPUs with 32 TOPS of peak computational power in less than
50 W of needed power. The retained high-performance computing platform enables
intelligent vehicles with end-to-end autonomous capabilities as it is based on the most
complex System-on-Chip (SoC) ever created up to 2018, thus enabling any complete
artificial intelligence software stack [34].

The driving environment is properly structured with traffic cones according to the
rules listed in [35] for the purpose of FSD competitions. In fact, each traffic cone has a
height equal to 0.325 m and a square base, with a side length equal to 0.228 m. The cones
of the right lane boundary are yellow with a black stripe, while the right lane boundary is
built with blue cones with a white stripe. Bigger orange cones indicate the starting and the
ending points of the track.

In this driving scenario, the LiDAR sensor records point clouds at a frequency equal to
10 Hz consisting of thousands of 3D point cloud during motion. Each point cloud contains
the distance of each point in the 3D space along with the intensity of the reflected light
in that point. Then, the raw point cloud is filtered by removing all the points out of the
region-of-interest (ROI). Furthermore, a ground plane filtering segmentation algorithm is
then applied to the raw point cloud in the considered ROI. This operation is performed in
order to remove all the points belonging to the ground which can badly affect the proposed
object detection method. Therefore, a clustering algorithm is applied to the filtered point
cloud, then the distance to the detected obstacles is finally estimated.

In a similar way, the stereocamera-based perception algorithm is designed to detect
cones and extract the color features from the detected obstacles, namely, blue, yellow, and
orange cones. The distance with respect to the sensor is then computed by matching the
detected bounding boxes representing the obstacles with the recorded depth map from the
retained stereocamera. This algorithm is redundant to the LiDAR-based one. Nevertheless,
it performs a peculiar task as it estimates not only the position of the detected obstacles,
but also the color of the detected cones up to a 10 m distance from the sensor. In detail, the
camera-based algorithm exploits a Single-Shot Detector (SSD) algorithm that is based on
the Convolutional Neural Network (CNN) MobileNet v1.

As a result of the implemented perception algorithms, a local map containing the
information about the obstacles in front of the vehicle is created at a 10 Hz frequency,
that enables further trajectory planning and control methods. Specifically, the information
about obstacles includes position about the obstacles in the x-y plane and a color tag.

2.1.2. Path Planning

The trajectory planning algorithm generates the feasible poses that the vehicle has
to follow acting on the acceleration/deceleration and steering commands which are com-
puted by the designed MPC controller. Thus, the objective of the designed path planning
algorithm is to find a collision-free motion between the start and goal positions of the
vehicle in a structured environment. The environment where the vehicle moves is defined
by the perception stage.
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The vehicle explores the environment using a real-time local trajectory planner, based
on a modified RRT algorithm for non-holonomic car-like mobile robots, using Dubins curves.
The algorithm takes into account kinematic and dynamic constraints of the vehicle, as defined
in [36], in addition to the pure geometric problem of obstacle avoidance, and allows to search
non-convex high-dimensional spaces by randomly building a space-filling tree [37]. The RRT
algorithm is based on the incremental construction of a search tree that attempts to rapidly
and uniformly explore obstacle-free segment in the configuration space. Once a search tree
is successfully created, a simple search operation among the branches of the tree can result
in collision-free path between any two points in vehicle environment. Due to differential
constraints of non-holonomic car-like mobile robots, the set of potential configurations that a
vehicle can reach from a certain state is reduced and Dubins curves are selected for building
the branches in the search tree instead of the straight lines, as it is discussed in [23].

The initial position of the vehicle is always retained in the origin of the frame at the
considered sampling time. The detected cones on the two-dimensional map are used to
discretize the space within which the vehicle is moving through the Delaunay Triangulation
algorithm [38], i.e., an iterative search technique based on the assumption that one and
only one circumference passes through three non-aligned points. Considering the obstacles
detected by the perception pipeline, a circumference passing by them is computed for
each random triplet of points. As a result of the iterative process that is repeated until all
possible combinations of points are investigated during Delaunay Triangulation, the final
goal is selected among the potential goal points, considering the farthest point with respect
to the vehicle initial position. Afterwards, the search tree is built and updated each time
new vehicle state is available. The minimum turning radius is set on the basis of the vehicle
steering specification, as the maximum front steering angle that is equal to δmax = π

6 rad
during turns, and it is equal to π

18 rad when the vehicle is accelerating. The implemented
RRT algorithm exploits Dubins curves to connect two consecutive vertices, as the shortest
path is expressed as a combination of no more than three primitive curves. In this research
work, three different types of primitive curves are considered. The S primitive drives the
car straight ahead, while the L and R primitives turn as sharply as possible to the left and
right, respectively. As discussed in [39], ten combinations of primitive curves are possible,
but only six primitives can be optimal, and they are properly named Dubins curves. The
possible combinations are listed below:{

LαRβLγ, RαLβRγ, LαSdLγ, LαSdRγ, RαSdLγ, RαSdRγ

}
(1)

where α, β, and γ denote the total amount of accumulated rotation and α, γ ∈ [0, 2π),
β ∈ (π, 2π), d is the distance travelled along the straight segment, 0 ≤ d ≤ 10 m.
A robust theoretical background about Dubins segments can be found in [39]. Finally,
the cumulative length Λ of the path is given by the sum of the length of its constituent
segments. In the proposed algorithm, the shortest path is chosen, i.e., the one with the
lowest Λ. Furthermore, the planned path must be feasible and collision-free, thus the paths
which hit obstacles are discarded. The investigated trajectory planning method is thus able
to compute a feasible trajectory that is consistent with the performance of an autonomous
steering actuator, as discussed in [40]. Afterwards, the speed profile can be associated to
the selected path based on the limitations imposed by the vehicle dynamics. Therefore,
during turns, the speed is limited by the maximum lateral acceleration

.
Uy,max that is equal

to 2 g. In the same way, the reference speed profile is constrained by the longitudinal speed
and acceleration on a straight path. The upper bound of the longitudinal speed Umax is
30 m/s, according to the vehicle’s maximum speed. The vehicle longitudinal acceleration
peaks can reach up to 1.6 g. Moreover, as the vehicle should not go in reverse, the lower
bound is imposed equal to 0 m/s. Under these assumptions, the minimum value of the
velocity Umin is computed as follows:

Umin =

√
.

Uy,max

κ
(2)
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where κ is the curvature of the computed path. Given the coordinates (x, y) of each sample
of the path, κ is geometrically computed as follows:

κ =

∣∣ .
x

..
y− ..

x
.
y
∣∣( .

x2
+

.
y2
) 3

2
(3)

2.1.3. Vehicle Modeling

This section describes the released vehicle and tire models that are used for trajectory
planning algorithm test and validation purposes. Several mathematical models have been
investigated in the recent literature with different levels of complexity and accuracy based
on the research context [41]. In this paper, the vehicle is modeled using the 3-DOF rigid
vehicle model (single track) for both lateral and longitudinal dynamics as depicted in
Figure 3.
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The equations of motion are written in terms of errors with respect to the reference
poses generated by the Local Path Planner to properly define the controller variables. To
this extent, the kinematic motion of the vehicle, at velocity Ux, can be described with the
cross-track error e1 of the front axle guiding wheels, and the angle of those wheels with
respect to the nearest segment of the trajectory to be tracked e2, as reported in Figure 4.
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In case of forward driving motion and steering system acting only on vehicle front
guiding wheels, the derivative of the cross-track error

.
e1 and relative yaw angle e2 can be

defined as follows:
.
e1 = Uy + Ux · e2 (4)

e2 = ψ− δ (5)

where Uy is the lateral velcity in the vehicle-fixed reference frame, ψ is the heading angle
of the vehicle with respect to the closest trajectory segment, and δ is the angle of the front
wheels with respect to the vehicle. The steering is mechanically limited to |δ| < δmax and
δmax = π/6 rad. The derivative of the heading angle is

.
ψ = r−Ux ·

sin(δ)
a + b

(6)

where a and b are the distance from the center of gravity (CoG) to the front and rear wheels,
respectively.

The vehicle model takes in consideration also the nonlinear dynamic motion contribu-
tion coming from the effect of the tire slip and the steering servomotor that actuates the
steering system mechanism. The front and rear tires are modeled such that each provides a
force Fy f and Fyr, perpendicular to the rolling direction of the tire, and proportional to the
side slip angle α. Assuming negligible vehicle track, the lateral forces at the front and rear
wheels are entirely due to the contribution coming from the tires:

Fy f ≈ −2Cα f α f (7)

Fyr ≈ −2Cαrαr (8)

where Cα f and Cαr refers to the lateral stiffness of the front and rear tires, respectively. Then,
the front and rear tire side slip angles can be defined as

α f = tan−1 Uy + r · a
Ux

+ δ (9)

αr = tan−1 Uy − r · b
Ux

(10)

with vehicle-fixed longitudinal and lateral velocities Ux and Uy. In the end, the equations
of motion can be written as

m
( .

Ux − r · Uy

)
= Fxr + Fx f cosδ− Fy f sinδ (11)( .

Uy + r · Ux

)
= Fyr + Fy f sinδ− Fy f cosδ (12)

Iz
.
r = aFx f sinδ + aFy f cosδ− bFyr (13)

where Fx f and Fxr are the components of the force provided by the front and rear tires in
their direction of rolling.

Thus, the equation of motion (11)–(13) are rewritten in terms of the cross-track error
e1 and relative yaw angle e2. The state space equation of the obtained model state space
model is defined in Equation (14).



..
Ux.
Ux.
Uy.
r
.
e1.
e2


=



− 1
τ 0 0 0 0 0

1 0 0 0 0 0

0 0 − 2Cα f + 2Cαr
mUx

−Ux −
2Cα f l f−2Cαr lr

mUx
0 0

0 0 − 2Cα f l f−2Cαr lr
IzUx

−
2Cα f l2

f + 2Cαr l2
r

IzUx
0 0

0 0 1 0 0 Ux
0 −κ 0 1 0 0





.
Ux
Ux
Uy
r
e1
e2


+



1
τ 0
0 0

0
2Cα f

m

0
2l f Cα f

Iz
0 0
0 0


[ .

Ux
δ

]
(14)
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In addition, the state space model presented in Equation (14) is also used as reference
model for the control strategy presented in the following section.

2.1.4. Control

The vehicle control computes the front wheel steering angle and throttle/brake com-
mand to track the reference trajectory. Similar to the work presented in [18,42], a MPC
strategy is applied to compute the acceleration/deceleration and front wheel steering angle
commands for the racing vehicle. Two different MPC controllers are used to achieve the
lateral and longitudinal vehicle dynamics, respectively.

The MPC dealing with the lateral vehicle dynamics applies an internal vehicle model
defined by the state space representation in Equation (14) to predict the future behavior of
the controlled system on the prediction horizon Tp. The MPC takes as input the crosstrack
error e1 and the relative yaw angle e2 defined in (4) and (5).

Then, it solves an open-loop optimal control problem to determine the optimal com-
mands, that is defined as [u(k), . . . , u(k + Tc − 1)], where Tc is the control horizon. There-
fore, only the first input of the optimal control sequence is applied to the system, and the
prediction horizon is shifted one step forward to repeat the prediction and optimization
procedure on the new available vehicle states. The optimization problem to be solved at
each time step is

min
u

J =
Ny

∑
j=1

Tp

∑
i=1
‖yj(k + i|k) − yj,re f (k + i|k)‖Qy

+
Nu

∑
j=1

Tc−1

∑
i=0
‖uj(k + i|k) − uj(k + i− 1|k)‖Ru

(15)

subject to

x(k + j + 1|k) = Ax(k + j|k) + Buu(k + j|k) + Bdv(k + j|k) (16)

x(k|k) = x(k) (17)

y(k + j|k) = Cx(k + j|k) (18)

|u(k + j|k)| ≤ ulimit (19)

where u is the control command, yj(k + i
∣∣k) is the predicted value of the j-th output plant at

the i-th prediction horizon step, and yj,re f (k + i
∣∣∣k) is the reference value for the j-th output

plant at the i-th prediction horizon step. The weighted norms of vector y = [y1, y2, y3]
and u = [u1, u2] are equal to

‖yj(k + i|k) − yj,re f (k + i|k)‖Qy
= y(k + i|k)TQyy(k + i|k) (20)

‖uj(k + i|k) − uj(k + i− 1|k)‖Ru
= uj(k + i|k)T Ruuj(k + i− 1|k) (21)

Qy = diag([Q11, Q22, Q33]) and Ru = diag([R11, R22]) are the design matrices chosen
according to the desired performance trade off.

The optimization problem is formulated to minimize the sum of the weighted norms
of the control input variables and the error between the predicted output vector y and the
reference output vector yre f which are computed as

y = [Ux e1 e2] (22)

yre f =
[
Ure f 0 0

]
(23)

while the operational constraints to which the optimization problem is subject are∣∣∣ .
Ux

∣∣∣ ≤ amax (24)

|δ| ≤ δmax (25)
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2.2. Hardware Implementation and PIL Architecture

Novel vehicle functions verification and features validation hold increasingly crit-
ical importance in the development of on-board vehicle software–hardware platforms.
Generally, software implementation of ADAS or Autonomous Driving functions require a
development process aimed at improving the overall quality of the software, increasing
the development efficiency, and eliminating systematic software bugs. To this extent, the
V-cycle process represents the adequate software development process widely used in
automotive industry field applications, as represented in Figure 5. The typical V-cycle
process insists on a top-down approach for what concerns the designing phase and a
bottom-up approach for the validation one. Performing the descending phase of the cy-
cle, the process ensures that the high-level system requirements are respected. On the
contrary, the ascending stages avoids costly system-level testing before the functional
components have been demonstrated [43]. This section will focus on the descending stages
of the V-cycle development process, treating up the embedded software generation for the
retained real-time target machines.
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Algorithms are implemented in the MATLAB/Simulink environment which deploys
a model-based design approach that automatically generates embedded software for the
target machine. Moreover, the retained MATLAB/Simulink environment is used to create
different test case scenarios and verify results for different testing simulation procedures
such as model-in-the-loop (MIL) and processor-in-the-loop (PIL).

In this work, MIL contains all the subsystems (perception, motion planning, and
control, and vehicle model) needed to perform the simulation. Conversely, the retained PIL
setup splits these components into two groups: a first set running on the target computer
with a compiled application, containing the motion planning and control, and another set,
i.e., the vehicle model only, running on the host PC. The command input for the vehicle
model plant on the host PC, i.e., the steering angle at the wheels and the acceleration
command, are sent via UDP, along with the fed-back information of the vehicle state
running on the real-time target machine. UDP is a packet-based protocol that uses an
Ethernet board as physical layer. This protocol is advantageous for real-time application
because has smaller delay than TCP connection as it does not retransmit lost packets. To
this extent, UDP Send and Receive blocks are set in the MATLAB/Simulink environment
to interface with the motion planner and controller (target side), as well as the vehicle
plant model (host side). Furthermore, simulation pacing option is set to obtain near-
real-time simulation also on model running on development computer, thus forcing the
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synchronization between the plant model running on the development computer and the
controller flashed onto the target device. The setup of the PIL test using the Speedgoat
Real Time target machine is shown in Figure 6, while the PIL test setup exploiting the
functionality of Raspberry Pi 4B board is represented in Figure 7.
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In the preliminary phase of the performed software implementation, it was decided to
deploy the embedded software on a low-cost platform, i.e., the Raspberry Pi 4B board with
hardware specification shown in Table 2. Raspberry Pi is a small-sized, general-purpose
computing device that is capable of running any ARM-compatible operating system. By
having an open-source environment, Linux facilitates the application of the Raspberry
Pi in the development of embedded control devices. In addition, its integration with
MATLAB/Simulink environment facilitates the application building and deployment onto
the aforementioned platform. However, the Linux operating system is not designed to work
with real-time applications and predictive processing [44] unless the RT-Preempt patch is
installed on the Raspberry Pi, thus creating a para-virtualized design which allows to use a
micro-kernel running in parallel to the standard Linux kernel [45]. To this extent, at this
introductory stage, the objective of the work was to evaluate the feasibility of implementing
the Motion Planning and Motion Control custom algorithms using low-cost equipment
without considering real time constraints, but effectively assessing the overall algorithm
efficiency, comparing I/O signals in MIL/PIL configurations. On average, the processor
worked for 50% of its total computing power with a maximum RAM memory allocation
of about 10%. In accordance with the signals’ setup that the aforementioned platform
exchanges with the host PC, the numeric data type of each signal has been chosen in order
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to give a sufficient precision for each computational tasks required by the application
flashed on the board.

Table 2. Hardware specification of the Raspberry Pi 4B board and Speedgoat Baseline real-time
target machine.

Raspberry Pi 4B Speedgoat Baseline

CPU Broadcom BCM2711 quad-core
Cortex-A72 64-bit SoC @ 1.5 GHz Intel Celeron 2 GHz 4 cores

Memory 4 GB LPDDR4 4 GB DDR3
EEE 802.11b/g/n/ac wireless 1 × USB 3.0 and 2 × USB 2.0

Network Bluetooth 5.0 Gigabit Ethernet 2 (Intel I210)
Gigabit Ethernet

I/O USB, 40-pin GPIO header 4 ×mPCIe
OS Debian, Raspberry Pi OS Simulink Real-Time™

Power 5 V DC via USB-C connector 8–36 VDC Input Range

Subsequently, the PIL architecture has been configured for the Speedgoat Baseline
real-time target machine with hardware specification shown in Table 2. Thus, the model
containing the motion planning and motion control running on the Speedgoat machine
was validated considering real-time constraints. Motion planning takes a relatively large
computational time to generate the search tree expansion and select the path with the
shortest distance to the goal position. On the other hand, the motion control must be
executed in fast time loops to obtain state feedback, more precise actuator control and
trajectory tracking. To this extent, in our implementation, motion planning component
is configured to run every 50 ms, while motion controller runs at higher sample rate, i.e.,
10 ms, the same sample rate defined for MIL architecture. On average the Motion Planner
is executed with a Target Execution Time (TET) of 0.043 s while the Motion Control every
0.008 s.

3. Results

Three test cases for MIL and PIL architectures are illustrated during different maneu-
vers. The validation dataset has been recorded during a real acquisition stage performed
on-board the racing vehicle instrumented with LiDAR and stereocamera sensors and a
high-performance computing platform with embedded GPU. The perception pipeline
acquires the structured environment with a frequency of 10 Hz. The whole validation
dataset includes several maneuvers performed by the vehicle in the racing environment
that was properly structured with traffic cones according to the rules listed in [35].

3.1. Driving Scenarios and Environment Perception

In Figures 8–10, the planned trajectory is represented by a red solid line, while the
search tree is represented by a dashed black line. The initial vehicle position is labeled
with a red asterisk and the goal position is indicated by a red triangle. The detected cones
are represented with black dots. In the first maneuver, the self-driving vehicle travels a
straight road portion with a reference longitudinal speed of 22.2 m/s, while in the second
and third one the autonomous racing vehicle travels a left/right constant radius turn of
50 m with a reference longitudinal speed set at 13.8 m/s.
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The vehicle main states are reported in Figures 11–13 for the maneuvers performed
in Figures 8–10, respectively. In Figures 11–13, the front wheel steering angle δ and the
longitudinal acceleration ax commands are shown in subfigures a and b. Subfigure c
illustrates the reference longitudinal speed Vre f (red dashed line) with respect to the actual
vehicle speed Vx (black solid line). The lateral velocity Vy is shown in subfigure d, while
the cross-track error e1 (black line) and the angle e2 (blue line) are shown in subfigure e for
each maneuver.
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Measured vehicle states: (a) Front wheels steering angle δ; (b) Longitudinal acceleration ax; (c) Longi-
tudinal speed reference Vre f (red, dashed) vs. Actual longitudinal speed Vx (black, solid); (d) Lateral
speed Vy; (e) Cross track e1 (black, solid) and Relative yaw angle e2 (blue, solid).
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Figure 13. Results obtained during the right turn maneuver in MIL configuration (see Figure 10).
Measured vehicle states: (a) Front wheels steering angle δ; (b) Longitudinal acceleration ax; (c) Longi-
tudinal speed reference Vre f (red, dashed) vs. Actual longitudinal speed Vx (black, solid); (d) Lateral
speed Vy; (e) Cross track e1 (black, solid) and Relative yaw angle e2 (blue, solid).

Figure 8 represents a frame sensed on a straight road portion. As shown in Figure 11,
the vehicle follows accurately the speed profile. The front wheel steering angle remains
steady at 0 rad (Figure 11a). The longitudinal acceleration has a maximum peak value of
9.5 m/s2 (Figure 11b), while the longitudinal velocity rapidly reaches its steady-state value
of 22.2 m/s (Figure 11c). Lateral velocity (Figure 11d) and the cross-track error e1 and the
angle e2 remain null for all the simulation time (Figure 11e).

Figure 9 represents the frame sensed during a left turn maneuver. The final goal is
located almost on the centerline of the track defined by the cones. As shown in Figure 12, the
vehicle follows accurately the speed profile (Figure 12c) and the longitudinal acceleration
reaches about 8 m/s2 (Figure 12b). The front wheel steering angle δ increases up to 0.2 rad
and then decreases till stabilizing in steady-state condition at 0.02 rad (Figure 12a). The
cross-track error e1 and the relative yaw angle e2 oscillate in the first phase of the maneuver
and then stabilize to null values (Figure 12e).

Figure 10 represents the frame sensed during a right turn maneuver. The final goal is
located almost on the midpoint of the line generated by the two rows of cones, approxi-
mately 15 m far from the vehicle local position. As shown in Figure 13, the vehicle follows
accurately the speed profile and the longitudinal acceleration reaches up to 8 m/s2 while
the longitudinal velocity increases from 0 up to 13.8 m/s, as illustrated in Figure 11b,c,
respectively. The front wheels steering angle δ decreases up to −0.04 rad and then remains
almost constant at −0.02 rad (Figure 13a). The cross-track error e1 and the relative yaw
angle e2 are always within ± 0.1 m (Figure 13e).

In all the considered maneuvers, the vehicle follows the planned trajectory and re-
spects the feasibility constraints imposed by the actuators, in terms of maximum front
wheel steering angle, and vehicle dynamics, while maximizing its longitudinal speed.
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3.2. Processor-in-the-Loop and Simulations Comparison

In this section, a comparative analysis of the obtained results using PIL architectures
with respect to the MIL one is discussed. Vehicle main states extracted from the PIL
architecture with the Raspberry Pi 4B board and Speedgoat real-time target machine are
compared and validated employing the same real acquisition dataset. This dataset includes
the maneuvers illustrated in the previous section.

The vehicle main states are reported in Figures 14–16 for the maneuvers performed
in Figures 8–10, respectively. In Figures 14–16, the front wheel steering angle δ extracted
from PIL architecture with the Raspberry Pi 4B board (magenta, solid) and Speedgoat
real-time target machine (black, solid) is compared with respect to the MIL configuration
output (black, dashed) in subfigure a. The longitudinal acceleration ax command from
MIL architecture (black, dashed) is shown in subfigure b along with the acceleration
command resulting from both PIL architectures, Raspberry Pi 4B board (magenta, solid)
and Speedgoat real-time target machine (black, solid), respectively. Subfigure c illustrates
the reference longitudinal speed Vre f (black, dashed) with respect to the actual vehicle
speed in PIL configurations Vx. The lateral velocity Vy is shown in subfigure d, while the
crosstrack error e1 (black, solid for Speedgoat real-tim target machine and black, dotted for
Raspberry Pi 4B board) and the angle e2 (blue, solid for Speedgoat real-time target machine
and blue, dotted for Raspberry Pi 4B board) are shown in subfigure e, for each maneuver
comparing MIL/PIL architectures.
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Figure 14. Results obtained during the straight road portion in PIL configuration (see Figure 8).
Measured vehicle states for Speedgoat (black) and for Raspberry Pi 4B (magenta): (a) Front wheels
steering angle δ; (b) Longitudinal acceleration ax; (c) Longitudinal speed reference Vre f (black,
dashed) vs. Actual longitudinal speed Vx; (d) Lateral speed Vy; (e) Cross track e1 for Speedgoat
(black, solid) and Raspberry Pi 4B (black, dotted) and Relative yaw angle e2 for Speedgoat (blue,
solid) and Raspberry Pi 4B (blue, dotted).
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Figure 15. Results obtained during the left turn maneuver in PIL configuration (see Figure 9).
Measured vehicle states for Speedgoat (black) and for Raspberry Pi 4B (magenta): (a) Front wheels
steering angle δ; (b) Longitudinal acceleration ax; (c) Longitudinal speed reference Vre f (black,
dashed) vs. Actual longitudinal speed Vx; (d) Lateral speed Vy; (e) Cross track e1 for Speedgoat
(black, solid) and Raspberry Pi 4B (black, dotted) and Relative yaw angle e2 for Speedgoat (blue,
solid) and Raspberry Pi 4B (blue, dotted).
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Figure 16. Results obtained during the right turn maneuver in PIL configuration (see Figure 10).
Measured vehicle states for Speedgoat (black) and for Raspberry Pi 4B (magenta): (a) Front wheels
steering angle δ; (b) Longitudinal acceleration ax; (c) Longitudinal speed reference Vre f (black,
dashed) vs. Actual longitudinal speed Vx; (d) Lateral speed Vy; (e) Cross track e1 for Speedgoat
(black, solid) and Raspberry Pi 4B (black, dotted) and Relative yaw angle e2 for Speedgoat (blue,
Figure 4. B (blue, dotted).
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Considering the comparison between MIL and PIL configurations, the vehicle states
and the control variables are comparable, thus proving the consistency of the proposed
PIL architecture.

In Table 3, Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE) for
the controlled variables calculated in both PIL configurations, ax and δ, are reported. The
performances of both PIL layout are also reported in terms of driving Scenarios performed
by the retained self-driving vehicle. The RMSE and the MAE are defined as

RMSE =

√√√√ n

∑
i=1

(ei)
2

n
(26)

MAE =
∑n

i=1|ei|
n

(27)

where ei represents the difference between the observed controlled variable in PIL configu-
ration and the reference one obtained in MIL configuration, while n represents the number
of observations.

Table 3. RMSE and MAE values for the controlled variables ax and δ in both PIL architectures.

Raspberry Speedgoat

Straight Left
Turn

Right
Turn Straight Left

Turn
Right
Turn

ax
RMSE 0.76 1.08 0.91 0.546 0.861 0.593
MAE 0.49 0.58 0.56 0.28 0.43 0.35

δ
RMSE 1.70 × 10−5 0.03 0.08 1.67 × 10−5 0.02 0.003
MAE 7.26 × 10−6 0.02 0.06 6.89 × 10−6 0.09 0.002

4. Conclusions

In this work, an experimental software development process for rapid prototyping
of AD features in the automotive field is presented. Exploiting the functionalities of
two different embedded systems—Raspberry Pi 4B board and Speedgoat Baseline real-
time target machine, a trajectory planning method for an autonomous racing vehicle
was implemented, developing two PIL complementary architectures. The investigated
trajectory planning method proposed a custom realization of the RRT algorithm with
Dubins curves able to compute a feasible trajectory, considering a 3-DOF linear bicycle
vehicle model. The autonomous racing vehicle dynamics is controlled with a MPC that
computes the front wheel steering angle δ and longitudinal acceleration commands ax in
feedback loop with respect to the vehicle plant.

The method was first tested in MIL configuration in a properly structured driving
environment, that features multiple traffic cones representing non-crossable obstacles. The
consistency of the planned trajectory was evaluated during different maneuvers, and it was
also evaluated in terms of feasibility of the command signals with respect to the steering
and acceleration actuators used in the retained vehicle.

Subsequently, the PIL architecture is defined by splitting the components of the model
in two groups: a first set running on the target computer with a compiled application,
containing the motion planning and control, and another set, i.e., the vehicle model only,
running on the host PC. Signals exchanged between target hardware and host PC are sent
via UDP protocol. The first PIL architecture was built using the Raspberry Pi 4B board with
the objective of testing the software efficiency and signals calculation precision. Afterwards,
the PIL architecture was switched to the Speedgoat Baseline real-time target machine
in order to consider the real-time constraints and control average TET. Subsequently, a
quantitative analysis has been performed between MIL and PIL architectures to further
prove the consistency of the two investigated layouts.
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The PIL procedures demonstrate that the proposed architectures provide relevant
results within the framework of V-cycle development process, ensuring that new function-
alities of self-driving vehicle can be rapidly deployed, tested, and validated on generic-
purpose platforms. This approach considerably decreases the time to proceed towards the
hardware-in-the-loop (HIL) stage. A further extensive experimental validation phase is
needed before generalization of the approach to any automotive systems.
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