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Summary

Main goals of this Ph.D. dissertation are the design, the implementation and
the validation of innovative natural interfaces able to efficiently and effectively sup-
port the user when interacting with different kind of machines and systems. The
interfaces represent one of the most critical aspect of an interaction system. They
act as contact points between the virtual world and the real one. Hence, their
development must be carefully planned. In the first part of this thesis, the analysis
of several Natural User Interfaces (NUIs) is presented, discussing their underlying
mechanisms and highlighting their weaknesses and strengths. Then, among all the
possible NUIs, this dissertation will focus on the use of Virtual and Augmented Re-
ality (VR/AR) interfaces to improve the human-machine/human-robot interaction
domain with particular interest for the Industry 4.0 context and serious gaming
scenario. The VR and AR technologies will be firstly presented by analyzing their
functioning and work flow. Afterwards, several original works regarding the use of
AR and VR in the Industry 4.0 domain will be presented and detailed. Specifically,
by analyzing how AR interfaces are currently employed to improve the efficiency
of smart factories, some works related to the use of virtual interfaces to enhance
maintenance and training operations will be detailed. Furthermore, virtual robotic
teleoperation systems will be also considered, presenting some original works re-
lated to the use of RGB-D cameras and immersive VR interfaces to accurately
control industrial robot arms. The AR and VR technologies will be also combined
in the third chapter, discussing how hybrid virtual environments can be effectively
developed, additionally analyzing the impact of the field-of-view on the usability of
the virtual interfaces in the gaming context.
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Chapter 1

Introduction

A User Interface (UI) can be defined as “the medium through which the commu-
nication between users and computers takes place” [181]. Given an input (normally
from a human user), the machine computes the output which in turn is given back
to the user as a feedback. The first rudimentary machines forced users to provide
input using inefficient and complex systems (e.g., punched cards or paper tapes).
Then, in 1968, Douglas Engelbart showed a combination of input/output interfaces
using a new device of his own invention: the mouse [289]. This new input interface
allowed users to provide input by simply moving a virtual cursor, displayed on a
video interface. If until Engelbart the functionality of the input paradigm was not
considered as fundamental as the machine itself, with the invention of the mouse
it became clear that the input modality would have been increasingly important
to properly interact with the machines. Despite it was possible to create a “per-
fect” machine, its performance would have been really limited by the users’ input
interface [99]. Hence, it became clear that the interaction between humans and
machines was of primary importance to develop a stable and effective system. The
very wide topic of the humans-machines communication is the main subject of the
Human-Computer Interaction (HCI) science [181] and nowadays it is possible to
find a plethora of different types of interfaces.

Figure 1.1 shows an high-level view of the main input/output interfaces, clus-
tered by category. The input interfaces have been divided in four different branches:
(i) Body Gestures, (ii) Voice, (iii) Brain, and (iv) Controller interfaces. Although
this dissertation mainly focuses on the Natural and 3D User Interfaces, the Con-
troller interface group has been added to the graph to provide readers a complete
overview of the different types of input interfaces. However, this particular group
will not be discussed in this work. Referring to Fig. 1.1, the top-right red rectangle
highlights the so called Natural User Interfaces (NUIs). This peculiar set of inter-
faces encompasses those systems that allow the users to interact with the machines
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Figure 1.1: The Input and Output interfaces. The top-right rectangle highlights
the so called Natural User Interfaces

without the necessity to learn the underlying interface mechanism®. Similarly to
the input interfaces, the output ones have been divided in five distinct branches,
corresponding to the five different human senses: (i) Video, (ii) Taste, (iii) Sound,
(iv) Haptic and (v) Smell.

In the following sections, both input and output interfaces will be presented
discussing their underlying mechanism.

1.1 The User Interfaces

1.1.1 The Natural Input Interfaces

Independently of the specific input interface, a NUI requires a tracking or recog-
nition system. Since the underlying systems may greatly differ from one to another,
the Body, Voice and Brain interfaces will be discussed separately in the following
sections.

Body Gestures

Body gestures can be divided in three different categories: (i) Hand, (ii) Head
and Eye gestures (Fig. 1.1). Hand gestures are normally classified into static and
dynamic gestures [61]. The former accounts only for the position and orientation of
the hand without considering any type of movement. On the other hand, the latter
deals with the variations of the position and orientation of the hand with respect
to time. In order to detect the hand gestures, it is possible to employ at least
two different methodologies: the contact based and wvision based approaches [361].

! Although in this work the above definition of NUI is employed, it should be noticed that there
is currently an open debate around the word natural and its intrinsic meaning [275]
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The contact based approaches rely on the use of physical sensors that should be
worn or manually used by the users. These sensors may employ different tracking
devices, such as mechanical [219], haptic [475], ultra-sonic [207] and inertial [384]
sensors. Although it has been show that the contact based approaches can be
quite effective in acquiring the hand’s gesture data, they require a direct contact
between the users and the sensors, making them bulky and uncomfortable to be
used. Therefore the vision based approaches have greatly attracted the attention
of the researchers, allowing to capture the hand’s movements without forcing users
to wear any type of device. These approaches normally employ RGB or RGB-D
cameras and possibly markers (active or passive) placed on the user’s hand. There
are at least two different types of hand gesture representations: appereance and
3D model based [378]. Appearance representation methods try to create a 2D
hand model using color [46], silhouette geometry [34], deformable gabarit [206] and
motion [269] models. On the other hand, 3D model based methods try to create
the 3D shape of the hand using 3D texture volumetric [280], 3D geometric [171] or
3D skeleton [218] models.

A hand gesture recognition system is composed by four different steps [378, 57]:
(i) detection, (ii) gesture modeling, (iii) feature extraction, and (iv) classification.
The detection step involves capturing the gestures’ data using contact or vision
based systems. Then, the acquired data have to be properly modeled depending
on the application’s type. One of the simplest methods to represent static ges-
tures consists in using appearance approaches. However, since these approaches
struggle in identifying complex static hand gestures, 3D static methods are usually
employed. They are classified in discriminative and generative approaches [57].
The first ones do not create a hand 3D model but they employ classifiers trained
to map unknown hand shape data with appearance features. Instead, generative
approaches try to fit a 3D model of the human hand directly using the acquired
data. Dynamic gestures can be modeled using motion information and they usu-
ally require the tracking of the human hand centroid. Once it has been tracked, its
position, velocity and acceleration can be determined to create a model of the hand
motion. One of the main issues is related to the detection of the so-called gesture
spotting, the beginning and ending points of a specific gesture in a continuous mo-
tion. After the gesture has been properly modeled, features should be extracted to
recognize the related gesture. Several descriptors are available to extract features,
such as Fourier [164], discrete cosine transform (DCT) [5], wavelet [189], curva-
ture [488] and histogram of gradients (HOG) [116] descriptors. Then, the collected
features have to be recognized using a suitable classifier. The most commons are
based on k-Means [120, 273] or k-Nearest neighbour [440] algorithms. Support vec-
tor machines and Hidden Markov model have been also successfully employed to
recognize hand features [79, 237]. Finally, some more recent approaches employ
artificial neural networks or deep networks to recognize the hand data [170, 231].
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The detection of head movements and gestures is becoming increasingly impor-
tant to find out humans’ intentions. These gestures allow humans to “select” objects
of interest or improve the human-computer communication [355]. Head movements
can be recognized using several approaches [355]. Computer vision methods rely
on the analysis of a single image or of a video sequence. Head pose information can
be extracted from a single image using several approaches [302]: appearance tem-
plate methods [30, 314], detector arrays [500], nonlinear regression methods [392,
501], manifold embedding methods [290, 415], and finally flexible [232, 71] or ge-
ometric [140, 185] models. Video analysis is effectively carried out using tracking
approaches [302]. In [262], Scale-Invariant Feature Transform (SIFT) descriptors
are employed to match features points among different video frames. Once de-
tected, the relative angle is computed determining the global head pose. Kupetz
et al. [236] have proposed a head pose estimation using infrared (IR) cameras and
LEDs. An infrared LED array is positioned on the user’s head and its movements
are tracked using the method proposed in [122]. The detected movements are sub-
sequently used to control an electric wheelchair. Several other computer vision
approaches exists (e.g., Lucas-Kaskade algorithm [502], 3D models [490], etc.); for
a complete and comprehensible review refer to [302, 355]. Sensor methods rely on
the use of ad-hoc hardware (e.g., accelerometers, gyroscopes, etc.) to detect the
head movements. Some examples can be found in [224], whose authors employ neu-
ral netowrks to calssify the accelerometer data or in [222], where gyroscope data are
used to determine the global head pose. It is worth noticing that it is also possible
to find commercial Virtual and Augmented Reality devices that detect and track
the head pose. Some examples (but not limited to) are the HTC Vive?, the Oculus
Quest® and the Microsoft HoloLens 2. Finally, it is possible to detect the head
movements using acoustic-signal methods [379] that estimate the head direction by
localizing the origin of the human voice.

Similarly to the head movements’ recognition, eye detection has greatly cap-
tured the attention of the researchers. The eyes themselves and their movements
can convey emotions, needs and aspirations [320], playing a key-role in the human-
machine interaction context. Eye movements can be effectively tracked using com-
puter vision methods. They usually comprehend four steps: image acquisition, eye
detection, eye tracking and gaze estimation [163]. During the first step, an image
containing the eye and its surroundings is acquired, then the position of the eye
is detected in the second step. Once detected, the movements of the eye can be
tracked in the third phase and eventually the gaze direction can be estimated in
the last step. Several techniques exist to detect and track the eyes movements:

’https://www.vive.com/eu/
3https://www.oculus.com/quest/

“https://www.microsoft.com/it-it/hololens
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pattern recognition approaches [360, 433], shape-based techniques [62, 228] and
feature-based methods [213, 212]. Independently of the detection technique, the
aforementioned approaches employ a camera that captures the eye and the region
around it. Other approaches instead use IR cameras that illuminate the eye, lo-
calizing the corneal reflection [395]. Examples of IR systems can be found in [491,
492]. Finally, due to thier intrinsic capability of being non-intrusive, the computer
vision methods have been widely researched and employed. However, it is worth
mentioning that there exist alternative methods that employ sensors placed around
the eye that analyze the electric potentail, known as electrooculogram [145].

Speech

Speech is one of the most important form of communication. It allows us to
convey intentions, actions and, more importantly, it is a natural and effective way
to exchange information among humans. Due to their importance, speech inter-
faces are expected to be employed to control machines and to exchange data with
them [131]. A speech recognition system is usually composed of four different
steps [142, 313]: (i) signal acquisition, (ii) pre-processing, (iii) feature extraction,
and (iv) classification. During the first phase, the audio signal is acquired using
dedicated hardware (e.g. microphones). Then, the signal is pre-processed, remov-
ing noise and dividing the signal itself into small frames that will be analyzed in the
following step [203]. Once pre-processed, the frames are analyzed to extract mean-
ingful features that will classified in the last step. There exist several approaches
to extract features from audio frames, the more relevant being the following: Prin-
cipal Component Analysyis [382, 394], Mel Frequency Cepstral Coefficients [375,
235] and Linear Predictive Coding [153, 160]. Finally, the extracted features are
classified in the last step. It is possible to find several methods to effectively clas-
sify the audio features: acoustic phonetic approaches [405, 247], pattern recognition
methods [354], support vector machine [98, 493] and artificial neural networks [95,
8] (for a complete classification, please refer to [131, 203, 313]).

Brain

Brain computer interfaces (BCIs) are increasingly employed to provide humans
with the capability of controlling machines by analyzing the brain activities [2].
Normally, the human brain controls the muscular and skeleton systems which in
turn allow us to interact and complete the desired action. A BCI instead allows
human operators to directly complete the action without involving the muscular
and skeleton systems [445]. A BCI is composed of four major steps: (i) signal ac-
quisition, (ii) artifact processor, (iii) feature extraction, and (iv) classification [25,
445]. The first step involves the signal acquisition from the brain activities. It can
be done with invasive, partially invasive or non-invasive techniques. The former
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refers to read the brain signals by placing sensors inside the grey brain matter. On
the other hand, partially invasive techniques place sensors outside the grey brain
matter, reducing the risk of damage to the brain itself. Finally, the latter are the
most used ones and they employ electrodes placed outside of the skull. Several non-
intrusive techniques exist, the most well known are: Electroencephalogram [104],
magnetic and functional magnetic resonance imaging [22, 408], Electrocorticog-
raphy [356] and positron emission tomography [343]. Before acquiring the data,
the signal is amplified easing the data acquisition. However, the acquisition may
produce artifacts that are subsequnetly removed in the artifact processor step [25].
Then the brain signal is analyzed in the feature extraction step. Features can be ex-
tracted using several methods such as discrete Wavelet transform [396], fast Fourier
transform [472] or Wavelet Packet Decomposition [444]. Finally, the features are
examined to extract useful information that will be converted in the related user’s
action. Several classification methods are available, the most well-known (but not
limited to) are: Support Vector Machine [422], Common Spatial Pattern [37], multi
layer perceptron [220] and random forest methods [75]. Interested readers should
refer to [445] for a comprehensive review of BCI.

1.1.2 Output Interfaces

Human beings use their senses to receive stimuli from the environment. Hence,
the output interfaces have been divided according to the five human senses: (i)
Smell, (ii) Taste, (iii) Sound, (iv) Haptic, and (v) Video (Fig. 1.1). Since the
underlying working mechanism may greatly differ from one interface to another, in
the following sections each of them will be separately presented and discussed.

Smell Interfaces

It is estimated that humans can recognize over a trillion of different fragrances [50].
Besides recognizing different odours, smell is also employed to define a spatial map-
ping of the environment [100, 191] and to track objects [126, 350]. Given the impor-
tance of such sense, the smell interfaces have increasingly captured the attention
of researchers and therefore there exist several techniques to create the sensation
of smell. A smell interface can be defined as an olfactory display, a device ca-
pable of “being programmed to create an olfactory stimulus by emitting odorous
molecules (chemo-stimulation) or creating a sense of smell (electro-stimulation)”
[336]. Such devices can be classified based on the their mechanism for produc-
ing smell and the most well-known are the following: ultrasonic atomization [38,
10], atomization through Venturi effect [215], evaporative diffusion [349, 177] and
electro-stimulation [165, 414]. Olfactory displays have been used in several areas.
Baus et al. [28] (Fig. 1.2) suggest that bad artificial smell can be more effective
than pleasing odours in the gaming context. Military training has also benefited
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from olfactory displays® as well as the food perception [132]. Furthermore, scents
have been used in [38] to provide message notifications and in [495] to augment
driving experiences.

Figure 1.2: A smell interface can foster a virtual reality experience. Figure pub-
lished in [28], license courtesy provided by Springer Nature N. 5020801086828, Mar.
02, 2021.

Taste Interfaces

Our taste buds can perceive five different basic tastes: bitter, sweet, salty,
umami, and sour [93]. They can be simulated using at least three distinct ap-
proaches: chemical, electrical and thermal simulation [73]. Through chemical com-
ponents, users can experience different aromas by combining citrid acid (sour),
sodium chloride (salty), monosodium glutamate (unami), caffeine (bitter), and glu-
cose (sweet) [316]. Maynes-Aminzade [286] proposed an Edible User Interface that
replaces the painted bits of a desktop monitor with tangible edible bits. Murer et
al. [301] presented an interactive lollipop, called LOLLio, that acts as a haptic in-
put device in a gaming context. The results show that sweet and sour tastes can
greatly foster the game experience. Another example can be found in [94], which
proposed a virtual reality headset that is capable of stimulating all five senses.
Chemicals have been used to stimulate both taste and smell whilst touch, hearing
and sight have been digitally stimulated. On the other hand, electrical stimulation
is commonly achieved by placing electrodes in the oral cavity. Tongue papillae
have been electrically stimulated in [345] by using a single silver electrode. The
results show that the sour sensation has been easier to convey to the users with re-
spect to salty and bitter sensations. Lawless et al. [246] analyzed the metallic taste
generation by comparing electrical stimulation with metal-based stimulation and
solutions composed of ferrous sulphate and divalent salts. Thermal stimulation is

Shttps://www.newscientist.com/article/dn8282-invention-soldiers-obeying-odours/
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instead achieved by warming or cooling specif areas of the tongue. As an example,
it has been demonstrated that it is possible to reproduce the sweet sensation by
warming the front edge of the tongue whereas saltiness and sourness can be expe-
rienced by cooling the whole tongue [76]. A combination of electrical and thermal
stimulations is proposed in [359]. The system is capable of stimulating three dis-
tinct sensations (sour, bitter and salty), with two different intensity levels (strong
and mild). Finally, referring to commercially available solutions, Planet Licker® is
one of the first commercial interface that employs taste as an input modality.

Sound Interfaces

From an high-view perspective, audio output interfaces have been divided in
two macro-areas: 2D and 3D audio interfaces [368]. The former refers to systems
that play an audio signal without any form of spatialization. On the other hand,
the latter encompasses systems that can control and change audio parameters (e.g.,
intensity, direction, etc.), localizing the audio source spatial position. Regarding
the 2D audio interfaces, Moreno et al. [296] proposed a video-audio hybrid system
to improve the locomotion of blind people. By exploiting a mobile phone cam-
era, doors and obstacle are detected and notified to the user by means of different
sounds. The sound amplitude, frequency and envelope can be customized and tuned
according to the user’s needs. In [42] a 2D sound interface is employed to foster
the evaluation of the shape of industrial products. When the users move their fin-
gers over a haptic membrane placed over the product’s surface, different sounds are
played according to the absolute value, sign and discontinuities of the curvature.
Similarly, Covarrubias et al. [74] mapped additional curve parameters (e.g., tan-
gency, errors and discrepancies) to distinct sounds. They evaluated the system by
comparing different typologies of sound and the results show that Modal Synthesis
realistic complex noise sounds are the most effective ones to experience the shape
curvature. However, the authors argued that the sounds should be carefully em-
ployed because the users can be distracted from the haptic and visual information.
Referring to the 3D audio interfaces, an audio source can be virtually localized
by means of binaural synthesis [205]. Tt exploits two different cues: the interaural
time difference (ITD) and the interaural level difference (ILD) [450]. These cues
are commonly modeled by head related transfer functions (HRTFs) that describe
the transfer function from the sound source to the user’s ears [481]. Early in the
past, spatial audio interfaces have been successfully employed to improve the web
browser navigation [150] or desktop applications [413]. More recently, 3D audio
systems have been used in the robotic context for mobile robot navigation [187].
By using an array of microphones, a mobile robot can localize the sound sources

Shttp://a-o.in/games/pl/
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elevation analyzing the ITD and ILD. Frauenberger et al. [127] proposed a 3D audio
interface to help blind people in exploring virtual environments. By wearing head-
phones, the users can perceive the sound reflections and reverberations that help
them to explore the environment. Spatial audio cues can be also conveyed using
bone conduction. In [270], a stereo bone conduction system has been compared
with headphones to evaluate its effectiveness in presenting spatial auditory stimuli.
The results show that a stereo bone conduction system can be effectively employed
as a spatial audio interface with the same extent of traditional headphones. Lock
et al. [265] proposed a 3D bone conduction interface to guide people with visual
impairments. In order to help the users to detect the target’s elevation angle, the
authors suggest to tune the audio signal pitch. The proposed approach is compared
with a traditional bone conduction system and the results show that adjusting the
tone’s pitch can greatly improve the localization of the target’s elevation.

Haptic Interfaces

Figure 1.3: The robotic hand equipped with haptic sensors. Figure published in
202] ©[2011] IEEE.
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Haptic interfaces can convey cutaneous signals providing the users with the sen-
sation of “touch””. The human brain processes these signals, giving us the haptic
impression of an object [77]. Haptic interfaces have been employed in several do-
main, from robotic [202, 342] to tele-rehabilitation [291]. In [202], three distinct
robotic hands are equipped with haptic sensors providing the capability of recogniz-
ing shape, texture and hardness properties of several objects (Fig. 1.3). Similarly,
Petrovskaya et al. [342] proposed a custom Bayesian approach capable of efficiently
compute the pose of a 6 degrees-of-freedom (DOF) robotic hand during grasp op-
erations. Regarding the rehabilitation context, patients can carry out a series of
tasks (moving a virtual ball through a virtual maze or squeezing a virtual cube to
make it pass through a tiny hole) using a PHANTOM device [291]. Besides the
robotic and rehabilitation context, haptic interfaces have been also used in [341] to
provide the ability of “feeling” illustrations to children with visual impairment or
in [89] to improve the game experience of a virtual billiards game. An emerging
area where haptic interfaces are increasingly employed is represented by the virtual
reality simulations. In such fictitious environments, since the commercial virtual
reality devices are not capable of properly conveying haptic sensations [469], the
haptic simulation is usually emulated and conveyed using ad-hoc devices. Culbert-
son et al. [77] analyzed three haptic features (surface friction, tapping transient and
texture vibrations) and their influence on the touch sensation for virtual objects.
The results show that the improvements to the touch sensation are directly related
to the intensity of the complementary surface’s property (slipperiness, hardness, or
roughness). Quadcopters are emloyed in [184] to convey haptic feedback in a vir-
tual environment. Moving around in the real environment, the quadcopters can be
positioned in the locations of the virtual objects, acting as haptic feedback proxy.
The results demonstrate that the proposed approach greatly improves the sense of
presence with respect to the vibrotactile controllers.

Video Interfaces
Desktop

Video interfaces have been divided in four different categories: (i) Desktop,
(ii) Handheld, (iii) Projected, and (iv) Wearable. Regarding the Desktop inter-
faces, the first computer monitors used the cathode ray tubes (CRTs) technology,
discovered by Julius Plucker and Johann Wilhelm Hittorf [281]. Then, thanks to
technological advancements, CRT monitors have been replaced by Liquid Crystal
Displays (LCDs) that take up less space, provide lighter image and consume less
power. Desktop interfaces are nowadays become the de-facto standard to carry out
computer tasks and they are employed in many different areas. First studies related

"The adjective haptic derives from the Greek word haptesthai, that means to touch [452]
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to the evaluation of the effectiveness of monitor displays show that desktop inter-
faces (along with mouse) are statistically superior to menu selection interfaces with
function keys [362]. Other preliminary studies evaluated the possibility of desktop
extension using handheld devices [303] or whether the monitor interfaces are left
or right hand biased [272]. Desktop interfaces have been also employed to visualize
360-degree videos [41]. The main results suggest that spatial understanding can
be increased using visual boundaries and it is not related to the correct perception
of directions. Toma et al. [447] compared a monitor interface with an immersive
virtual reality (VR) system in a 3D-Computer-Aided Design (CAD) assembly sce-
nario. The results show that, although the VR system allowed to complete the
tasks in less time with respect to the desktop one, the immersive interface required
a higher physical workload. A similar study is proposed in [186] and the results
suggest that the users could not clearly perceive the objects’ dimensions using the
desktop interface. Finally, Gonzalez et al. [149] compared wearable Augmented Re-
ality (AR) interfaces with AR desktop ones. Since their findings show that wearable
interfaces are more error prone than the desktop ones, the authors argued that at
this state of the art there are no reasons to employ a wearable AR interface instead
of a traditional desktop one for authoring tools.

A handheld device is defined as [...] an object that it can be held and used
easily with one or two hands® and thus an output video handhed interface can be
defined as an interface that displays information using a handheld device. Early
research focused on determining which features should be implemented to develop
a reliable and effective handheld interface [148] or whether the user interfaces de-
veloped for a specific device could be used with different devices (desktop and
handheld) [204]. Then, thanks to technological advancements, the handheld de-
vices have been equipped with sensors (e.g., accelerometers, gyroscopes, magne-
tometers etc.) that allow to compute the device pose providing innovative inter-
action modalities. Hachet et al. [161] presented one of the first 3-DOF interface
based on target recognition and video analysis. Their results show that this type
of handheld interface can greatly improve the manipulation of large 3D models.
The ability of manipulating 3D models has been explored also in AR scenarios.
In [346], a comparison between an AR handheld interface and an interface based
on fixed annotations for inspection tasks is proposed (Fig. 1.4). The main results
show that the AR handheld interface allowed the users to complete the tasks with
less errors and workload than the non-AR one. Tanikawa et al. [434] compared
three different hand held mid-air gesture interfaces for virtual object manipulation
tasks. According to their results, an interface that allows the users to visualize a
virtual rod (going from the device to the virtual object) provides the highest success
rate. Other examples of handheld interfaces for virtual objects manipulation can

8https://dictionary.cambridge.org/dictionary/english/handheld
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be found in [376], where authors compared device perspective with user perspective
rendering or in [154], which analyzes hybrid interaction techniques (touch gestures
and device movements) for handheld devices. Finally, multi-user environments are
also considered in [496], showing that collaborative handheld interfaces can greatly
improve the game play experience of ordinary tabletop games.

Figure 1.4: Left-column: the AR handheld interface. Right-column: the interface
with fixed annotations. Figure published in [346] ©[2018] IEEE.

Video interfaces can be also displayed using wearable devices. Such devices
are commonly referred to the term Head-Mounted Displays (HMDs) and they can
be worn on the head displaying information using monocular or binocular optics.
Their application domain encompasses different areas (e.g, engineering, architec-
ture, medicine, etc. [399]) and they are commonly employed along with VR and AR
technologies. As an example, in the medicine context, Ortega et al. [325] employed
an HMD that displays data in front of the users’ dominant eye, allowing them to
visualize fluoroscopy images during orthopaedic operations. The results show that
the HMD reduced the total number of times the doctors moved their attention from
the operative area. Similarly, the HMDs have been employed in [192] to provide
patients with the ability of visualizing their own sonography images in real-time or
in [179] to help visual impaired users to detect objects by adjusting the brightness
of the screen according to the distance from the objects. Moving from the medicine
context, the HMDs have been also used in the industry domain. Zheng et al. [503]
evaluated the effects of display positions on the quality of maintenance processes.
The results show that data displayed with central eye-wearable devices led to lower
task times than peripheral eye-wearable ones. The robotic context has increasingly
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attracted the attention of the researchers for several purposes, such as control [326],
[157] and teleoperation [258] using wearable devices. Oyekan et al. [328] used HMDs
to evaluate human reactions in human-robot collaborative environments. Similarly,
a VR HMD is employed in [339] for training purposes allowing the users to interact
with a virtual robot positioned in a robotic cell reconstructed with depth sensors
(Fig. 1.5). Other interesting works can be found in [176], where an HMD is used
to visualize and approve the robot path or in [103] for obstacle avoidance purposes.
Another application domain is represented by the education and learning context.
A comparison among HMDs, desktop and CAVE systems is carried out in [6] to
evaluate the effects of different interfaces on the learning process. The main find-
ings suggest that HMDs greatly improved the learning outcomes with respect to the
other two conditions. Reiners et al. [364] found out that the sense of presence can
be increased by wearing HMDs in standing up positions, whereas it immediately
decreases in sitting down configurations. Beside the learning context, several other
HMDs features (e.g., field-of view, duration of the exposure, etc.) have been ana-
lyzed to determine whether they affect the cybersickness symptoms [7]. The results
show that HMDs with fixed interpupillary distance may increase the cybersickness
symptoms, lowering the overall user experience. Finally, in addition to the video
and see-through AR HMDs, some researchers are investigating the effectiveness of
the so called retinal head-mounted display that can overcome the accomodation and
convergence problems of the conventional HMDs [199, 254].

Figure 1.5: The operator can practice with the robotic cell using the VR immersive
device. Figure published in [339], license courtesy provided by Springer Nature N.
5020810787182, Mar. 02, 2021.

The projected interfaces have been divided according to the physical dimensions
of the projector: (i) mobile-size, (ii) medium-size, (iii) room-size, and (iv) full-
dome. Mobile-size projectors are hand-sized projectors that can be used in mobile
conditions. Kim et al. [223] proposed a handheld projector that can overlay virtual
information on real objects recognized by a tiny camera. The users can interact
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with the real objects by using a pre-defined set of actions (e.g., flicking, tilting,
etc.) and, depending on the action, different virtual information is displayed close
to the real object. Similarly, a simulated mobile projector system is presented
in [412]. By integrating the system with a digital pen, the projector can augment
the paper documents, providing additional information. Furthermore, the system
supports multi-user interaction to improve the collaboration and data management.
The second category encompasses projectors that are usually employed in fixed
positions, hung over walls or ceilings. They have been used in several domains,
such as the robotic [459] or medical [487] contexts. Vogel et al. [459] employed a
fixed projector system to display the operative area of a high-payload industrial
robot. Depending on the hazard level, the operative area is visualized by three
different colors (Fig. 1.6).

Figure 1.6: The three different colors used to highlight the robot operative area.
Figure published in [459] ©[2016] IEEE.

In the medical context, a robot arm has been combined with a medium-size pro-
jector to improve cranio-facial surgery operations [487]. The patient’s head is firstly
scanned and a 3D model of the skull is derived. Then, several surgery data (e.g.,
intersection and osteotomy lines, bore holes, etc.) are directly superimposed on the
patient’s head with an accuracy of £1mm. Other examples of use of medium-size
projectors in the medical context can be found in [476, 477]. Differently from the
previous categories, room-size and full-dome projectors are usually employed to
improve the sense of presence and realism of the virtual environments. Examples
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regarding the use of room-size projectors can be found in [256], where pilots can
test new aircraft design in an aerospace simulator or in [51], where the authors
evaluated the effectiveness of a gesture interface (refer to [300] for a complete re-
view concerning room-size projectors and virtual environments). Finally, full-dome
projectors can display virtual information on very wide areas, providing multi-user
experience. Chastenay [59] evaluated the effectiveness of such systems in teaching
astronomical phenomena. By projecting astronomical data on a planetarium ceil-
ing, the users can visualize the lunar phases with both allocentric and a geocentric
perspectives. The results show that the full-dome system greatly improved the un-
derstanding of the astronomical phenomena. Similarly, the effectiveness in teaching
basic Earth science concept has been tested in [420] and the results suggest that
the the combination of different instruction modalities with large projected displays
can foster the learning experience.

3D displays are systems capable of displaying 3D images without forcing users
to wear any particular device. They can be classified according to the underlying
technology [180]: (i) volumetric, (ii) swept-volume surfaces, (iii) holography, (iv)
optophoretic, (v) plasmonic, and (vi) lenticular lenslets. Hirayama et al. [180] pro-
posed a levitating volumetric display capable of acoustically trapping particles that
will be subsequently illuminated with red, green and blue lights. High-viscosity lig-
uid microbubble voxels are generated in [234] by means of femtosecond laser pulses.
The microbubble voxels” colors can be changed by controlling the illumination of
the light sources. Swept-volume surfaces are characterized by a rotating panel that
generates a display volume. A large swept-volume display capable of visualizing
full-motion 3D video is presented in [381]. Light-emitting diodes are controlled
by a field-programmable gate array positioned on the rotating panel image panes.
Similarly, a swept-volume display in presented in [243] along with a static volume
display that uses transparent crystals as a projection volume. Light diffraction is
employed by holographic displays to generate 3D images. Blanche et al. [35] devel-
oped a holographic display composed of a single 4x4in? photorefractive polymer.
One interesting property of the photorefractive polymers is that they can record and
project new three-dimensional images every few minutes, allowing users to watch
holograms for several hours. Other examples of holographic displays can be found
in [3] and [23]. Regarding optophoretic displays, Smalley et al. [410] proposed a
3D display based on photophoretic optical trapping techniques. Cellulose particles
trapped with spherical and astigmatic aberrations are scanned with red, green and
blue light generating 3D images. An example of plasmonic display is presented
in [317] where physical matter, excited by high-intensity laser, emits light from
arbitrary three-dimensional positions. Finally, Gao et al. [135] proposed a study of
lenticular lenslet displays. The results show that Fresnel-lens-array with eccentric
pupil can improve the brightness and viewing field of the generated 3D images.
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Figure 1.7: The red rectangles highlight the interfaces considered in this disserta-
tion.

1.1.3 Conclusions

The study and development of Uls for the HCI context is indeed a very wide
topic that requires both technical and user-centred skills. Since the aforementioned
UI classification encompasses a great number of different interfaces, it has been
decided to narrow down the number of interfaces to be researched and improved
for this Ph.D. dissertation. Regarding the NUI, this dissertation will focus on
those interfaces that mainly employ hand gestures recognition systems (contact
and optical based). For the output interfaces, this thesis will focus on the video
interfaces with particular interest for the wearable and handheld ones used in VR
and AR environments (Fig. 1.7).

In the following section, the VR and AR interfaces will be deeply discussed,
with particular emphasis on the immersive VR and video AR interfaces.

1.2 Virtual and Augmented Reality Interfaces

Virtual and Augmented Reality interfaces are strongly linked and they present
both common and different characteristics. As Milgram and Kishino explain in [295],
both interfaces are part of the same reality-virtuality continuum (Fig. 1.8): a VR
environment consists of a “pure” virtual scenario, entirely fictitious and completely
detached from the real environment. On the other hand, an AR interface presents
digital contents in the real world, that is, the real world is augmented by virtual
assets in real-time and users can interact with both the environment and the digital
assets at the same time. Despite VR and AR interfaces are part of the same con-
tinuum, they present some differences and peculiarities (e.g., interaction strategies,
visualization techniques, etc.) that require an ad-hoc and specific discussion.
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Figure 1.8: The reality-virtuality continuum.

1.2.1 VR

VR interfaces allow users being physically present in a non-physical world [129].
HMDs are among the most used devices to immerse users in virtual worlds. The VR
devices are equipped with sensors and ad-hoc hardware that greatly help reducing
the gap between the real environment and the virtual world [128]. The first HMD
patent dates back to 1916 when Albert B. Pratt invented a head-based periscope
display, basically a “gun adapted to be mounted on and fired from the head of the
marksman” [351]. Then, in 1929, Edward Link presented the first flight simulator?,
a mechanical system that allowed pilots to be trained without being on a real
plane. From then, many discoveries have followed (e.g., Sensorama in 1962 [173],
Sketchpad in 1964 [427], the ultimate display in 1965 [425], etc.), but probably one
of the most relevant event in the VR history happened when Sutherland presented
in 1968 a tracked stereoscopic head-mounted display [426]. A cathode ray tube
display, equipped with two separated optics, that was capable of presenting distinct
images to each human eye, thus creating the illusion of virtual immersion. Since
then, the VR devices have been greatly improved and nowadays it is possible to find
on the market several HMDs. Although these devices present differences in terms of
features and tracking mechanisms, the main underlying technology is shared among
all the devices and it will be discussed in the next section.

HMD Technologies

In its most basic form, an HMD is composed by a couple of displays that project
separated images to each eye. They exploit the so called parallax phenomena, the
intrinsic capability of the human eyes to perceive depth by visualizing the same im-
age from two slightly different perspectives. Although the parallax allows users to
perceive depth, it is not sufficient to provide a fully immersive experience. When

https://web.archive.org/web/20120317171710/http://library.binghamton.edu/
specialcollections/findingaids/linkcoll_m3.html
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Figure 1.9: A) the stereoscopic view. B) the motion sensors used to compute
the head orientation. C) the external tracking sensors used to compute the user’s
position.

the user is wearing an HMD, he/she can change the head orientation and thus
he/she expects to perceive a change in the orientation of the virtual environment.
To do so, at least a 3-DOF tracking system should be employed to compute the
modification in the head orientation. However, to achieve a fully immersive ex-
perience, a 6-DOF tracking is required, thus considering also the head position.
The head orientation is usually tracked using motion tracking sensors (gyroscopes,
accelerometers and magnetometers) whereas the head position is computed using
external tracking system, such as structured or IR light systems. Figure!? 1.9 shows
an illustrative example of a wearable VR system. The stereoscopic displays provide
separated images to the human eyes, creating the perception of depth. The motion
sensors are used to compute the head orientation (in terms of roll, pitch and yaw),
allowing users to change the view of the virtual environment according to the head
orientation. Finally, the position of the head can be computed by using external
sensors that track markers positioned on the HMD surface.

Nowadays, the HMDs are usually coupled with controllers that allow users to
interact with virtual objects. Depending on the user interaction, it is possible to
employ several typologies of controller, ranging from simple “traditional console”
joysticks to 6-DOF controllers (Fig. 1.10 shows some of the most common VR
controllers). Console joysticks probably provide users with the most traditional
form of interaction: the users can “virtually” move by using the thumbsticks (see
Sec. 1.2.1 for additional information regarding the locomotion in VR environments)
and they can interact by pressing the joystick’s buttons. On the other hand, 6-DOF

10Virtual reality headset by Vectors Market, human by Gan Khoon Lay and vr by supalerk
laipawat from the Noun Project.
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Figure 1.10: Some well-known VR controllers. From left to right: The Microsoft
Odyssey, the Oculus Touch, the PlayStation VR and the HTC Vive controllers.

controllers allow the users a more natural interaction than the console ones. Their
position and orientation is usually tracked using the same approach adopted for the
HMDs and thus the users can virtually “touch” the virtual assets, without pressing
any button on the controller. Furthermore, some most recent controllers are also
equipped with additional sensors that allow to compute the fingers’ position on the
controller itself, that is, the controller is aware which buttons the user is touching.
This information can be particularly useful to improve the sense of immersion,
allowing to animate in real-time the virtual hands according to the position of the
real user’s fingers.

Tracking

Since the tracking methodology plays a key role in an immersive VR system, a
brief discussion related to the different approach is proposed in this section. The
device that communicates its position and/or orientation to a central control unit is
called position sensor [397]. The general configuration usually comprehends several
position sensor units attached to the object being tracked and at least one sensor
unit placed at a known position. There exist several tracking methodologies, each of
them with strengths and weaknesses that impose limitations to their usage. Some
of the most well-known tracking methods that can be found in a VR system are
the following: (i) electromagnetic, (ii) mechanical, (iii) optical, (iv) ultrasonic, (v)
inertial, and (vi) neural [397]. An electromagnetic tracking system employs a pair
of transmitter-receiver units. Three orthogonal coils placed inside the transmitter
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Figure 1.11: Starting from the respective cameras, the virtual rays can uniquely
identify the 3D marker position.

create a magnetic field that in turns generates currents in the other coils positioned
in the receiver worn by the user. The receiver analyzes the signal and it computes
the position and orientation of each coil with respect to the fixed unit (i.e., the
transmitter). One of the major advantage of the electromagnetic system is that
there are no line of sight limits. However, metal objects can interfere with the elec-
tromagnetic field and it has a very limited operative range (3-8 feet). Mechanical
tracking systems use mechanical booms to compute the user’s position and orienta-
tion. A mechanical boom can be seen as a kinematic chain whose terminal part can
be worn or grasped by the user. When the user moves around the terminal part,
the positions of the chain joints are computed determining the pose of the user.
One of the main drawback of such systems is that the operative space is limited
by the boom’s extension. Optical tracking systems use cameras to track the posi-
tion and orientation of the position sensors. Although a camera can work in the
visible spectrum tracking paper markers, most of the systems employ IR cameras
and markers. At least a couple of cameras are required to uniquely identify the IR
marker’s position and orientation (Fig. 1.11).

High-pitch sounds emitted at fixed intervals are employed by ultrasonic systems
to determine the distance between the transmitter and the receiver. The advantage
of these systems is that they employ common hardware, such as microphones and
speakers, but noisy environments can really limit their performance. Moreover, to
accurately determine the transmitter-receiver distance, there must be no obstacles
between the source and the receiver. Changing in acceleration, inclination and gy-
roscopic forces are instead measured by inertial tracking systems to compute the
sensors’ relative motion [121]. Typical sensors are accelerometers, gyroscopes and
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inclinometers. These tiny sensors are positioned on the object being tracked and
they are connected to a central control unit that filters and elaborates the sen-
sors’ data. Even if accelerators and gyroscopes can be theoretically employed to
compute a 6-DOF pose, they accumulate errors over time producing inaccurate
measurements. Hence, they are normally employed to compute only the orien-
tation of the tracked object. The accelerometer data are also usually combined
with magnetometer ones, in order to mitigate the accuracy degradation over time.
Finally, neural tracking systems track individual body parts instead of the user’s
pose. Small sensors are directly attached to the skin, measuring muscle contrac-
tions and/or nerve signal changes. By analyzing the collected data, it is possible
to determine which movement the user is making and with which part of the body.

VR Locomotion

Locomotion in virtual environments is extremely important to provide a full
immersive experience. It is expected that users can move their virtual body in the
same (or similar) way they walk and run in the real world. However, the locomo-
tion presents several challenges that should be overcome to achieve an immersive
and safe experience. With safe it is meant an experience that does not generate
negative symptoms, the so called cybersickness [111, 137, 455]. Cybersickness can
be defined as a “psychophysical response to the exposure of perceptual illusions in
a VR” [455]: several characteristics of the VR environment (e.g., display frame
rate, latency, etc.) may generate negative symptoms and the locomotion strat-
egy should be carefully planned to reduce the negative effects of cybersickness [69,
287]. Beside doing their best to mitigate the cybersickness symtomps, the locomo-
tion techniques try also to provide users the ability to move beyond the physical
boundaries imposed by the specific tracking approach. In other words, these tech-
niques may allow the users to walk for kilometers whilst being physically restricted
to an area of a few meters. The research is very active on this particular topic
and several locomotion strategies can be adopted. The most well-known are the
following: real-walking, walking-in-place, controller, gesture-based, teleportation,
redirect walking, arm swinging, head-directed and chair-based [39]. Real walking
techniques allow users to freely walk in a limited area with a 1:1 match between
the real and the virtual displacements. Examples of real walking techniques can be
found in [388], where the authors proposed a mechanical stilt to walk up and down
steps, or in [372], where real walking navigation is achieved by using foot-mounted
inertial sensors. When using walking-in-place approaches, the users move in the
virtual environment by walking in place, that is, by doing step-by-step movements.
This locomotion type can be achieved by means of treadmill or stepping-like de-
vices (see for example the Virtual Sphere project [409] or the Stepper Machine [44]).
Controller techniques allow the users to move by using the joystick buttons and/or
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the thumbsticks. The joystick typology can vary from simple controller [304] to key-
board [16] and trackball [44]. If gesture recognition is supported, gesture-based sys-
tems provide users with the ability to give a movement command that is translated
in a virtual motion [53, 118]. Due to its simplicity and effectiveness, teleportation
is one of the most employed approaches. By pointing towards the final destination,
the user is immediately teleported there, allowing to cover great distances. The
pointing action can be done by controllers [489] and/or gestures [45]. By exploiting
redirect-walking methods, the users can freely walk in a real limited area while
being capable of moving in an unlimited virtual space. Special techniques are used
to create a subtle mismatch between the virtual and real worlds, without the user
noticing it. As an example, Nescher et al. [309] proposed a probabilistic algorithm
to maximize the walking action whereas in [498] a novel approach is presented to
predict the user’s locomotion path. Arm swinging techniques provide users with
the ability to move in the VR world by swing their real arms while being stationary.
External cameras can be used to track the arm movements [242] or alternatively
tracked controllers [484]. Finally, with the head-directed methods, the HMD move-
ments are directly translated into virtual displacements [53, 423] whereas with the
chair-based approaches, the users sit on a chair and its rotation and tilt are used
to control the virtual avatar in the VR environment [226].

1.2.2 AR

With respect to VR, “almost” at the other side of the reality-virtuality con-
tinuum (see Fig. 1.8) it is possible to find augmented reality. “Almost” because
the true opposite of a pure VR environment is the real one whereas the AR sce-
narios augment the real world by digital contents. AR interfaces have increasingly
attracted the attention of researchers for their intrinsic capability to be connected
to the real environment. Human beings put naturally attention toward the real
world rather than to the virtual one. Despite pure VR interfaces (but also common
digital devices such as smartphones and personal computers) provide access to an
incredible amount of data, the digital contents are usually completely detached
from the real world, creating a rupture between the real and virtual environments.
This is where AR interfaces come in: they allow users to visualize and interact with
both environments at the same time providing a natural bridge between the real
and virtual contents.

AR dates back to the ’60s when Sutherland anticipated its definition with a little
known but very important sentence: “/.../The user of one of today’s visual displays
can easily make solid objects transparent — he can “see through matter!” [425]. Af-
ter few years, his dream of a display capable of seeing through matter came true
and he presented the first AR HMD, the so called “Sword of Damocles” [426]. It
was a device equipped with head tracking and optical see-through that allowed to
visualize digital contents overlaid on the real environment. Then, from the 70s to
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the '80s, several researches have experimented with systems that allowed to interact
with digital contents superimposed on the real environment. But we have to wait
until the 1992 to read for the first time the term augmented reality on a research
paper [443]. The authors proposed a wearable AR system that provided airplane
workers with the ability to visualize wire bundle assembly schematics directly over-
laid on the real aircraft. One year later, Fitzmaurice [119] presented the first AR
handheld device. It was a tethered LCD screen tracked by means of a magnetic
tracking system that was capable of displaying spatial information correctly aligned
with the real world. At that time, the proposed AR systems were limited to a single
user interaction, there was not support for multiuser environments. To overcome
this limitation, Schmalstieg et al. [387] proposed Studierstube, the first multiuser
collaborative AR system. By wearing a tracked HMD, multiple users could visualize
the same digital assets, seen from different and individual perspectives. One year
later, Feiner et al. [114] presented the first outdoor AR system. The users could
visualize digital assets correctly aligned with the outdoor environment by using a
see-through HMD tracked with GPS and motion sensors. This system was used
for several applications, but probably it became famous with the first outdoor AR
game, ARQuake [441]. This game was a port of the very well known first-person
shooter game Quake and it allowed users to shoot virtual zombies positioned and
rendered in the real environment. Until 1999 there was no standard or globally rec-
ognized solution to develop AR applications and the AR development was strictly
limited to the research labs. This situation changed when Kato and Billinghurst
released ARToolkit in 1999 [211]. It consisted in the first set of open-source tools
to develop AR applications by using printed markers. Since then, the development
of AR applications has increasingly grown and nowadays it is possible to find sev-
eral commercial toolkits and devices, such as the Vuforia Software Development
Kit (SDK)! or the Microsoft HoloLens 2'2. As for VR, although there are several
commercially available AR devices, the main underlying technology and visualiza-
tion pipeline is commonly shared among the different solutions that will be deeply
discussed in the following sections.

AR Technology
In 1997 Azuma listed the three main characteristics of an AR system [20]:
e combines real and virtual;
e interactive in real time;

o registered in 3D.

Uhttps://www.ptc.com/en/products/vuforia/vuforia-engine

2https://www.microsoft.com/en-us/hololens/buy
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The first interesting consequence of such definition is that Azuma did not specify
the output device. Although an AR system can be developed using a great variety
of output devices and it is not limited to the video interfaces (e.g., AR systems
can be developed using olfactory, sound, etc output interfaces, see Sec. 1.1.2), this
dissertation will focus only on the video AR interfaces. The first characteristic
(“combines real and virtual”) is quite straightforward: virtual and real elements
should be combined to create a new augmented environment, where both kind of
information exist. The second one implies the concepts of real time and interactiv-
ity. If the former strictly depends on the single use case, the latter requires that
humans and machines are strongly linked together. While the user is moving in
the AR environment, the system continuously tracks his/her movement, computing
the user’s pose. This information is finally used to correctly register and align the
virtual assets with the real world (Fig. 1.12).

) Virtual Content /\ Augmented

Registration Visualization

User’s Pose
Tracking

1

Figure 1.12: 1) The AR system continuosly tracks the user’s pose. 2) The tracking
data are used to correctly align the virtual contents to the real world. 3) The user
can visualize the augmented scene.

An AR system is composed of at least three main components: (i) a tracking,
(ii) a scene-generator and (iii) a visualization component. The tracking component
is responsible for determining the camera’s position and orientation. As for VR, it
is possible to employ several distinct tracking techniques (see Sec. 1.2.1). However,
since the vast majority of the video AR systems relies on the use of a camera, the
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most employed tracking technique results to be the optical one. Optical tracking
can be divided in marker-based and markerless tracking. With the first one, the
camera, working in the visible spectrum, recognizes pre-defined markers positioned
in the real environment. A marker recognition pipeline is composed of at least four
steps:

e S1: image acquisition;

e S52: marker detection;

S3: pose estimation;
o S4: rendering of the virtual assets.

During the first step, an image is acquired using a camera with a known corre-
sponding mathematical model. Normally, a camera is modeled as a pinhole camera
(Fig. 1.13), that describes the perspective projection of a world 3D point ¢ to an im-
age plane 2D point p. The perspective projection can be expressed in homogeneous

q
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Figure 1.13: The pinhole camera. A virtual ray (in yellow), starting from the center
of projection C', projects the 3D world point ¢ on the image plane II.

coordinates using a 3x4 matrix M:
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where p,,p, are the coordinates of the point p lying on the image plane II. M
is a 11 DOFs matrix composed of intrinsic and extrinsic parameters. The former
describe the camera internal parameter and they are represented by a 3x3 matrix

fu 5 ¢
K=|0 f, ¢
0O 0 1

where f,, f, represent the focal length (usually f, = f,), cu, ¢, describe the coor-
dinates of the principal point ¢ and s is the skew factor, different from zero only
when the axis u and v are not perpendicular. The intrinsic parameters are usu-
ally computed during a calibration phase and they are treated as constants during
the overall application cycle (unless the focal length can change, such as during
zooming actions). The extrinsic parameters describe the position and orientation
of the camera with respect to a known reference system. They are represented by a
3x4 matrix [R|t] which in turn can be decomposed in a 3x3 rotation matrix R and
a translation vector t. The main objective of the S2 and S3 steps is to compute
the 3x4 [R|t] matrix parameters. Detecting a marker means to analyze the image
to extrapolate regions of pre-defined shapes (Fig. 1.14 shows several well-known
markers and their shape) and to compare the detected regions with a pre-defined
image (the marker itself). A marker is commonly represented as a black square
surrounding a 2D barcode. The barcode can be uniquely identified and it expresses
an unique orientation that defines the orientation of the marker itself. The detec-
tion starts with the camera image converted to a binary image (black and white).
Dynamic thresholding is normally applied to compute the threshold value (see for
example the Otsu’s method [306]) or [327]. Then, the binary image is scanned for
closed contours. Finding closed contours means searching for shapes that have a
sufficient size (with respect to the original marker) and such that we can can fit a
quadrilateral to the contour [467]. One popular approach to detect closed contours
can be found in [428]. Once the closed contour is detected, the orientation of the
marker is computed by sampling four points (the four corners) that will be used
to compute the camera pose. Since the coordinate of a point ¢ lying on a plane IT’
(the marker itself) can be expressed with homogeneous coordinates, the mapping
between ¢ and the point p € II can be modeled using a 3x3 homography matrix H.
H can be determined using direct linear transformation [329] and singular value
decomposition. Once determined, H can be used then to recover the [R|t] matrix,
used to compute the camera’s pose (for the details, please refer to [386]). Finally,
the virtual assets can be correctly rendered (in terms of position and orientation)
in the output image using the camera’s pose in the last S4 step.

Since the release of the popular framework ARToolkit [211], the research has
been very active in this particular topic and it is possible to find several research

26



1.2 — Virtual and Augmented Reality Interfaces

1. ARToolKit 2. ARTag

3. AprilTag 4. ArUco

X {ini

Figure 1.14: An example of different fiducial markers. Image provided by Cmglee
- Own work, CC BY-SA 4.0.

papers regarding how to improve the marker recognition [306, 419] as well as com-
mercial solutions, such as Vuforia'® or VisionLib'* SDKs. However, markerless
techniques are increasingly attracting the attention of the researchers due to their
capability to align the virtual assets without using artificial markers. Markerless
approaches rely on the detection and tracking of natural features. During the years,
several algorithms have been developed to properly identify reliable features. Re-
liable because a stable features should be robust to lightning changes, perspective
transformations as well as rotation and scale. Some well known features detectors
are the Harris Corners detector [168], which computes horizontal and vertical gra-
dients to detect corners or the FAST detector [371], which is optimized for real-time

Bhttps://developer.vuforia.com/

Yhttps://visionlib.com/
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applications. Once the features have been properly detected, they should be math-
ematically described in order to compute a data structure suitable for mapping the
features of the current frame to the features of the other frames (see for example
the SIFT descriptor [268]). Finding and tracking natural features is a well-known
methodology, exploited by several tracking algorithms, such as the visual odome-
try [312] or PTAM [227] approaches. However, visual odometry suffers from drift
over time, whereas PTAM works only with a sparse point cloud and it suffers from
poor texture areas [386]. Modern approaches are capable of tracking a great num-
ber of points and are much more robust against poor tracking conditions. Recent
technological improvements have made quite popular the use of RGB-D sensors to
effectively adopt dense SLAM techniques. The KinectFusion algorithm [311] is one
of the most representative examples of such techniques. It computes the camera’s
pose by minimizing the error in the alignment of the depth image of the current
frame to previous one by using an iterative closest point (ICP) algorithm [17].
The alignment is iteratively applied until the error is deemed small enough or the
number of iterations has reached a predefined threshold [344].

Independently of the tracking modality, once the camera’s pose is computed,
it is sent to the scene-generator module to correctly align the virtual assets with
respect to the real environment. Hence, the virtual assets can be finally visualized
in the last step, the visualization one that will be introduced in the next section.

Visualization - The Video AR Displays

How virtual assets are visualized plays a key-role in an AR system. Depending
on the application requirements, different strategies can be adopted. There are
two main display categories: see-through and spatial displays. See-through devices
combine the virtual and real contents using optical lenses through which the users
can view the augmented environment. They are further divided in video and optical
see-through displays. Video see-through devices electronically combine the virtual
assets with the real environment. Initially, a camera is usually employed to capture
the real world and the related video stream is sent to the graphic processor. There-
after, the virtual assets and the camera image are combined by firstly copying the
video image into the frame buffer, that is, the video image is treated as a back-
ground image. Then, the digital contents (that have been previously aligned during
the tracking phase) are simply added to the frame buffer, creating a combined im-
age. Finally, the resulting image is shown to the user through standard monitors
and/or displays (e.g., desktop, handheld, etc.). On the other hand, optical see-
through devices rely on the use of optical elements that are either transmissive and
reflective. An effective example is represented by a half-silvered mirror that lets the
real light pass through so that the real world can be seen by the users. At the same
time, the mirror reflects the virtual assets generated by a display positioned on the
side of the mirror itself (or overhead). Hence, the virtual images appear as overlaid
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Figure 1.15: An illustrative example of the different video AR displays.

over the real environment. Finally, the last category is represented by the spatial
displays. These devices allow to superimpose the virtual assets directly on the real
environment, without forcing the users to wear any kind of devices. A camera is
usually employed to compute the camera’s pose. Then, a projector displays the
virtual assets, overlaid on the real objects. Figure'® 1.15 shows the three different
AR visualization types.

1.2.3 Conclusions

In this chapter, the VR and AR interfaces have been deeply detailed and ex-
plained, with particular emphasis on the immersive VR and the video AR interfaces.
These specific interfaces have been widely researched and used in several domains.
As an example, Zhang et al. [499] analyzed the effectiveness of an immersive VR
interface in the mining context. Similarly, in [485] the authors showed that VR
HMDs can be effectively employed to detect faults in 3D CAD models. The AR
interfaces have been successfully used in the industry domain as well. See for ex-
ample [141] where an AR interface is used to check discrepancies between a real
object and its corresponding CAD model or in [383] where the authors employed

15Profile face by Sergi Delgado from the Noun Project.
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an AR handheld interface to visualize underground infrastructures. Besides the in-
dustry context, the virtual interfaces have been also used in the medical [297, 307],
autonomous vehicle [1, 92], cultural heritage [162, 333], tourism [264, 466] domains
(and many others). Given the considerable number of domains, it has been decided
to narrow down the application areas to two main categories, which are studied in
this dissertation, the Industry 4.0 and the gaming context: they will be introduced
and discussed in the next chapters.

1.3 Motivation and Overview of the Projects

HCI is a peculiar discipline as it is essentially composed of two distinct entities
that are apparently in contrast with each other: the human beings and the ma-
chines. The human beings are characterized by high flexibility and adaptability and
thus they can efficiently handle unforeseen scenarios or situations. On the contrary,
the machines are devices that are composed of physical (the hardware) and digital
(the software) layers and they essentially execute ordered instructions (the sequence
of bits) with relative low levels of adaptability (at least in their most basic form).
The HCI discipline researches innovative and efficient methodologies that can ef-
fectively bring together those two entities and one of its most powerful approach is
represented by the so called Human-centred design. The ISO 9241-210:2019 [197]
clearly details the Human-centred design main purpose: “Human-centred design is
an approach to interactive systems development that aims to make systems usable
and useful by focusing on the users, their needs and requirements, and by applying
human factors/ergonomics, and usability knowledge and techniques. This approach
enhances effectiveness and efficiency, improves human well-being, user satisfaction,
accessibility and sustainability; and counteracts possible adverse effects of use on
human health, safety and performance.”

In order to develop software “/... ] usable and useful by focusing on the users,
their needs and requirements, and by applying human factors/ergonomics, and us-
ability knowledge and techniques”, the development itself should be constantly in-
tegrated and updated by user studies, thus allowing developers and researchers to
effectively combine the human being and the machines. As previously introduced,
the virtual interfaces are key-technologies of the HCI field and they are strongly
related with the human beings. For instance, both AR and immersive VR technolo-
gies rely on the constant capture of the user’s data (i.e., the tracking mechanism) to
correctly display the digital contents (see Sec. 1.2.1 and Sec. 1.2.2). From military
immersive VR experiences to cultural heritage AR applications, the human being
is always the final user of the virtual technologies. One interesting consequence of
this assumption is that the techniques and methodologies employed to assess the
systems from a user-centred perspective can be easily moved from one context to
another without loosing efficacy. Considering the two macro-categories discussed
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in this Ph.D. dissertation, the Industry 4.0 and the gaming area, both have similar
aspects when addressed using the virtual interfaces. As an example, both areas
require systems and software that guarantee high levels of interaction and accuracy
(e.g., to control a virtual character in a gaming scenario or to program an industrial
robot arm in the Industry 4.0 context). Moreover, whether the users are following
an AR procedure to assemble a robotic hand or they are playing against each other
in a VR environment, the virtual interfaces should provide high levels of usability
and low physical and mental workload scores to guarantee a satisfactory experience.

Moving from these considerations, this Ph.D. dissertation will discuss several
original works related to the Industry 4.0 and gaming scenarios. Specifically, the
use of AR and VR technologies in the Industry 4.0 context will be discussed in
Section 2. Starting from an analysis of the different uses of the AR interfaces in the
Industry 4.0 domain and in the collaborative robotics (Section 2.1 and Section 2.2),
two different AR interfaces to visualize industrial robot faults will be presented
in Section 2.3 and Section 2.4. Then, a collaborative mixed reality system to
support the human operators during robotic training procedures will be discussed
in Section 2.5. Finally, an immersive VR interface to remotely control an industrial
manipulator will be presented in Section 2.6. The gaming context will be analyzed
in Section 3 and Section 3.1 will present an evaluation of the usability of the AR and
VR interfaces for competitive tabletop games. A similar assessment procedure will
be discussed in Section 3.2 to evaluate the impact of the field-of-view on VR-AR
first person shooter games. Section 3.3 will present a modular framework to ease
the development of VR-AR environments. Finally, Section 4 will detail the final
conclusions, discussing the overall results and limitations of this Ph.D. dissertation.

1.4 Specific Tools employed for this Thesis

The hardware and software tools used for the works described in this Ph.D.
dissertation are presented in this section.

1.4.1 Hardware

Besides common handheld devices (e.g., smart-phones or tablets), two AR and
three VR devices have been employed for the projects described in this thesis.
Epson Moverio BT-200

The Epson Moverio BT-200'¢ are AR wearable smartglasses developed by Epson
(Fig. 1.16). They employ two optical see-through displays that allow the users to

Yhttps://tinyurl.com/6fz4wvd
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Figure 1.16: The Epson Moverio BT-200 smartglasses along with their touch-
enabled controller.

visualize digital contents placed in the real environment. They run the Android
Operative System (OS) and the user can interact with the digital contents using
an external touch-enabled controller. Table 1.1 shows the Epson Moverio BT-200
main specifications.

Type AR
Tethered No
0S Android 4.0.4
Weight (HMD) 88g
Display see-through S\;;ljelﬁzﬁel (16:9)
Sensors 1 IMU GPS | 1 VGA camera | 1 microphone
Processors TT OMAP 4460
1.2Ghz Dual Core

Memory 1GB RAM
Storage 8GB

. IEEE 802.11b/g/n
Connectivity WiFi Miracast/ g/ Bluetooth 3.0
Audio No
Ports USB2.0
FPS 60 fps
Field-of-view 23°
Gesture Recognition | No
Speech Recognition | No
Spatial Sound No

Controller

Yes (requried)

touch-enabled

Table 1.1:

The Epson Moverio BT-200 specifications.
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Microsoft HoloLens (1st generation)

Figure 1.17: The Microsoft HoloLens smartglasses.

The Microsoft HoloLens!” (1st generation) glasses are a wearable AR device
capable of displaying virtual contents in the real environment (Fig. 1.17). With
respect to the Moverio BT-200, the HoloLens glasses provide a higher resolution
display and a larger field-of-view. They run a custom Microsoft Windows Mixed
Reality OS and they support speech and gesture recognition. Table 1.2 shows the
Microsoft HoloLens main specifications.

Oculus Rift DK 2 Kit

=

Figure 1.18: The Oculus Rift DK 2 Kit along with its IR camera.

The Oculus Rift DK 2 Kit'® is an immersive VR HMD developed by Oculus VR
(Fig. 1.18). It provides a 1920x1080 display (960x1080 per eye) which guarantees
the visualization of high quality digital contents. The HMD position is tracked by
means of an external IR camera. The camera tracks several IR markers positioned
in the front part of the HMD. The rotation is instead captured by an internal IMU
unit. Table 1.3 shows the Oculus Rift DK 2 Kit main specifications.
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Type AR
Tethered No
oS Windows 10
Windows Mixed Reality
Weight (HMD) 579 g

2.3 megapixel see-through

Display holographic lenses 2 HD 16:9 displays
1 IMU, 4 understanding cameras,
Sensors 1 depth camera,
1 2MP HD video camera,
1 microphone array
Processors Intel 32-bit (1GHz) Mlcrosqft Holggraphlc
Processing Unit
Memory 2GB RAM
Storage 64GB (flash memory)
Connectivity Wi-Fi 802.11ac Bluetooth 4.1 LE
Audio 3D audio speakers 3.5mm audio jack
Ports Micro USB 2.0
FPS 60 fps
Field-of-view 30°

Gesture Recognition | Yes
Speech Recognition | Yes
Spatial Sound Yes
Controller Clicker (not required)

Table 1.2: The Microsoft HoloLens (1st generation) specifications.

Figure 1.19: The Oculus Rift along with its controllers.

Oculus Rift

The Oculus Rift'? is an immersive VR HMD developed by Oculus VR (Fig. 1.19).
It provides a 2160x 1200 display (1080x1200 per eye) which guarantees the visual-
ization of higher quality digital assets wgigh respect to the Oculus Rift DK 2 Kit.

"https://docs.microsoft.com/en-us/hololens/hololensi-hardware

Bhttps://xinreality.com/wiki/Oculus_Rift_DK2
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1.4 — Specific Tools employed for this Thesis

Type VR
Tethered Yes
Weight (HMD) 440g

5.7 inch OLED
Display 1920 x 1080

960 x 1080 per eye
Sensors 1 IMU
Connectivity HDMI
Audio No
Ports USB
Refresh 60-75 Hz
Field-of-view 100°
Controller No
Tracking 6-DoF
Tracking volume 72°H x 52°V
Positional tracking | External IR camera

Table 1.3: The Oculus Rift DK 2 Kit specifications.

The HMD position is tracked by means of two external IR cameras whereas the
rotation is captured by an internal IMU unit. It is possible to buy two 6-DoF con-
trollers that allow the users to interact with the virtual contents. The controllers
are tracked by the same IR cameras used to compute the position of the HMD.
Table 1.4 shows the Oculus Rift DK 2 Kit main specifications.

HTC Vive Pro

The HTC Vive Pro?° is an immersive VR, HMD developed by HTC (Fig. 1.20).
The overall display resolution is 2880x 1600, whereas each display provides a resolu-
tion of 1440x1600. Similar to the other VR devices, the HMD position is tracked by
means of two external IR cameras, whereas the rotation is captured by an internal
IMU unit. The minimum tracking area (using two IR cameras) is about 5m x 5m
and it can be extended up to 10m x 10m using 4 IR cameras. Table 1.5 shows the
HTC Vive Pro main specifications.

1.4.2 Software

The integrated development environment and the 3D computer graphics soft-
ware tools used to develop the projects presented in this Ph.D. dissertation are

Yhttps://www.oculus.com/rift/
2nttps://wuw.vive.com/us/product/vive-pro-full-kit/
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Type VR
Tethered Yes
Weight (HMD) 470g
Display 21601200
(1080x 1200 per eye)
Sensors 1 IMU
Connectivity HDMI 1.3
Audio Yes
2 USB 3.0
Ports 1 USB 2.0
Refresh 90 Hz
Field-of-view 110°
Controller Yes
Tracking 6-DoF
Tracking volume room scale: a 9ft x 9ft
Positional tracking | External IR cameras

Table 1.4: The Oculus Rift specifications.

ST

Figure 1.20: The HTC Vive Pro along with the controllers and the two IR cameras.

presented in this section. Furthermore, the main external libraries and SDKs are
detailed and discussed.

Unity

Unity?! is a versatile cross-platform game engine. It has been used to develop all
the projects proposed in this Ph.D. dissertation. The game engine provides support

https://unity.com/
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1.4 — Specific Tools employed for this Thesis

Type VR
Tethered Yes
Weight (HMD) 802¢g
Display 2880 x 1600
(1440 x 1600 per eye)
Sensors 1 IMU, IPD sensors, eye-tracking
Display Port 1.2
Connectivity HDMI
Bluetooth
Audio Yes
Ports USB-C
Refresh 90 Hz
Field-of-view 110°
Controller Yes
Tracking 6-DoF

Tracking volume

room scale: minimum 5m x bSm

Positional tracking

External IR cameras

Table 1.5: The HTC Vive Pro specifications.

for Windows and macOS and, recently, it seems to have extended its support to
the Ubuntu distribution??. Unity supports the C# programming language and it
allows the developers to build applications for several platforms and OS?*. The main
functionalities of Unity can be easily extended by integrating external libraries and
SDKSs.

Blender

Blender?* is a free open-source 3D software tool used to model and animate
virtual objects and environments. It fully supports Windows, macOS and Linux
and its main functionalities can be extended using the Python language. Referring
to this Ph.D. dissertation, Blender has been employed to create the virtual assets
(along with their animations) used for the developed VR and AR applications.

2nttps://itsfoss.com/unity-editor-1linux/

Zhttps://docs.unity3d. com/Manual/system-requirements.html

24nttps://www.blender.org/
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Introduction

Robot Operating System (ROS)

The Robot Operating System? (ROS) is a versatile open-source framework
that greatly simplifies the development of robotic software. It natively supports
the Ubuntu distribution although it seems to have recently extended its support
to the Windows OS?°. The ROS environment can be seen as a collection of nodes
managed by a central node called Master. The nodes are small computational
units that exchange data among each other through dedicated channels (the so
called topics). The nodes can be developed using Python or the C++ language.
There are essentially three different types of nodes: (i) a publisher node sends
messages over a specific topic, (ii) a subscriber node listens for incoming messages
on a specific topic and (iii) a service node advertises general services over the ROS
network. More information regarding ROS can be found at?".

Additional libraries and SDKs

Several additional libraries have been used to develop the AR and VR projects:

o the SteamVR unity plugin®® has been used to simplify the development of
immersive VR environments;

« the Microsoft Mixed Reality Toolkit (vl and v2) has been used to interface
with devices that support the Universal Windows Platform (e.g., the Mi-
crosoft HoloLens);

o the Vuforia SDK?” has been used to simplify the creation of AR environments,
allowing to easily detect image targets;

o the Ros#3 library has been used to link a ROS network running on a Ubuntu
distribution with a Unity environment running on Windows.

Zhttps://www.ros.org/
2nttps://wiki.ros.org/Installation/Windows
2Thttps://wiki.ros.org/R0OS/Tutorials
Zhttps://valvesoftware.github.io/steamvr_unity_plugin/
2nttps://wuw.ptc.com/en/products/vuforia/vuforia-engine

30https://github.com/siemens/ros-sharp/wiki
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Chapter 2

Virtual Interfaces in Industry

Part of the works described in this chapter has also been published in [18, 82,
84, 83, 85, 278, 87]. An additional work presented in Sec. 2.6 has been accepted to
be published at the ICRA 2021 conference’

So far, our society went through three different industrial revolutions. The
first one happened at the end of the 18" century when the society moved from an
agriculture-based society to a mechanical one. Almost a century later, the discov-
ery of the electricity gave rise to the 2" industrial revolution, providing innovative
inventions, such as the telegraph and the telephone. Then, during the second half
of the 20" century, the third industrial revolution started, characterized by the dis-
covery and improvements of electronics, telecommunications and computers. If the
three mentioned revolutions have been characterized by mechanization, electrical
energy and widespread digitalization [245], respectively, nowadays we are moving
towards a fourth industrial revolution, where factories are expected to be completely
autonomous and intelligent, the so called Industry 4.0. The term Industry 4.0 was
introduced by the German government to describe a high-tech strategy for future
manufacturing industries [182]. The concept of Smart Manufacturing is at the core
of this new revolution [208], meaning that factories are expected to become smart
factories, helped by the adoption of new technologies, such as the Internet of Things
and the Cyber Physical Systems [101]. The Industry 4.0 is characterized by nine
main pillars [101] that stand for the nine main technologies that the factories are
promoting and using to improve all areas of the production processes. Augmented
Reality has been identified as one of the main technologies that can effectively sup-
port the fourth revolution. It has been used in several industry domains [82] and
thus it is considered one of the main Industry 4.0 pillars. Another key-pillar is
represented by the industrial robots that are expected to foster and improve the
productivity of the forthcoming factories. Traditionally, the industrial robots work

'https://www.ieee-icra.org/index.aspx
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in well-defined areas, completely separated by the human operators to reduce the
risk of hazards. However, the new virtual interfaces provide innovative forms of
interaction that can guarantee the safety of the human operators, thus allowing to
remotely control the industrial robots using immersive VR head-up displays.

In the following sections, several works carried out for this Ph.D. dissertation
are presented and discussed. Specifically, it will be discussed the use of virtual
interfaces in the Industry 4.0 domain with particular interest for the collaborative
robotics. Furthermore, some works regarding the use of AR and VR to visualize
industrial robot faults and to improve the operators’ training will be presented and
detailed. Finally, new forms of virtual telerobotic systems will be detailed, with
particular emphasis for the virtual robotic cells reconstructed with RGB-D sensors.

2.1 Augmented Reality in Industry 4.0

The role of AR in the Industry domain is relevant since it fosters both the
product design and development. It helps identifying and avoiding design faults and
errors during the early stages of the production process and it lowers the amount of
physical prototype objects saving valuable cost and time. Moreover, this technology
is deemed fundamental to improve and accelerate the development of products and
processes in at least five industrial domains: maintenance-assembly-repair, training,
products inspection, building monitoring, and in the Human-Robot Collaboration
(HRC) context. In the maintenance-assembly-repair domain, the AR interfaces can
be easily adopted to improve the productivity by reducing task and operative time.
During training procedures, the AR technology results to be a powerful solution
to improve the human operators’ skills. The production inspection processes can
benefit from the augmented visualization that highlights the item discrepancies. In
the building monitoring operations, the AR interfaces provide the ability to detect
building errors and deviations in a very intuitive manner. Finally, in the HRC
context, the AR technology provides innovative interaction paradigms aiming at
improving the collaboration between humans and robots.

In the next sections, each domain will be detailed and discussed.

2.1.1 Maintenance, Assembly and Repair

Since cost reduction is one of the main goals of industrial facilities, the mainte-
nance-assembly-repair (MRA) procedures are indeed one of the most strategic re-
search field for AR interfaces. These procedures require highly specialized human
workers to cope with very complex tasks. One of the most adopted procedures
relies on the use of paper-based instruction manuals, that is, the human technician
has to continuously switch his/her attention from the industrial asset involved in
the MRA procedures, lowering the attention and generating high cognitive loads.
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To cope with these limitations, Interactive Electronic Technical Manuals (IETMs)
can be employed to improve the efficiency of expert and inexperienced human work-
ers [130]. However, also IETMs present some limitations: it has been demonstrated
that IETMs are not entirely part of the technician-machine interaction process, only
slightly reducing the task time and the cost of the procedure. Moreover, the IEMTs
seem to be inefficient against high cognitive loads [175].

The AR interfaces can effectively overcome the limitations of paper-based in-
structions and IETMs [432]. MRA tasks can greatly benefit from the AR tech-
nology [174] by reducing the total cost up to 25% and improving the overall per-
formance up to 30% [439]. The International Data Corporation foresees that the
assembly procedures will attract investments in virtual technologies within the order
of almost $400 million and it is expected that the investments in the maintenance
operations will grow up to more than $5 billion by the end of 20212

The virtual assets commonly employed in AR applications for MRA tasks pro-
vide aids, guidelines or suggestions to the technicians. These assets vary from 3D
virtual contents, which describe the procedure with animations, to virtual textual
labels that describe the industrial asset or the related instructions. The computer
generated contents are usually overlaid or positioned very close to the real item
to be maintained, allowing the human workers to clearly visualize the virtual in-
structions and the real item at the same time. Furthermore, more advanced AR
applications support telepresence systems providing remote technicians with the
ability to actively support the local human workers during the most tricky steps
of the maintenance procedure. Feiner et al. [113] can be considered among of the
first pioneers in the development of AR applications for simple MRA tasks. Then,
during the ’90s, the researchers started to rigorously analyze the benefits of AR
in this particular context [308, 322]. We have to wait until the beginning of the
X XTI century for the first example of tele-maintenace AR system, which allowed
a remote technician to provide instructions to a local user by means of augmented
assets [167]. Due to their intrinsic capabilities of not forcing users to stand station-
ary in a single location, handheld AR solutions have been also deeply investigated
and exploited, kicking off the so called mobile AR [166, 338, 380]. As an example,
in [210] a handheld AR application has been developed to improve the management
of the constructions and facilities life-cycle. Other examples can be found in [390],
whose authors firstly investigated multimodal interactions in AR environments by
mixing voice commands with virtual pointing devices, or in the project MOON [393]
developed by the AIRBUS Military. Information and 3D data were generated from
industrial mock-ups and used to create assembly AR instructions for the aerospace
industry.

As explained before, the AR interfaces proved to be very useful in the MRA

’https://www.idc.com/getdoc. jsp?containerId=prUs47012020
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context. However, they also present some limitations that prevent their spread
and dissemination. First of all, although the number of mobile devices has increas-
ingly grown during the last decades, improving the research regarding the handheld
AR interfaces, the technicians usually cannot be forced to hold a device in their
hands because they need their hands free to perform their tasks. Moreovoer, video
see-through devices are negatively affected by an intrinsic delay in the data trans-
mission that may generate hazardous situations. Secondly, there are still no clear
and reliable guidelines to develop AR applications for the Industry domain, pre-
venting the spread of AR in maintenance and repair tasks. There are however some
researchers who are trying to tackle these limitations. As an example, Manuri et
al. [279] analyzed the effectiveness of several distinct markerless tracking systems,
providing useful insights for the industry domain.

2.1.2 Training

The use of AR technologies for training purposes is specifically connected to the
MRA tasks, as they are typically the focus of the user’s training in the field of in-
dustry. AR strategies have been extensively explored over the years to strengthen
conventional learning approaches, as teachers, instructors and trainers are con-
stantly looking for new methods to improve their students’ learning experience and
to establish creative learning and training routes. Multimedia contents should not
just offer an improved sensory experience that can boost the user-machine and
user-to-user experiences, they can also enhance the reader’s or viewer’s motivation
and interest [474].

Different studies explored the reasons underlying the maintenance-related pro-
cedural error reports, showing that certain maintenance errors are not attributable
to the lack of proper task knowledge, and AR is considered to be a powerful tool
to help task execution because of its intrinsic ability to improve the user’s appreci-
ation [454]. Another major advantage of the use of the AR technology for training
is that AR allows students to model risky or dangerous activities or even disruptive
events without risk.

The first examples of AR tools for supporting and educating technicians via
virtual instructions can be traced back to the early 1990s [308, 322]. AR tech-
nologies are being used to train and assist human workers in a wide variety of
sectors, such as manufacturing plants [151, 334], aerospace [80, 81] and automo-
tive industries [416, 470]. Sanna et al. [377] proposed a scalable AR-based training
framework for industrial maintenance to overcome the challenges of producing AR
assets for teachers and instructors. The method provided the teacher the ability
to create an AR-based training process, easily “tuning” its difficulty according to
the abilities of the students. In addition, by using an interactive telepresence sys-
tem, the instructor can provide remote assistance: the teacher has a feedback on
what the student’s camera frames, he/she can communicate with the student and
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he/she can determine which stage of the process prevents the user from complet-
ing his/her assignment. Eventually, the instructor may also change the method,
sending a revised version back to the students.

2.1.3 Product Control Quality

A difficult task to achieve is the development of a new industrial product. The
manufacture of goods goes through many stages, such as conception, design and
actual realization. Once a product is created, the inspection phase checks both
that no mistakes occurred during the development process and that there are no
inconsistencies between the original project and its actual realization. The overall
procedure should be applied as quickly and reliably as possible for efficiency pur-
poses. Both in the management of the business and in the actual production of the
product, there is an increasing inclination to reach a level of perfection. Quality
controls are strong at the end of the supply chain in order to launch effective goods
on the market that better suit the requirements of the end consumer.

As far as commercial properties are concerned, goods are visually inspected
using a list containing unacceptable product defects. This practice is generally
referred to as inspection. Inspection may be carried out in various fields, such as
agriculture, industry, government, mechanics, and consists of an organized inspec-
tion of a specific equipment or procedure. As the number of items and their data
grows, the task of inspection becomes more complicated. Because of the cognitive
weaknesses of human inspectors, the inspection may thus become less successful.
In setting up the inspection process, AR clearly appears to be a promising tech-
nology, since it allows for a direct comparison between the actual object and the
idealized one. Indeed, the operator can directly see a 3D image of the ideal object
superimposed on the product that is being inspected. This method is sometimes
referred to as discrepancy check [473].

Ramakrishna et al. [357] suggested an AR method used to inspect an industrial
product. A printer is examined using some Android devices (Cardboard with cell
phone, Google Glass and Tablet) that can extract object information by recognizing
a QR code placed close to the printer. The collected information reported some
printer specifics (type, year of manufacture, history of inspection, etc.) along with
a checklist to be carried out during the inspection. On the user device screen,
directions and manuals are shown afterwards, so the inspector can complete the
procedure with all the necessary details. In the strategy suggested by Chung [67],
an AR tool is presented to examine some small industrial items. The aim is to
understand which is the most effective way to inspect a real product. Four distinct
inspection modalities are evaluated and compared. Results show that, by being the
quickest solution, the AR method offers the best efficiency. Furthermore, because
the operator has to perform fewer tasks than with the other three modalities, the
AR method displays the least number of errors. Finally, an AR framework that can
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create 3D versions of real objects in real time, allowing for an instant inspection, is
proposed in [473]. The algorithm identifies a given object’s geometry and compares
the 3D model with the actual one. The anomalies are measured with a precision of
0.01m.

2.1.4 Building Monitoring

Checking the construction process is a complicated challenge, it is vital to
project management to detect actual or potential schedule delays in field construc-
tion activities. The main current methods present some drawbacks. The building
data are few and usually manually collected. Moreover, the process of building
monitoring is usually represented with quite complex visual metaphors. The AR
interfaces can overcome these limitations by visualizing the construction process
directly on the actual environment and any deviation from the original plan can
be detected. Golparvar et al. [146, 147] proposed an AR system that superimposes
the virtual building model over time-lapsed photographs. The software evaluates
whether there are discrepancies between what is being constructed and what has
been planned. If any deviation is detected in certain regions, the related virtual
assets are highlighted with red color, whereas the 3D model is colored in green if
the construction is proceeding as planned.

Verification and control procedures are applied until the actual facility is con-
structed to check if the end product is different from what has been designed.
There are several ways to check an environment: the standard method is to verify
by hand, using geodetic devices and laser scanners. The key drawbacks are due
to the lack of an automated mechanism that converts the measured points of the
instruments (laser scanner, etc.) into a 3D model that can be contrasted with the
actual environment in situ. These limitations can be solved thanks to the ability
of AR to be used in the real world. AR is being used by many projects [141, 209,
248] to boost the recognition of pipe system issues. In [141], a framework that can
recognize specific environmental features to identify any pipe configuration issue is
proposed. The application superimposes the 3D CAD pipe model over the actual
pipe and thus the final user is able to identify any inconsistencies between them. Fi-
nally, Zollmann et al. [507] presented an AR interface combined with an Unmanned
Aerial Vehicle system. The aircrafts capture aerial images that are combined in real
time with the virtual representation of the construction site.

2.1.5 Human-Robot Collaboration

The AR interfaces are a promising technology that can greatly improve the
users’ ability to understand several robotic features, such as the movements of the
mobile robots and robotic arms, the forces applied by an end-effector, the robot
intentions etc. Instead of using human workers, industries often use Automated
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Guided Vehicles (AGV) for material transport. AGVs usually follow a predefined
path that makes it easy for employees to predict the intentions of the robots. How-
ever, it imposes certain limitations on the type of task that the AGV can perform.
Since it is expected that they will be able to autonomously compute the best path
in the forthcoming facilities, there is a need for systems that can help human work-
ers in understanding the robot intentions to avoid any possible hazard. The robot
must express its forthcoming intended movements explicitly in order to make the
system safe: since sight is one of the most advanced human senses, it is clearly a
great decision to make explicit an intended movement through a visualization tool.
This approach has been used by several works: for example, a standard projector
has been added to an AGV to display the robot path on the floor, providing the
technicians the ability of foresee its upcoming movements [55]. Similarly, the mo-
tion of a robotic arm can be easily detected and visualized using an AR interface.
In [4], the AR interface highlights not only the object that will be picked by the
robot but also the related trajectory. Although visualizing information about the
purpose of the robot may foster the human-robot collaboration, it is also important
to consider when the virtual assets should be displayed. Regarding this particular
topic please refer to [373]. Finally, robot force is also considered in [283], where the
force component of the end-effector can be visualized using a handeld AR device.
Furthermore, according to the force intensity, the components are highlighted using
different colors.

2.1.6 Conclusions

This section investigated the different uses of the AR technology in the Industry
4.0 domain. Five major areas have been analyzed and discussed. Considering
the complexity of each domain, this dissertation will focus only on the use of the
AR interfaces for the collaborative robotic. In the next sections, this particular
topic will be deeply investigated, showing the strengths and weaknesses of the AR
interfaces. Moreover, it will be also discussed what has been done to improve their
usage in this specific domain.

2.2 AR Interfaces for Collaborative Robotics

In order to identify strengths and weaknesses of the AR interfaces for the col-
laborative robotics, it is necessary to clearly define the concepts of industrial robot,
collaborative robot and collaborative operation. If the concept of “industrial robot” is
very well known and it can be defined as automatically controlled, reprogrammable,
multipurpose manipulators, programmable in three or more axes, which can be either
fized in place or mobile for use in industrial automation applications [196], the terms
“collaborative robot” and “collaborative operation” are instead less well-known and

45



Virtual Interfaces in Industry

there are some misconceptions that should be clarified. The term “collaborative
robot” usually refers to “a robot that can work side by side with humans”. Since
this definition is indeed too ambiguous to provide a clear detailed explanation of
the human-robot collaboration concept, a more appropriate definition is given. The
term appeared for the first time in the ISO 10218, part 1 and part 2 [193, 194],
along with the terms collaborative operation and collaborative workspace. How-
ever, it only describes the basic guidelines for the usage of the industrial robots:
“[...]. It describes the basic hazards associated with robots and provides require-
ments to eliminate, or adequately reduce, the risks associated with these hazards”.
The detailed definitions of the collaborative operation and robot can be found in
the ISO/TS 15066 [195]. It defines the “safety requirements for collaborative indus-
trial robot systems and supplements the requirements and guidance on collaborative
industrial robot operation given in ISO 10218 1 and 1SO 10218 2”. The defintions
of the aforemtioned termas are the following:

e “A collaborative robot is a robot that can be used in a collaborative operation”;

o “A collaborative operation is a state in which purposely designed robots work
in direct cooperation with a human within a defined workspace”;

o “A collaborative workspace is a workspace within the safequarded space where
the robot and human can perform tasks simultaneously during production op-
eration.

Furthermore, it is possible to define a set of collaborative operations that can be
carried out in the human-robot workspace, the so called collaborative workspace
(CWS). An operation, to be considered as “collaborative”, has to follow one or
more of the following guidelines [195] (Fig. 2.1):

1. “Safety-rated monitored stop”: if the worker is in the CWS, the robot cannot
move;

2. “Hand guiding”: the human operator controls the robot by an input device;

3. “Speed and separation monitoring”: as the distance between the robot and
the worker reduces, the speed of the robot reduces too;

4. “Power and force limiting”: contact between the human and the robot is
allowed.

One of the most important consequences is that the specific task and the working
space determine the collaborative operation, not the manipulator itself.

Given the definitions of collaborative robot, operation and workspace, several
papers have been collected and categorized (for the complete set of paper, see
Appendix A), identifying three different macro-areas concerning the use of the AR
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Figure 2.1: (A) the safety-rated monitored stop, (B) the hand guiding, (C) the
speed and separation monitoring and (D) the power and force limiting guidelines.

Ll

Figure 2.2: The Control Feedback, Workspace and Informative categories.
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interfaces in the HRC domain: the Workspace, Control Feedback and Informative
macro-areas (Fig. 2.2).

In the following sections, each category will be discussed, highlighting the main
advantages and drawbacks of the modern AR systems and discussing what has been
done to overcome such limitations.

2.2.1 Workspace

Works that employ AR assets to visualize the operative zone occupied by the
robotic arm are listed in the Workspace group. The primary goal is to ensure a
secure working environment, highlighting potential areas of collision with the robot.
This macro-area can be further divided into two sub-categories:

o AR interfaces for large-size workspace and robots.
» AR interfaces for small-size workspace and robots;

These two categories will be discussed in the following sections.

Large Size Environments and Manipulators

There are some works that explored the use of the AR interfaces to collaborate
with high-payload industrial manipulators positioned in fenceless worspaces [274,
294, 335]. In [294], a human operator can work together with a robotic arm by using
a manual guidance system and a smart-watch interface. Furthermore, by using a
wearable AR interface, the 3D robot workspace can be visualized using different
colors (red and green) that highlight the robot working area and the safe working
area of the user, respectively [274]. A collaborative automotive assembly scenario
has been chosen as a use case and the main outcomes show that the proposed AR
interface allows to considerably reduce the task time, passing from a 92.15 seconds
to 76.31 seconds. A further development of this work can be found in [335].

Other approaches consider instead the use of 2D projected systems that do not
force users to wear or hold in their hands any specific device. Two methods are
proposed in [459, 458]. A tactile floor and a projection system have been combined
in [459] to create a safe collaborative workspace. The tactile floor continuously
checks the position of the human workers and transmits the related data to the
projection system. The projector displays three different static zones using green
(free zone), yellow (warn zone) and red (critical zone) colors. The system has
been improved in [458] considering in real time the movement of the robot and
changing the shape of the safety zones accordingly. Moreover, the speed of the robot
movement varies according to the manipulator-human distance until the operator
enters the critical zone and the manipulator movements are immediately stopped.
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Small Size Environments and Manipulators

Vogel et al. [463] presented a dynamic safe AR interface. A camera is used
to detect the reflected light beam, projected on a planar surface. The projected
light defines a dynamic 2D workspace that can vary its shape over the time. The
suggested AR interface was adopted to track and display the area occupied by a
medium-sized manipulator [461, 460, 462]. By exploiting the principle of the light
barriers, the projection system proposed in [461] is capable of detecting violations
of the safety area in less than 125ms. In a further development, the robot 3D
bounding-box is computed and projected on the workspace, thus allowing human
operators to easily detect the hazardous zones [460]. Finally, the area surrounding
the object to be manipulated during the collaborative task is highlighted in [462],
providing a safer working zone (Fig. 2.3).
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Figure 2.3: If the human worker enters the operative area while the robot is in
motion, the manipulator suddenly stops moving and the projected safety zone is
highlighted in red. Figure published in [462], licensed under CC BY-NC-ND 4.0.

2.2.2 Control Feedback

This category regards the use of AR contents as a feedback on an active input.
An active input is defined as: “the action exerted by the user with the purpose of
interacting with the industrial manipulator placed in the same workspace”. The
virtual contents can be employed to have a feedback on:

e path: a list of connected poses created by the user;
e input recognition: a generic user input.

In the following sections, these two types of feedback are introduced and discussed.

Path

Different works used a fixed camera and custom probes to create virtual paths [324,
65, 109, 321, 106, 108, 105, 107, 330]. One of the first study related to the control
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of a robotic manipulator using AR desktop interfaces and image-based probes can
be found in [324]. To ease the creation of the path virtual poses, a heuristic beam
search algorithm is presented in [65], along with the visualization of the virtual
manipulator. The accuracy of the tracking approaches used in the above works has
been verified in [109] and the results show that is bounded between 10 to 15mm.
To further improve the generation of the virtual poses, a Piecewise Linear Param-
eterization algorithm is presented in [321], allowing to create smooth curves, not
negatively influenced by the speed with which the users control the probe. In-
stead of using flat image probes, Fang et al. [106] proposed the adoption of a cube
composed by six different images that improve the tracking during large rotational
movements. The accuracy of a similar system has been evaluated in [108, 105],
showing that by using a fixed camera positioned at 1.5m from the workspace it is
possible to obtain an accuracy of 11lmm. The system has been user evaluated in
[107] by comparing limited (i.e., the emulation of a teach-in method) or full (full
set of AR tools) AR modalities. The main outcomes prove that the full set of AR
tools allowed the users to complete the considered tasks in half of the time with
respect to the limited modality. Furthermore, even inexperienced users could easily
interact with the manipulator using the full AR approach. An improvement of the
tracking accuracy can be found in [330], resulting in an position error less than
~ 4mm.

Other examples of AR interfaces can be found in [497, 365, 453]. Specifically,
Zaeh et al. [497] showed that by using a custom probe and a projected AR interface
it is possible to program a robot arm in less than one fifth of the time required by
a classic teach-in method. The projected virtual poses can be further manipulated
to digitalize the workpiece surfaces, generating virtual bounding boxes used for
collision checking [365]. A similar apporach is used in [453] to control a manipu-
lator during a grinding process of ceramic objects (Fig 2.4). For additional works
regarding the AR projected interfaces refer to [435, 11].

Wearable AR interfaces can be also used to create AR virtual paths. One of the
early approaches can be found in [158], where the Microsoft HoloLens is employed to
control a robotic manipulator. Kyjaneka et al. [238] proposed a wearable interface
to visualize the torques of each robot axis, whereas a combination of a custom
handheld pointer and an HMD are used in [323] to define the virtual path. The
authors suggest that by using the proposed approach, the time required to complete
a welding task decreases, passing from 347s to 63s. Finally, Quintero et al. [352]
combined a speech interface with an AR wearable one and the results show that
the users could program a robotic arm faster and with less physical workload than
a traditional kinesthetic approach.
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(a) (b)

Figure 2.4: (a): a human worker is creating a projected AR path. (b): the related
AR path generation. Images published in [453], licensed under CC BY 4.0

Input Recognition

An AR feedback can be classified as implicit or explicit. The former is used
when the interface displays only a virtual representation of the real manipulator
without a visual asset highlighting the input given from the user. On the contrary,
the latter is used when the AR assets highlight the user input itself. Several works
employ implicit AR feedback [233, 277, 407, 15]. In [233], an AR gesture based
system is compared with an AR gaze-based one in a pick-and-place scenario. The
outcomes show that the gaze-based interface required lower work load and less
time than the gesture one. Works presented in [15, 407] discussed two similar AR
interfaces to control the virtual representation of the real manipulator. The main
difference resides in the control paradigm: the first one employs the Wiimote device
whereas the second one a wearable headset.

The objects of interest can be highlighted by explicit AR feedback. Works in
[124, 123] presented an AR handheld interface to control a robotic arm during a
pick-and-place scenario. When the users select a real object by pressing on the
tablet surface, a virtual representation of the object itself is overlaid on the real
one. In the extension of the previous work, the authors compared the handheld
AR interface with two other exocentric and egocentric interfaces [123]. Despite
the outcomes do not present significant differences in the success rate scores, the
egocentric and exocentric user interfaces presented meaningful differences in terms
of the completion task time. In Fig. 2.5 a human operator is interacting with the
AR assets using the proposed AR interface.

Other examples of AR feedback on an active input can be found in [239, 240,
188, 97, 337, 136].
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Figure 2.5: The virtual assets highlight the objects of interest. Figure published in
[123], licensed under CC BY 4.0.

2.2.3 Informative

The Informative category encompasses works concerning the use of AR contents
to highlight task or robot data. They have been divided in task information works,
that focalize on employing AR assets to visualize generic task information, and robot
information projects that employ the virtual metaphors to display data related to
the robot itself (e.g., joint values or robot intentions).

Task Information

AR instructions can be categorized as static/dynamic and interactive/not-inte-
ractive. “Static” means that the spatial position of the AR content is context-
independent, that is, its position cannot be changed. On the contrary, the “dy-
namic” term implies that their spatial positions can be changed depending on the
context or on the user input. Both types can also be interactive or not-interactive,
depending on whether the AR information can be changed by the users.

Examples of static not-interactive AR interfaces can be found in [274, 78, 294].
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A wearable AR device is used in [274, 294] to display instructions and warning in-
formation. The information is fixed, positioned in the top area of the user interface
in order to not interfere with the narrow field-of-view (FoV) of the wearable device.
Different colors have been used (Fig. 2.6), depending on the type of information
(green color for the assembly instructions and red color for the warning data). A
similar user interface is proposed in [78]. Static interactive AR contents are instead
employed in [97, 14] to improve the management of the task data.

Figure 2.6: the top GUI area displays task information olored in green. Figure
published in [274], license courtesy provided by Elsevier N. 5020740974415, Mar.
02, 2021.

Dynamic interactive interfaces are probably the most employed in the HRC
context. Charoenseang et al. [58] used 3D virtual shapes to help users during an
assembly task. A projected AR interface is presented in [249] to control the robot
and the assembly process. The virtual assets can change their position depending
on the step of the assembly procedure. Materna et al. [285, 284] proposed a com-
bination of a projected AR interface with a touch enabled table. The projector
displays the virtual contents on the table surface and the users can interact with
them by exploiting the touching capabilities of the table. Other interesting works
can be found in [437, 90, 68].

Robot Information

Robot components can be highlighted using AR assets. In [276] a comparison
among the effectiveness of highlighting robot parts using different virtual metaphors
(3D arrows, virtual leading lines and virtual text) is presented. The results show
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that text and 3D arrows have been considered more effective than the leading line
to highlight some specific areas of the manipulator. Similarly, Manring et al. [277]
augmented the joint torques using different colors according to the intensity of the
torque itself.

AR contents result to be a useful tool to display the future intentions of the
industrial robots. In [12], a projector is employed to highlight the specific areas
of the object that are going to be manipulated by the robot arm. The proposed
interface has been compared with a desktop and a paper-based interface. The
outcomes show that the projected interface was deemed more effective than the
other two systems. However, the paper-based method has been considered more
suitable to have an overview of the overall task. Wakita et al. [468] proposed an AR
system that allows users to understand when the manipulator is giving attention
towards their actions and whether their actions have been accurately understood
by the machine. In [478], a methodology to determine the features required to
optimally reference target objects is proposed. The robot expresses its intentions by
means of virtual metaphors whose positions and orientations have been previously
mathematically verified. Finally, Palmarini et al. [332] proposed a handheld AR
system to display the upcoming motion of a robotic manipulator in an assembly
scenario (Fig. 2.7). The main outcomes suggest that the users should be provided
with context-awareness information to improve the safety perception. Interested
readers should refer to [96, 56, 260] for additional works.

Electric Board

Figure 2.7: The augmetned robot representation can greatly help human operators
in understanding the robot intentions. Figure published in [332], licensed under
CC BY-NC-ND 3.0.
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Figure 2.8: (a-c) The number of collected interfaces and their distribution over the
time. (b-d) The tracking approaches and their distribution over the time.

2.2.4 Results

From the analysis of the presented macro-areas, it is possible to derive some
considerations related to the use of the AR technology in the HRC context. The
discussion will be presented answering three different research questions.

What are the main uses of AR technologies in the HRC context?

Figure 2.8 shows the spread with respect to time of the AR interfaces, along
with the interface and tracking repartition. The projects AR interfaces are the most
employed in the HRC context, followed by the wearable, desktop and handheld ones
(Fig. 2.8a). These findings are not totally surprising: given their inherent ability
to prevent users from wearing any specific device, it is fair to conclude that the
projected interfaces have captivated researchers’ interest, and therefore have been
thoroughly examined and evaluated. Wearable interfaces, despite being the last
to come to the market and only recently being used for testing, are increasingly
becoming a hot research subject, not only in the HRC sector. On the contrary,
the desktop interfaces are the “oldest” visualization interface, as well as one of
the most well-tested and widely used. Nonetheless, since they require users to
constantly turn their focus from the augmented environment to the real world,
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they reduce the AR system’s effectiveness. As a result, they could have been
seen as less attractive in the HRC domain. Finally, handheld interfaces have some
inherent limitations (such as requiring users to keep their hands occupied) that may
have hampered their usage in the HRC scenario. These outcomes are supported
by the distribution of the interfaces over the time (Fig. 2.8¢c). Although the paper
distribution covers the 2001-2020 period of time, the analysis mainly focuses on
the 2001-2019 period as very few papers have been published in the 2020 year thus
biasing the collected results. It seems the desktop interfaces are increasingly less
used whereas the projected and wearable ones are currently attracting the attention
of the researchers. Considering the tracking methodologies (Fig. 2.8b), the marker-
based techniques are slightly more employed than the markerless-based ones. These
results seem be supported by the spread of the tracking approaches over the time,
shown in Fig. 2.8d (also in this case, the analysis focuses on the 2001-2019 period
of time). In fact, although the marker-based methodologies have been more used
than the markerless-based ones, it seems that in the 2018 the marker tracking
has abruptly stopped being employed in the HRC context. Markerless technology
has typically been used by AR projected systems, and, since they are increasingly
gaining the interest of researchers, markerless tracking is gradually becoming more
embraced and employed.
Overall, the main considerations can be summarized as follows:

» the AR interfaces are mostly employed to (i) program and control a manip-
ulator, (ii) display general tasks/robot data and to (iii) highlight the collab-
orative workspace;

« the projected systems appear to be the most encouraging ones;

 since the wearable interfaces have only recently appeared on the market, there
is still room to foster the research in this particular topic;

e desktop and handheld interfaces do not appear to be acceptable for the HRC
context;

» marker-based methodologies are still the most used but markerless approaches
are increasingly capturing the researchers’ attention.

What are the main strengths and weaknesses of the AR technologies
in the HRC context?

The strengths and weaknessess can be derived by firstly analyzing which features
and parameters are usually evaluated in the considered papers. The objective data
that are normally considered are the following:

o task time;
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o number of user errors;
 precision of the tracking.
On the contrary, the most evaluated subjective parameters are the following:
o usability;
o likability;
» workload.

Subjective data are either collected with standard or custom questionnaires. The
most used standard questionnaires are the following:

o the System Usability Scale [48];
o the AttrakDiff [172];
. the NASA TLX [169].

The AR key benefit is that it reduces the amount of time it takes to complete a
task. After analyzing the subjective results, it was discovered that users felt more
at ease and fulfilled when engaging with AR systems than when interacting with
conventional methods (such as kinaesthetic teaching or joypad control). Results
that seem to be validated by usability outcomes, which show that AR systems re-
ceived higher scores than the conventional methods. Finally, while the AR systems
appear to minimize physical workload, the mental workload seems to be dependent
on the interaction system (e.g. the mental workload may increase using AR systems
combined with speech interfaces [233]). When it comes to flaws, the most pressing
challenges are the tracking accuracy and the occlusion issues. The required accu-
racy varies by category, which has a significant impact on the system’s performance
(e.g. an AR control system may require higher accuracy with respect to an AR in-
formative one). The occlusions, on the other hand, may cause the tracking system
to fail, causing the virtual assets to vanish from the scene. Some questions have
also been raised about the wearable devices’ limited field of view, which prevents
proper visualization of the augmented world.

Overall, the main strengths of the AR interfaces are the following:

o AR systems reduce the time required to complete a task;
« the users appreciate more the AR systems than the traditional approaches;

 the physical workload can be reduced using the AR interfaces, whereas the
mental one depends on the input modality.

On the contrary, the main drawbacks are the following:
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Figure 2.9: (a): only the 51% of the analyzed works have assessed the proposed
AR interface. (b): the objective (OB) data have been more analyzed than the
subjective (SUB) ones. (c): only slightly more than half of the papers with test
results have also carried out user evaluations.

» accuracy of the tracking;
e occlusion problems;

e narrow FoVs of the wearable devices.

What are the potential future developments of AR technologies in the
HRC context?

The first consideration is related to the evaluation process of the considered
works. As shown in Fig. 2.9a, only 51% of the considered works have assessed the
presented systems. Considering this 51% , 50% has assessed only objective data,
6% only subjective data and 44% both subjective and objective data (Fig. 2.9b).
Moreover, only 56% of the papers has performed experiments considering inexperi-
enced users (Fig. 2.9¢). Only the work presented in [352] has evaluated the system
considering also skilled users.

Nonetheless, it is possible to foresee the future developments considering the
main outcomes used to answer the first two research questions:

 more user tests should be done to truly assess the AR interfaces (of any kind);
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» wearable interfaces should be more researched in conjunction with industrial
robots;

» the Workspace category has not been properly evaluated;

o the AR interfaces should be designed considering human-centered strategies.

2.2.5 Conclusions

This section presented the current state of the art related to the use of AR inter-
faces in the HRC context. Three distinct main macro-areas have been depicted, the
Workspace, Control Feedback and Informative areas. Even though a fair number
of papers have been analyzed, there is still room to foster the research in this par-
ticular topic, improving the chances that the AR technology will be soon employed
on the manufacturing lines. Albeit some outcomes are in line with the actual state
of the art, too few user tests have been done to verify the main strengths and draw-
backs from a user perspective. It is fundamental that academics industrialists and
researchers draw in a greater amount of users in assessing the effectiveness of the
AR systems in the HRC domain. It is expected that the collaborative robots will
strongly increase their presence in the Industry 4.0 context, replacing the “normal”
robotic arm and integrating the efficiency of the machines with the adaptability of
the human workers [340]. Human-centred strategies should be used to develop and
assess the AR collaborative systems. The human operators should be taken as a
reference during the design process to achieve a truly human-robot collaborative
workspace.

Moving from these considerations, it will presented what has been done to
improve the HRC context from a user-centred perspective. Specifically, it will
be discussed how the detection of the robot faults can be improved using the AR
interfaces (Sec. 2.3 and Sec. 2.4) and which virtual metaphors should be used during
collaborative operations to foster robotic training procedures (Sec. 2.5).

2.3 A static AR Interface to display Industrial
Robot Faults

As mentioned in the previous sections, there are several works that have inves-
tigated the effectiveness of the AR interfaces in the HRC context. However, but
for the work in [96], situations in which the manipulators are affected by faults are
not usually considered. In [96], an AR desktop interface is used to display the mea-
surements of a set of robot sensors. The interface shows two distinct graphs giving
an immediate feedback on the sensors’ state. Despite the authors clearly detailed
the advantages of the proposed system, the interface has not been evaluated by
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alarm_ count | fk_id_ robot | alarm | severity alarm__ text
Axis 1 Arm 1
18 2213885 62006 11 motion under
no servo control
Axis 1 Arm 1
18 2213885 60934 11 6052(3,4):short circuit
in motor phase
Axis 3 Arm 1
13 2212894 60933 11 6048:axis braking,
position error too high
Arm 1
10 2214565 58888 4 drive not ready
for activation (sts:2)
Axis 8 Arm 1
collision detected
Axis 5 Arm 1
drive error (38006)

6 2212894 62513 10

6 2212894 62018 11

Table 2.1: This is an example of log fault file covering a period of two years. First
column: the error frequency. Second column: robot id. Third column: the fault id.
Fourth column: fault severity. Last column: the text-based description. Courtesy
provided by the COMAU Italian company for the regional project HuManS.

user tests and thus it is not possible to verify its effectiveness. In the HRC context,
human workers operate side-by-side with the robotic arms and unexpected faults
may increase their anxiety because they cannot immediately understand which is
the cause of the fault. Hence, an immediate video feedback could improve the
operators’ working conditions.

When the industrial manipulators are affected by faults, their movements and
activities are immediately stopped for safety reasons, generating delay in the pro-
duction process [60]. Nowadays, when a fault occurs, the following strategies is
adopted:

1. the robot activities are stopped;
2. the description of the faults are saved in a log file (see Table 2.1);

3. the human operators, consulting the log file, try to solve the errors using
technical manuals and their experience .

This procedure presents some limitations that should be overcome to ease the
fault detection process. Firstly, the time required to solve the error is strongly
related to the clarity of the text-based description and to the operator’s experi-
ence. Secondly, not having an immediate feedback on the manipulator’s internal
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status, the users’ trust in the industrial robots may decrease, compromising the ef-
fectiveness of the collaborative task. Hence, innovative detection strategies should
be pursued to reduce the time required to detect and solve the unexpected errors
and faults. The AR technology results to be effective to satisfy these requirements,
directly displaying the virtual representation of the faults in the real environment
(see Fig. 2.10). Hence, hereby a preliminary study carried out for this Ph.D. dis-
sertation regarding the use of an innovative static AR interface is presented and
discussed.
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Figure 2.10: Thanks to AR, the robot fault can be directly visualized in the real
environment.
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2.3.1 Robot Fault Classification

Industrial robot faults can be classified in at least four different categories [110,
406]:

« sensor faults: although the physical quantity detected by the sensor is correct,
the sensors can show to the users incorrect values;

o actuation system faults: motors and motor drivers faults;

e mechanical structure faults: collisions or brake faults prevent the correct
functioning of the robot mechanical components (e.g., joints);
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overloading problems: the weight of the object to be manipulated exceeds the
maximum payload weight.

To foster the sense of safety and reliability of the human operators, the faults
should be detected and highlighted by means of virtual metaphors immediately
recognizable by the human workers. Hence, the clarity of a set of virtual metaphors
has been firstly evaluated by considering the following faults:

velocity sensor fault: since velocity can be measured by a tachometer, a
malfunctioning sensor produces a null velocity value;

actuation system fault: the robot joints stop rotating around their axis;

collision detection: the collaborative robots are equipped with sensors that
can foresee unexpected collision, producing an abrupt stop of the robot move-
ments. The human operators should be informed that the manipulator has
stopped moving not because of an internal error but to avoid the collision;

overloading fault: exceeding of the maximum payload weight.

2.3.2 Robot Fault Virtual Metaphors

Each of these faults has been represented by a 3D virtual asset with the following
characteristics:

a 3D circular arrow: it keeps rotating as long as the angular velocity sen-
sor reads correct data. When the sensor reads null velocity values, it stops
moving, changing its color. It is placed close to the robot joints;

a 3D engine: if a fault on a joint engine is detected, this 3D assets starts
blinking;;
a 3D sphere: the sphere surrounds the manipulator, highlighting its operative

working-area. When a collision is foreseen, it starts blinking;

a virtual anvil with a 3D warning signal: when the robot stops moving for
overloading reasons, these virtual metaphors are overlaid close to the payload.

2.3.3 System Architecture

To evaluate the effectiveness of the virtual metaphors, a comparison between
a wearable AR device (the Moverio-BT 200%) and a handheld one (a smartphone)

Shttps://www.epson.it/products/see-through-mobile-viewer/moverio-bt-200
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has been done. Two different robots have been considered: a virtual representation
of the Smart-5 Six COMAU manipulator and the real humanoid robot InMoov*.
Although the real robot is not a industrial manipulator, its robotic arm is composed
by different joints controlled by several electric motors. Thus, it has been considered
suitable for testing the effectiveness on the virtual metaphors. The two robots have
been used in four different scenes developed using the Unity3D? game engine with
one main difference: at the beginning of each scene, the virtual robot is doing some
pre-defined task and, after a certain amount of time, a fault occurs stopping its
movement. On the contrary, the real robot is blocked as if an error has already
occurred. Regarding the virtual manipulator, its movements have been generated
using the Robot Operating System (ROS)® Kinetic version, running on a Ubuntu
16.04 personal computer (PC). The movement data are sent to the wearable and
handheld devices using the rosbridge library”. Specifically, the PC acts as a server,
creating a WebSocket server whereas the Unity3D applications act as WebSocket
client. The server runs a simulation of the COMAU manipulator movements, thus
generating movements identical to those of the real manipulator. When the clients
connect to the server, the movement data are published on a specific topic, allowing
to move the virtual representation of the robot in the Unity3D environment. The
virtual robot and metaphors have been aligned in the real environemnt by using
the Vuforia SDK and image target.

2.3.4 Test and Results

Ten users, with ages between 20 and 30 years, have been involved in the user
tests. In order to evaluate the effectiveness of the proposed metaphors, the users
had to visualize and understand their meaning in four different scenes (Fig. 2.11):

o Scene 1: velocity sensor fault. At the beginning the robot is doing a pre-
defined movement and joint virtual arrows are rotating following the move-
ment of the robot. Then, when the fault happens, the virtual manipulator
does not stop its movements, because this type of error does not affect its
motion but the the 3D arrows stop rotating, changing their color.

e Scene 2: actuation system fault. At the beginning the robot is doing a pre-
defined movement. Then, when the fault happens, the virtual manipulator
stops moving and the virtual engine of the blocked joint is highlighted.

“http://inmoov.fr/

Shttps://unity.com/
Shttps://www.ros.org/
"https://wiki.ros.org/rosbridge_library
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(c) Scene 3. (d) Scene 4.

Figure 2.11: The different test scenes.

o Scene 3: collision detection. An additional virtual AGV is approaching the
robot arm and the virtual manipulator is doing a pre-defined task. When the
manipulator foresees the collision with the AGV, it pauses its movements,
letting the AGV pass, and the sphere starts blinking to highlight the risk of
a collision. When the AGV has passed, the robotic arm resumes moving.

o Scene 4: overloading problem. At the beginning the robot is doing a pre-
defined movement. After a certain amount of time, it tries to raise a payload
that weights more than the robot’s limit and its movement suddenly stops.
A virtual anvil appears, superimposed on the payload.

For the experiments involving the real robot, the scenes were the same but
there were only the virtual metaphors and the robot has been kept stuck for all the
duration of the test.

For both the virtual and real robot, each user visualized two scenes with the
AR glasses and the other two with the handheld device. The scenes were randomly
selected. The users could inspect the whole scene trying to understand which was
the nature of the fault. They could freely move in the augmented environment,
watching the scene from different perspectives. After the test, the users had to fill
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a questionnaire to verify their understanding of the virtual robot fault metaphors
(the complete questionnaire can be found in Appendix C.1).

The detailed explanation of the main outcomes can be found in [85]. Hereby, a
short summary is provided:

o scene 1: although 70% of the users deemed the 3D arrows suitable for repre-
senting speed, the velocity sensor fault has been confused with a joint block
error;

o scene 2: 80% of the users understood the true fault nature;
o scene 3: 80% of the users understood the right cause of the collision:;
o scene 4: 70% of the users understood the overloading problem;

e in the virtual robot experiment, the handheld interface has been considered
more suitable than the wearable one;

e the narrow FoV of the wearable device did not allow to clearly visualize the
virtual assets;

 in the real robot experiment, the users preferred the wearable AR interface.

The last results can be due to the number of the virtual assets of the augmented
scene. In the virtual manipulator experiment, both the metaphors and the robot
were virtual and the users faced serious problems in entirely visualizing the virtual
assets. The narrow FoV of the wearable headset prevented from seeing them clearly,
cutting most of the robot and of the virtual metaphors. On the other hand, in the
other experiment, the robot was real and the users could focus on the virtual
metaphors that are much less demanding in terms of FoV.

Moving from these last considerations, an adaptive AR interface to display
industrial robot faults developed for this Ph.D. dissertation will be presented in the
next section. The proposed system can display the virtual metaphors in positions
always visible by the users, avoiding any occlusions and thus allowing to identify
the robot fault in a much more intuitive way.

2.4 An adaptive AR Interface to display Indus-
trial Robot Faults

The positioning of the virtual assets, or more in general, of the Ul elements is
a challenging and compelling problem. Only few works have analyzed this prob-
lem in the robotic context. Works presented in [90, 68] introduced two different
methods for computing the best positioning of a projected AR interface employed
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in a human-robot collaborative task. In [90], by continuously tracking the human
operator pose, the system can project the AR interface in a position that is always
visible from the user. On the other hand, Claassen et al. [68] introduced a method
to find the most suitable planar surface for projecting an interactive AR interface
used to control an AGV equipped with a robotic arm. The interface can be manip-
ulated by the users using a background subtraction strategy proposed in [506]. The
main outcomes suggest that if the projection angle exceeds 30°, the system fails to
recognize the user’s input. Although these projects present some interesting ideas,
they are affected by some limitations that should be overcome to verify the true
effectiveness of the proposed solutions. Specifically, no user tests have been done in
[90], making it very hard to ascertain the system usability whereas, since the work
in [68] did not compare the proposed solution with a non-adaptive interface, it is
not clear which are the weaknesses and strengths of the projected interface. More-
over, no discussion has been done regarding the system behavior when no suitable
planes are detected.

To tackle one of the main drawbacks of the wearable AR devices (i.e., the nar-
row FoV), this section will present an adaptive interface capable of displaying the
virtual representation of the industrial robot faults in areas always visible by the
user, using as input data the following parameters: (i) the pose of the reference
object (i.e., the robot itself), (ii) the user’s position and orientation and (iii) the
FoV of the wearable AR device. To effectively manage the robot faults, the tech-
nicians should be able to clearly identify the manipulator’s areas affected by the
errors. The virtual metaphors should be placed in areas close to the fault’s loca-
tion avoiding to occlude the robot itself. Hence, the proposed interface adapts the
assets positioning according to the user’s movements, thus keeping the augmented
assets always visible, properly oriented and correctly scaled. An image segmenta-
tion algorithm is introduced to place the virtual metaphors in areas not occluded
by the robotic arm. By exploiting this approach, the human operators are able to
immediately detect the faults, reducing the time and costs required to solve the
problem. The adaptive interface has been compared with a non adaptive interface,
similar to the one introduced in Sec. 2.3.

The overall methodology presented for this Ph.D. dissertation is composed of
four different steps that will be introduced in the following sections.

2.4.1 Fault Representation

If the non adaptive modality (NAM) introduced in Sec. 2.3 employed arbitrary
3D virtual metaphors to represent the robot faults, the adaptive modality (AM)
employed a more objective approach. Since usually errors and warning signals
are represented by using 2D icons (e.g., smartphone battery warning, motor engine
faults, etc.), it has been firstly determined a set of 2D icons that represents as much
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as possible industrial robotic faults. To achieve the designated goal, a rigorous de-
sign approach has been adopted. Firstly, the 2D icon dataset has been generated
determining the most relevant terms related to the robot faults. Using works pre-
sented in[110, 406], ten sentences related to the manipulator faults have been manu-
ally identified, determining ten different fault categories called base list sentences
(Table 2.2). In addition, it has been verified that these categories could be found
in the error log file provided by the COMAU Italian company (refer to Table 2.1
for an extract of the log file).

Sentence Type

Fault on joint position sensor Sensor

Fault on velocity sensor Sensor

Fault on a current sensor Sensor

Overload Overload

Fault in a speed reducer Mechanical Structure
Collision Mechanical Structure
Fault in the brake Mechanical Structure
Fault in the controller input/output board | Actuation System
Fault in a motor drive Actuation System
Software error Actuation System

Table 2.2: The list of the ten base sentences.

Afterwards, each item of the base_list _sentences set has been used as an input
of the following procedure:

1. S1: prepositions and articles removal;
2. S2: synonyms generation;
3. S3: word permutations generation.

As an example, the fifth sentence of Table 2.2 will be used to explain the above
procedure. The S1 step produced as output the sentence fault speed reducer. This
new sentence has been then used in the S2 step to derive a set of new sentences
(called synonyms_list _sentences), using the S1 output. Synonyms were obtained
using the WordNet online tool® (Table 2.3 shows the synonyms_list_sentences).
Finally, last step (S3) has been applied. By considering each item of the syn-
onyms__list_sentences as a set of n elements, it is possible to generate all the

8http://wordnetweb.princeton.edu/perl/webwn
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] fault ‘ speed \ reducer ‘

fault | wvelocity | reducer
fault | speeding | reducer
fault | hurrying | reducer
defect speed reducer
defect | velocity | reducer
defect | speeding | reducer
defect | hurrying | reducer
flaw speed reducer
flaw | velocity | reducer
flaw | speeding | reducer
flaw | hurrying | reducer

Table 2.3: An example of synonym__list_sentences. Fach column shows the syn-
onyms of the first line words. In this case, the word reducer has no synonyms.

possible unsorted subsets formed by k items, with 1 < k£ < n. The number T of
unsorted subsets at a specific k is computed as:

n n!
T = = —+-,€k=1,.. 2.1

where n represents the number of words of a specific sentence and k£ the dimension
of a specific subset. Then, it has been possible to query the online icon database
TheNounProject? using each generated subset. In case an icon was found, it was
saved in the corresponding fault category. The icons not strictly related to the ten
fault categories have been manually discarded, producing a final dataset composed
of 121 icons, not uniformly divided in the ten faults categories (see Table 2.4).

Since the icons were characterized by a great variety of styles and forms, they
have been re-designed by applying the approaches introduced in [253, 251, 252]: (i)
plane composition, (ii) negative polarity and (iii) border.

Ten different questions, corresponding to the ten fault categories, have been sub-
mitted to both COMAU operators (12 people) and university students (52 people).
In each question, the users could indicate which icons best represented the ma-
nipulator faults by selecting one icon among those proposed. The option “none of
these” has been added to indicate that none of these icons was suitable to represent
the specific fault. Priority has been given to the technicians responses.

Figure 2.12 2D-column presents the final 2D icon dataset. Because neither
COMAU operators nor university students have indicated a unique preference for

9https://thenounproject.com/

68


https://thenounproject.com/

2.4 — An adaptive AR Interface to display Industrial Robot Faults

Category # 2D Icons
Q1 | Fault on joint position sensor 19
Q2 | Fault on velocity sensor 14
Q3 | Fault on a current sensor 13
Q4 | Overload 7
Q5 | Fault in a speed reducer 15
Q6 | Collision 8
Q7 | Fault in the brake 8
Q8 | Fault in the controller input/output board 14
Q9 | Fault in a motor drive 10
Q10 | Software error 13

Tot 121

Table 2.4: The 2D-Icons column shows the number of collected icons.

the Q8 category, this category has been discarded. Finally, the 2D icons have been
converted into 3D virtual animated assets (see Fig. 2.12 3D-column) by a graphic
designer.

2D 3D
Q1 Sl e
Q2
o (1) @
Q3
Qo
Q4
Qs Q10 !

Figure 2.12: The 2D-3D conversion of the collected icons.

2.4.2 Fault Icon Placement

In order to explain the methodology underlying the icons placement, the hard-
ware and software architecture are firstly introduced and detailed.
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Figure 2.13: The system architecture.

Hardware and Software Architecture

The hardware architecture is composed by a manipulator, a remote server and
the AR client. The Niryo One arm robot!'® has been used as a robotic manipulator.
It is a ROS enabled robot platform and it provides a 6-DOF joint configuration
and thus it can be used to represent an industrial manipulator. The AR client is
represented by the Microsoft HoloLens HMD device. Using a wearable device, the
technicians can keep their hands free to perform any possible tasks. Moreover, the
icon visualization is independent of the environment (with a projected interface,
the virtual assets may not be properly visualized if the projection surface is not
planar). The server is a desktop PC that runs an algorithm capable of positioning
the icons with AM or NAM modalities. The devices are connected on the same
Local Area Network (LAN) through a User Data Protocol (UDP) socket connection.
Figure 2.13 shows both the hardware and software architectures.

Onttps://niryo.com/
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Implementation

Regardless if acting in AM or NAM modality, the server receives from the real
robot (i) an integer value between 0 to 5 indicating the joint affected by the fault
(error location), (ii) an integer value between 0 to 8 indicating the fault type (error
type) and (iii) the rotational values of the robot joints (joint configuration). The
server uses these data to generate a faithful representation of the current state of the
robot. In fact, the joint values are employed to animate a virtual representation
of the robot whereas the error information is used for rendering the 3D virtual
icons. The server forwards to the AR client the joint configuration and the error
location and type. The joint configuration is again employed to animate another
virtual representation of the manipulator. This virtual asset is kept invisible unless
for highlighting the joint affected by the fault. Moreover, the server send to the
AR client the position, scale and orientation of the virtual icon to be aligned with
respect to the real robot. In the AM modality, the server further receives from the
AR client the user’s pose (position and orientation) every 20ms. These data are
employed to control a virtual camera that stands for the user’s actual pose. The
camera’s settings (FoV, far and clipping planes and resolution) have been set equal
to the ones of the real AR client camera. Thanks to these data, the server can
visualize its own representation of the virtual robot from the same point of view of
the user.

The AR User Interface

The AR user interface has been specifically designed to assist human operators
who operate close to industrial robots. If a fault happens, the robot’s activities are
immediately stopped and thus the operators may not be aware of what is happen-
ing to the robot. Furthermore, when the fault occurs, users may not have their
attention turned towards the robotic arm. To tackle these problems, a combination
of computer generated contents and sound is employed to move their attention to-
wards the manipulator. The virtual assets are represented by (i) the virtual Niryo
robot, (ii) a virtual arrow and (iii) the virtual icons. When the AR client starts, the
virtual manipulator is overlaid on the real one using an image target tracking sys-
tem. The target is placed at a predefined distance from the real robot. The virtual
robot mesh is kept invisible avoiding to occlude the real robotic arm. By exploiting
the tracking information supplied by the Vuforia SDK (see Fig. 2.13b), the pose of
the HoloLens can be derived determining the operator’s position/orientation with
respect to the manipulator. In case the technician is not looking at the robot when
the fault occurs, a virtual arrow (Fig. 2.14a) moves the attention of the user toward
the joint affected by the fault. When the user is close enough to clearly see the joint,
the 3D arrow disappears. The joint affected by the fault is highlighted making vis-
ible the related asset (keeping invisible all the other joints) and its color is changed
to red to emphasize the occurrence of a failure (see Fig. 2.14b). Furthermore, a
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(a) The virtual arrow. (b) The red meshes overlaid on the joint af-
fected by the fault.

(¢) The client view. (d) The server view.

Figure 2.14: The augmented assets.

sound alarm is played to capture the technician’s attention.

The Non-Adaptive and Adaptive Modalities

Regarding the icons positioning, the server can act in NAM or AM modalities.

In the NAM modality, a set of predefined values are sent to the AR client. Regarding

the position value, the icon has been positioned at a predefined distance k along

the Z direction of the local reference system of the joint affected by the fault. &
has been computed as:

k=2Lqz, (2.2)

where L., is the diameter of the manipulator’s larger joint (see Fig. 2.15), equal
to 12 cm. Therefore, any virtual icons can be positioned close to the manipulator
avoiding to be placed inside the related joint. To determine the dimensions of the
virtual icons, it has been empirically derived the minimum distance D, required
to entirely visualize the manipulator using the HoloLens device, equal to 1.4 m.
Then, some tests have been done visualizing the icons from that distance. In this
way it has been possible to determine the dimensions (on the three axes z, ¥y, 2) of
the icons, set equal to a value between 1 and k£ cm. Each axis dimension is strictly
related to the shape of the icon (e.g., the joint position icon’s height is larger than
its width, etc.). Finally, once the size of all the icons had been established, a
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constant and equal scaling factor S. was assigned for all of them. Regarding the
orientation, it is kept constant along the three axes, equal to (0,0, 0)°.

Figure 2.15: With the NAM modality, the virtual icon is placed at a fixed distance
k along the Z axis of the joint local reference system.

In the AM modality, the server places the virtual icon in a position close to
the joint, always visible to the user and not occluded by the real manipulator. By
using the HoloLens position and orientation data, the server can visualize the robot
from the user’s point of view (Fig. 2.14c - 2.14d). This information is used in an
algorithm, divided into three different steps:

1. Al: icon’s scale factor determination;
2. A2: icon’s position determination;
3. A3: icon’s orientation determination;

During A1, at the fault time, the server instantiates the icon describing the fault
in the exact position of the related joint, using the same pre-defined scale factor
S, used in the NAM modality. Since the correct position of the icon has not been
computed yet, the virtual icon is kept invisible. The scale factor is updated at each
frame using the following approach. Let J(z;,y;,2;) and V(z,,y,, 2,) being the
position of the joint affected by the fault and the position of the virtual camera in
the world reference system. The distance Dy, is employed for computing the scale

factor Sj.,p of the icon:
Dy

Sicon = (
Drobot

)Se (2.3)
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Figure 2.16: (a) The @, grid. The most external rows and columns are out of the
FoV. EL1, EL2 and EL3 are the three Expansion Levels. (b) Four different Q5.
Each @ is represented with a pixel matrix defined by a Qsare and Cligpe.

If Dy, exceeds two pre-defined min and max values D,,;, and D4z, Sicon 1S NO
more updated to not excessively scale the icon. D,,;, and D,,,, can be empirically
determined considering the collaborative workspace (in this case are equal to 35¢cm
and 3.5m, respectively). Concerning A2, the following procedure is applied when
the user changes his/her pose, that is, the virtual camera movement exceeds some
predefined thresholds (in terms of position and orientation displacements):

1. B1: icon’s projection on the 2D camera plane;

2. B2: thresholding and computing of the areas not occluded by the manipulator
on the camera image;

3. B3: computing of the most suitable icon’s position on the camera image;
4. B4: conversion from 2D to 3D coordinates.

During B1, the 3D icon’s bounding-box (BBjsp) is projected onto the camera screen
space using the world-screen transformation matrix, determining a BByp in pixel
dimensions. BB,p approximates the space occupied by the icon in the camera
screen space.

Computed BBsp, the camera image is analyzed and processed to determine a
suitable area, large enough to contain the icon and not occluded by the manipulator
(B2 step). The proposed approach uses a color thresholding technique to identify
the areas occupied by the manipulator on the camera. In order to do so, the color
of the manipulator’s virtual model has been set to red and the virtual camera
background to white. Hence, red pixels represent forbidden areas whereas white
pixels identify possible suitable zones. Given a camera of MxN resolution (width
and height, respectively), let 1,,, be an MxN matrix representing the RGB image
acquired by the virtual camera. I,y is then converted in the hue, saturation, value

74



2.4 — An adaptive AR Interface to display Industrial Robot Faults

(HSV) color space, obtaining Ijs,. Applying an image segmentation algorithm on
Iy, the thresholded matrix I; is obtained as:

, (2.4)

. 255 T'min < Ihsv(myy) < Tmax
Iz, y) = { 0 otherwise

where 7,,;, and 7,,,, are two constant values used to identify the red color and
I(x,y) identifies the value of a specific pixel in the corresponding matrix. Then, I;
has been subdivided in quadrants (s of dimensions equal to BByp, generating a
grid (see Fig. 2.16a).

Given a starting quadrant Qs.., the main goal of the B3 step is to find a
suitable () that minimizes the distance from Qs qr¢-
Let E'L,q, be the maximum FEzpansion Level (Fig. 2.16a) determined as:

ELmaa: = max(@rimaza Qcﬁmam)a (25)

where @y ez and Q. mae represent the maximum number of quadrants on the same
row and column of ()¢, respectively, counting from Q. A Q-ith quadrant
is defined by its upper-left coordinate C-ith. A quadrant to be tested Qe is
determined as:

Ctest - (Cstart-x + ]fBBQD.U), Cstart‘y + UBBQD-h)a (26)

where k and u represent two integer numbers used to access the Qs of the grid and
Cstart is the (z,y) coordinate of Qg upper-left pixel (see Fig. 2.16b). In order
to iterate over all the available @s, the following equation has been employed to
determine the k& and u values of Eq. 2.6:

k=xe,u=—e+ie—i, (2.7)

where e = 1,..., FL,,., and ¢ = e¢,...,0 are positive natural numbers. Depending
on the ratio between BByp.w and BBsp.h, three different checking orderings exist
(Fig. 2.17).

Established an ordering, the algorithm iterates over all the Qs of a specific s
by first checking those that are at a shorter distance from @4q+. The assessment
order of different (s that are at the same distance from @)+ has been defined in
advance. During the iteration, the algorithm controls the suitability of a quadrant
to position the virtual icon. The evaluation process consists of evaluating the sum
of all the I;(x,y) of a specific Q. If the sum is greater than zero, some red pixels
have been found and thus a physical area of the robot is occluding that specific Q.
Otherwise, a suitable quadrant Q) eecreq has been found and promoted to be used
for placing the virtual icon. Starting from Qsejecreq, the closest 3D position to the
fault location should be determined (B4 step). Let V and J being two positions
representing the camera and the joint affected by the fault in world coordinate
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Figure 2.17: The three different checking orders.

reference system. From the central position of ()seected, @ raycast is projected and
the ray point R is sampled, computing the vector VR. V] is projected on V_R,
finding a 3D position not occluded and close to the manipulator (Fig. 2.18). Once
a suitable 3D position is identified, the orientation of the icon is updated so that
the forward vector of its local reference frame points towards the virtual camera
position, continuously facing the user (A3 step). A detailed algorithm pseudocode
can be found in Appendix B.

O
0
i
4
]

Raycast  Projection

Figure 2.18: The 2D to 3D icon projection. V is the camera, the yellow line is the
ray-cast and J the position of the joint.

The proposed algorithm can be adopted starting from any Q. The choice of
@ start 18 dynamically determined, taking into consideration the user’s pose changing:

1. if the icon has not been placed yet (e.g., when the application boots) or it is
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ELT EL2
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Qpotential Qselected Qstart
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Figure 2.19: (a) The selected Qserected given a Qgare- (b) The icon positioning using
the computed Qgejected- (¢) During the computing of a new position, Qpotentiar 1
discarded because it is further than the new Qeectea- (d) The icon positioning
using the new computed Qgerected-

no more in the FoV (e.g., rapid changes of the user’s pose), it is chosen the
() that encompasses the projection of the 3D position of the joint affected by
the fault on the camera space (Fig. 2.19a - 2.19b);

2. if the icon is in the FoV, the @) that encompasses the projection of the 3D
position of the icon on the camera space is selected.

In the second case, an additional verification is performed to verify whether the
manipulator occludes ()44 Or not. In case of an occlusion, the algorithm does not
look for the first adequate @) of a specific Expansion Level EL, but it computes
N adequate quadrants (Qpotentiar) Of s (IV > 1) and it is chosen as Qseiectea the
one that minimizes the Euclidean distance from the quadrant that encompasses
the projection of the 3D position of the joint affected by the fault (Qjoin:). Hence,
abrupt and undesired movements of the 3D icon are avoided and the icon is kept as
close as possible to the fault location (see Fig. 2.19¢ - 2.19d). Finally, in case the
joint affected by the fault is not in the FoV, the overall algorithm is not applied.

77



Virtual Interfaces in Industry

2.4.3 Experimental Tests

The comparison between the NAM and AM modalities has been carried out
at Politecnico di Torino by involving 34 people, with ages between 19 to 30 years.
The modalities order (AM-NAM, NAM-AM) has been changed every time to avoid
learnability effects.

The tests have been planned simulating a fault condition during a human-robot
collaborative task, considering also situations in which the technician is not paying
attention towards the robot (i.e., the robotic arm is not in the FoV):

« nine users’ starting positions (SPs) have been identified. The SPs have been
determined taking into account both near and far positions from the robot;

o each tester starts the experiment from a specific SP, wearing the HoloLens
device and giving his/her back to the robot;

o the real robotic arm is already stuck in the fault configuration;

e when the alarm sound informs the user of the occurrence of a new fault, the
user can start freely moving around the environment, trying to identify which
type of fault has occurred and on which joint in the shortest possible time;

Once the fault is recognized, each user starts from the next SP following the same
procedure. Hence, each user has been involving nine different tests for each modal-
ity. To further avoid the learnability effects, at each SP the joints affected by the
faults have been randomly picked out from the original number of robot joints (six
for the Niryo robot). Only one fault could occur at a time and it has been randomly
selected out of the original 3D icon set, discarding at each SP the corresponding
virtual icon displayed before. Hence, all the possible 3D icons have been tested
in each modality. In Fig. 2.20 the collaborative environment and the nine SPs are
shown; the arrows stand for the user’s starting orientations.

o8 Os

<O <O Che Che
7 6 ’J 2 1
<O

5 ?4%

Iy

0.6 12

Figure 2.20: The nine SPs and the related starting orientations.

Before the experiments, each user has been introduced to the test, showing
him/her the virtual icons (along with their meaning) and the Niryo manipulator.
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Independently of the modality, both objective and subjective parameters have been
evaluated. Specifically, the objective parameters are the following:

o the time required by the users to identify the fault and the related joint at
each SP;

e how many times users have mistakenly recognized the faults and joints at
each SP;

o the number of head translations and rotations carried out by the users at each
SP.

The virtual icons could be identified by either describing their forms or by saying the
corresponding names. The robot joints could be recognized by saying their numbers
(from 0 to 5) or by pinpointing them. The users had to provide such information
by voice to an external operator. Regarding the subjective parameters, a fifteen-
sentences questionnaire divided in five different sections has been submitted to the
users every time they completed the evaluation of a specific modality. The first
section (QR1) regarded general information about the user, familiarity with AR
and robotic arms and the users had to fill it before starting the test. Then, the
remaining sections could be filled after having completed the evaluation of a specific
modality:

1. QR2: clarity of the 3D icons. Whether the icons meaning was comprehensible
by users;

2. QR3: perception of the 3D icons. Whether icons position, rotation and scale
values were suitable from a user’s point of view;

3. QR4: suitability of the employed FoV. Whether icons could be properly vi-
sualized with the device’s FoV;,

4. QR5: system’s global score.

2.4.4 Result Analysis

In this section, the collected results are detailed and discussed.

The Objective Results

Objective results are related to the completion time, the errors and the number
of movements required to identify a particular fault. Referring to the time and
movement data, three distinct datasets have been collected, corresponding to the
time, rotation and translation values. Since the virtual icons and the related joints
have been randomly chosen at each SP, there is no correlation between a value
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AVG
STD

Time
(s)
AM | NAM
46 213
60 60
62 107
61 229
99 74
87 121
72 63
57 119
82 97
69 165
84 79
49 99
90 67
87 116
95 100
55 99
77 77
55 85
56 48
68 97
125 112
57 81
148 125
62 102
92 76
54 104
64 47
42 78
78 78
56 90
73 69
43 69
79 63
58 118
71.82 | 97.85
22.65 | 39.86

Translations
(m)
AM | NAM

6 21.48
12.12 15
9.96 28.08
12.48 77.4
10.32 | 16.68
14.88 | 27.48
11.04 | 18.72
17.4 39
15.24 | 24.12
14.04 32.4
16.32 | 16.32
6.72 18.12
15.36 16.8
15.24 | 20.88
14.64 | 21.12
10.32 | 23.64
12.24 | 14.16
10.68 | 15.84
13.08 | 14.16
12.6 24.72
13.8 26.4

18 28.92
36.36 | 43.68
7.92 13.92
17.04 | 18.24
14.76 | 34.68
12.6 13.92
12.24 | 29.04
17.04 27.6
26.4 | 32.88
11.52 9.6
10.56 | 17.52
15.24 | 15.72
8.52 33.84
13.90 | 24.47
5.49 12.38

Rotations
(°)
AM NAM
1827 3939
2095 2869
2094 4128
2261 7645
2158 2425
2953 3865
2109 2627
2074 3655
2628 3554
2400 4536
2422 2932
1755 3194
2207 2302
2429 3702
2620 3540
2236 3323
2353 2378
2026 2541
2098 2215
2022 3152
2285 4045
2580 3655
3810 3992
1651 2017
2607 2657
2157 3709
2140 1988
2129 3543
2624 3600
2571 3033
2062 2048
1890 2391
2248 2305
1928 3810
2277.91 | 3273.97
392.28 | 1049.55

Table 2.5: The time, translations and rotations results.
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QR2 QR3 QR4 QR5

USERS | CLARITY PERCEPTION FOV SCORE
A | NA| A NA A | NA| A | NA

1 75 | 91.66 | 62.5 75 75 | 100 | 75 | 75
2 91.66 | 58.33 | 91.66 | 33.33 75 | 25 | 100 | 50
3 91.66 | 75 | 91.66 | 95.83 50 | 75 | 75 | 75
4 100 | 66.66 | 100 75 75 | 75 | 100 | 75
5 91.66 | 58.33 | 100 70.83 100 | 50 | 100 | 75
6 100 | 91.66 | 91.66 | 58.33 75 | 5| | 75
7 91.66 | 83.33 | 91.66 75 75 | 5 | 75 | 50
8 100 | 100 | 100 87.5 100 | 75 | 100 | 100
9 100 | 83.33 | 95.83 |  66.66 75 | 50 | 100 | 75
10 75 | 75 | 95.83| 70.83 75 | 25 | 100 | 75
11 91.66 | 41.66 | 100 25 75 0 75 | 50
12 100 | 91.66 | 100 62.5 100 | 75 | 100 | 75
13 91.66 | 100 | 95.83 75 75 | 50 | 75 | 75
14 | 83.33|83.33 | 100 50 00 | 75 | 75 | 50
15 100 | 33.33 | 9583 | 8.33 100 | 25 | 100 | 25
16 75 | 58.33 | 91.66 | 41.66 100 | 7 | B | 75
17 100 | 91.66 | 91.66 75 100 | 75 | 100 | 75
19 83.33 | 66.66 | 91.66 | 33.33 75 | 50 | 75 | 25
20 75 | 75 | 66.66 | 58.33 100 | 7 | B | 75
21 91.66 | 58.33 | 75 50 75 | 50 | 75 | 50
22 91.66 | 91.66 | 95.83 75 100 | 75 | 100 | 75
23 83.33 | 66.66 | 66.66 | 58.33 75 | 50 | 75 | 50
24 75 | 50 |83.33| 66.66 75 | 50 | 75 | 50
25 83.33 | 83.33 | 66.66 | 41.66 75 | 5 | 5 | 50
2% 100 | 58.33 | 100 50 100 | 50 | 100 | 75
27 100 | 66.66 | 87.5 | 41.66 75 | 25 | 100 | 75
28 100 | 25 | 100 41.66 100 | 25 | 100 | 25
29 83.33 | 41.66 | 75 16.66 100 | 50 | 75 | 25
30 83.33 | 75 | 100 83.33 100 | 75 | 100 | 75
31 91.66 | 16.66 | 79.16 |  16.66 100 | 0 75 | 50
32 100 | 100 | 91.66 | 875 100 | 75 | 100 | 75
33 83.33 | 50 | 91.66 25 100 | 25 | 100 | 25
34 100 | 75 | 625 | 66.66 100 | 50 | 100 | 75
AVG | 90.19 | 68.86 | 88.96 | 56.36 | 87.5 | 54.41 | 88.23 | 61.02
STD 9.05 | 21.54 | 12.13 22.40 14.10 | 24.20 | 12.66 | 19.64
Median | 91.66 | 70.83 | 91.66 |  58.33 100 | 50 | 100 | 75
IQR | 16.67| 25 | 1458 | 33.34 25 | 25 | 25 | 25

Table 2.6: The subjective outcomes normalized in the 0 - 100 interval. Refer to
Appendix C.2 for the complete questionnaires.
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obtained in SP;(AM) (the i-th SP used in the AM modality) and one obtained in
SP,(NAM), with i = 1,....9. Hence, the values of each SP have been summed up
for every user to compute a global score for each dataset. Then, the average score
of a dataset has been calculated by dividing the sum of the total values by the
number of users. In Table 2.5 the time, translation and rotation values are shown.
The Wilcoxon Signed Rank Test has been performed to statistically analyze the
collected data. The AM modality provided the users the ability to recognize the
fault typology and the related joint in less time than the NAM modality (p = 0.001,
effect size d = 0.556) and with a fewer number of head translations (p = 0, effect
size d = 0.839) and rotations (p = 0, effect size d = 0.848), lowering the physical
effort (the effect sizes are a measure of the “strength” of the differences among
the average values [70])''. By placing the virtual icon in positions close to the
joint affected by the fault, the users could recognize both the fault type and the
joint number at the same time, without having to change frequently their position
and point of view. Moreover, the automatic scaling and orienting mechanism has
allowed to keep the icon in the narrow FoV of the HoloLens device, thus maintaining
it clearly recognizable. On the contrary, the icons that could be only recognized
from a specific side (e.g., both the velocity and break icons present a circular shape
and they could not be recognized if seen from a lateral view) forced the users to
change their point of view and position more frequently in the NAM modality.
Finally, no errors have been detected during the recognition of the icons and the
related joints. Hence, their design seems to be adequate for the proposed task.
Furthermore, the correct recognition of the joints suggests that the adopted tracking
modality has been deemed suitable to correctly align the augmented assets to the
real manipulator.

The Subjective Results

Similarly to the objective data, QR1, QR2 and QR3 outcomes have been ag-
gregated, summing the scores of the related questions for each user and calculating
the average values (to improve the data readability, the values have been mapped
in the 0 - 100 range). Since QR4 and QR5 were composed by only one statement
each, the pre-process has not been necessary. Regarding QR1, the users reported
to have occasionally used an AR application and to have little familiarity with the
HMDs. The 26% has experienced with a robot arm and only the 6% knew the
Niryo Robot. Table 2.6 shows the remaining subjective results. The Wilcoxon
Signed Rank Test has been performed to statistically analyze the QR2, QR3, QR4
and QRS outcomes. Referring to QR2 and QR3, the users had a better understand-
ing of the icons’ meaning (p = 0, effect size d = 0.730) and they have deemed more

HThe effect sizes have been computed as d = \/Lﬁ, refer to [448]
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suitable the position, scale and orientation values (p = 0, effect size d = 0.84) with
the AM modality. Since it could happen that the icons were cropped due to the
narrow HoloLens FoV, the users may have found some problems in understanding
their intrinsic meaning (fact that seems related also to the time spent to recognize
the virtual icons). Result that seems to be confirmed by the QR4 outcomes (p = 0,
effect size d = 0.775) which show how the versatility of the AM modality has al-
lowed the users to lower the unpleasant effects of the HoloLens narrow FoV. Finally,
although the NAM modality has been assessed as acceptable, the AM modality has
been preferred for the proposed task in QR5 (p = 0, effect size d = 0.819).

2.4.5 Conclusions

By identifying the most common robot faults, a rigorous methodology has been
used to figure out which 3D virtual metaphors best describe faults on industrial
robots. An adaptive modality to visualize the virtual metaphors has been presented.
The user’s pose and wearable device parameters have been dynamically employed to
place the virtual assets in positions close to the fault’s location, always recognizable
by the user, without occluding the manipulator itself.

To evaluate the effectiveness of the proposed solution, a comparison between
the adaptive modality and a non adaptive one has been performed. The results
show that with the adaptive modality the users could recognize the robot faults
faster and with less movements than with the non adaptive solution. The ability of
positioning the icons in areas always visible from the users has allowed to reduce
the burdensome limitations of the narrow FoV of the HoloLens device.

2.5 Collaborative Virtual Training for Robotic
Operations

Although in this dissertation the effectiveness of the AR interfaces in mainte-
nance and training tasks has been deeply discussed (see Sec. 2.1), it is possible
to find several works that have improved the traditional procedures by proposing
remote collaborative systems. They are usually characterized by a remote skilled
operator who provides instructions to a local unskilled technician by means of
virtual assets. As an example, a remote expert operator can help a local user, indi-
cating the real objects to be used during a maintenance procedure [43]. The local
unskilled user records the real environment by using a wearable AR device and the
related streaming is sent to the skilled operator who can add annotations and ab-
stract virtual metaphors. A similar system is proposed in [299], which shows that
these kind of collaborative systems can greatly reduce the time and costs required
to complete maintenance procedures. Other examples can be found in [504, 221,
470].
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In addition to the traditional virtual abstract metaphors (e.g., arrows, circles,
etc.), the research is moving towards interfaces with the aim of improving the per-
ception and the efficiency of the human collaboration adding the visualization of the
human gestures to the augmented scene [152, 438, 411, 471, 494]. As an example,
Yin et al. [494] shows that the visualization of human body parts during a mainte-
nance task allows users to learn the procedure in a more natural way. Thanks to the
technological improvements in the reconstruction of the human motion, it is possi-
ble to generate animated and realistic virtual human avatars and thus considerable
efforts are committed to analyze the reactions of the human beings during an inter-
action with virtual agents. As highlighted by some recent works [201, 200, 230] and
commercial applications'?, the adoption of virtual avatars is becoming increasingly
researched and explored. To ensure that the avatar will be positively accepted by
the local inexpert operator, the acting of the virtual agent and its collocation in
the real world should be as realistic and credible as possible. Hence, for the re-
mote operator it becomes essential analyzing the local operator environment from
an independent point of view. In fact, it has been demonsrated that being point
of view independent greatly reduces the task time improving also the user’s confi-
dence [430, 431]. The state of the art highlights two fundamental aspects: firstly,
since the animations greatly improve the effectiveness of the abstract metaphors,
a virtual avatar should be properly animated, allowing the remote user to accom-
plish several types of actions. Secondly, the remote user’s interaction should be
view independent.

The goal of the approach proposed for this Ph.D. dissertation is to analyze
how a robotic training scenario could benefit from these aspects by comparing a
traditional remote assistance, based on abstract metaphors, with an innovative one,
based on a virtual avatar.

2.5.1 System Requirements

Starting from the analysis of the state of the art, an assisted training procedure
is composed of:

e a local operator doing a task in a dedicated real workspace. The workspace
is equipped with all the tool required to complete the training procedure;

e an instruction set for helping the user in completing the task;
e a communication channel between the local and remote user.

Based on the above requirements, the following systems has been developed. A local
unskilled operator (trainee) has to be trained to perform a task by a remote skilled

2https:/ /objecttheory.com /prism
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operator (trainer). Both the trainer and the trainee are not in the same physical
environment. The trainee’s real workspace is equipped with the tools needed to
perform the task and the trainee can visualize the virtual instructions provided by
the trainer (the common space composed by either virtual and real objects and
accessible from both operators will be referred as shared environment SE) using a
wearable AR device. The trainer can access SE through an immersive VR interface.
Finally, the two operators are able to communicate through a bidirectional audio
channel.

Since in the local AR environment all the virtual assets are aligned with respect
to a known target, it is reasonable to employ such target as a shared reference
system to correctly align the remote and local operators’ environments. Both the
abstract metaphors (e.g., shapes, arrows, etc.) and the avatar can be used in
two different ways: (i) for pinpointing a specific object of interest and/or (ii) for
showing how the objects should be manipulated by the local user. Generic virtual
shapes or 3D arrows can be placed at the object’s location to express the pinpoint
action or the avatar itself can virtually point its arm towards the object of interest.
The manipulation of the real objects can be expressed by an animated version of
the corresponding 3D assets or by the avatar itself that shows how the objects
should be manipulated by the trainee. In the proposed work, a set of pre-defined
animations has been employed to present the virtual avatar movements; this choice
is due both to guarantee the same type of visualization to all the trainees and to
the lack of a real-time tracking system to measure the trainer’s movements. The
system allows the trainer to visualize both the virtual representation of the trainee
and of the objects involved in the training procedure. The positions of the real
tools is considered previously known whereas the position of the virtual trainer is
constantly updated.

2.5.2 The System Architecture

Figure 2.21 illustrates the system architecture of SE. The trainer interacts in SE
using an Oculus Rift DK2 Kit and a Microsoft XBOX 360 gamepad. Specifically,
the Oculus Rift provides the trainer an immersive view of SE, whereas the gamepad
allows the trainer to move and interact in SE. The trainee device is represented by
the Microsoft HoloLens'® glasses. Hence, the trainee can visualize the 3D virtual
assets keeping his/her hands free to perform any possible task. In this experimental
prototype, both the Oculus and the HoloLens have been connected to the same
LAN. However, the same architecture can be generalized considering the Internet
infrastructure. SE has been developed using the Unity3D game engine. The Oculus
Rift DK2 is connected to a PC that acts as a server, whereas the HoloLens device

Bhttps:/ /www.microsoft.com /it-it /hololens
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Figure 2.21: Left-side: the trainee environment. Right-side: the trainer environ-
ment. For evaluation purposes, they are connected on the same LAN.

acts as a client. Some libraries and APIs have been employed to manage several
aspects of the application. The most relevant are:

« the SteamVR Plugin!# that provides access to the Oculus Rift DK2 hardware;

o the Unet Unity API', to manage the multi-users architecture (specifically
the High Level API);

o the Vuforial® library to track an image target allowing the SE alignment.

2.5.3 The Use Case

To compare the abstract and avatar interfaces, a robotic training task has been
chosen. It consists of assembling the T42 3D printed hand [318], developed by the
Yale School of Engineering and Science (the files are freely available to download!7).
The hand pieces list and the procedure for assembling it can be found online!®.
Although the T42 hand consists of a simplified version of a real manipulator hand,
it is certainly related to the robotic arm area and thus it can be reasonably used
to train a robotic technician. Its quite simple design and the use of non-hazardous

Mhttps:/ /assetstore.unity.com/packages/templates/systems /steamvr-plugin-32647
https://docs.unity3d.com/Manual /UNet.html

6https:/ /developer.vuforia.com/downloads/sdk
Thttps://github.com/grablab/openhand-hardware/tree/master /model %20t42

Bhttps://www.eng.yale.edu/grablab/openhand /model%20t42 /Fabrication%20-
%20Model%20T42%201.0.pdf
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materials ensure that it can be employed and tested by inexpert users, not trained
for real industrial procedures.

Only a subset of the real hand pieces has been used in this training scenario.
The goal of the trainee is to assemble the hand following the trainer’s remote
instructions. To complete the procedure, the hand has to be placed on a custom
3D printed flange attached to the terminal part of a real industrial robot. The
real hand pieces have been placed at some predefined positions with respect to the
image target (Fig. 2.22), allowing to correctly align their virtual counterparts.

Work table

Figure 2.22: The image target is colored in blue. The real pieces and robot have
been placed at some fixed positions with respect to the target.

2.5.4 The Interfaces

Both the trainee and the trainer can visualize each other in real-time. When
the trainer moves the virtual camera in the virtual environment, the same motion
is conveyed to a 3D avatar placed in the AR scenario. The same strategy can be
adopted for the trainee’s movements: when the trainee frames the image target, the
related pose data are used to position the trainee avatar in the trainer’s scenario.

In the next sections the AR and VR interfaces are presented and discussed. It is
worth noticing that although the VR interface is briefly introduced, its effectiveness
will not be evaluated. The focus will be on how the trainee perceives the remote
instructions. Moreover, there are several works related to the use of immersive VR
interfaces for maintenance operations and interested readers can find more details

in [292, 257, 267, 102, 159)].
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The AR Interfaces

The two different AR interfaces (Fig. 2.23) differ only for some specific 3D assets,
the abstract metaphors and the 3D avatar. Table 2.7 summarizes both interfaces.

H Abstract Metaphors  Virtual Avatar H

3D Arrow Avatar VR
3D Cursors 3D Cursors
3D Hand Pieces 3D Hand Pieces

Table 2.7: The virtual assets of both interfaces.

Figure 2.23: First row: the avatar assembly animations. Second row: the same
animation done using the virtual hand pieces.

A virtual ray is casted from the user’s head position following the head’s view-
ing direction. When the ray hits a virtual objects, the spheres are rendered at the
related coordinates. The virtual cursors are represented by small 3D red spheres. A
virtual ray is casted from the user’s head position following the head’s viewing di-
rection. When the ray hits a virtual object, the sphere is rendered at the related co-
ordinates. The 3D arrows represent instead the virtual abstract metaphors. When
the trainer pinpoints a specific 3D asset, a virtual arrow is positioned at the pointed
position. The virtual avatar consists of a human worker virtual representation. To
supply an effective assistance, some animations have been added both to the virtual
T42 hand pieces and to the virtual avatar, thus allowing a fair comparison of both
interfaces. The virtual abstract animations show how to correctly combine the real
hand pieces, whereas in the other interface it is the avatar itself that shows to the
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trainee how to correctly combine the real pieces (Fig. 2.23). Moreover, to foster
the realism of the virtual avatar, three other animations have been added to the
3D avatar: (i) idle, (ii) walking and (iii) hand pointing animations.

Pre-defined animations have been used because the assembly procedure is made
up of pre-determined steps. Moreover, they ensure that the visualization of the
avatar animations is always the same, allowing to fairly analyze the effectiveness of
the AR interface. The animations are played when the trainer presses the dedicated
controller buttons, but for the avatar pinpointing action, which is applied in two
different steps. Firstly, as the trainer presses the pinpointing button, a check on
the ray-cast is performed to verify whether he/she is gazing to a virtual object. In
case a collision is detected, the collision coordinates are used to apply an inverse
kinematic algorithm on the right arm of the avatar, allowing to move the arm in
the correct direction.

The VR Interface

Animations

BT
L1

— — — Undo
Player

Movement — — —» Pointltem

— —» Main Interaction

—» Player Rotation

Figure 2.24: The trainer mapping input.

As it is possible to notice from Fig. 2.24, the left and right analog sticks are
used to change the pose of the virtual camera, whereas the B button can be used to
pinpoint the virtual models. Since the Oculus DK2 is a 6-DOF device, the trainer
can look around the environment in all the possible directions, allowing to use the
gaze as selection mechanism. The trainer can interact with a consistent number of
virtual models. Since part of them are shared with the trainee, only the remain-
ing ones are detailed in this section. The virtual robot used to hang the robotic
hand is represented by a collaborative manipulator. The trainee is represented as
a HoloLens virtual model whose movements are updated using the position and
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orientation data of the real device. In addition, the trainer can visualize where
the trainee is gazing, allowing him/her to have an idea of the trainee’s intentions.
Figure 2.25 shows the AR avatar interface and the VR one.

Figure 2.25: Left-side: the AR interface. Right-side: the same scene viewed from
the VR interface.

2.5.5 The Interaction System

The trainee’s operative zone has been divided into three areas: (i) the real
objects’ area (ROA). (ii) the working area (WA) and (iii) the assembled area (AA)
(Fig. 2.26A). The animations of the abstract metaphors appear in front of the user in
the “animation area” (ANA) (Fig. 2.26B). Only the animation representing the final
step of the procedure behaves differently, because it is played at the end-effector
position of the real manipulator. On the contrary, the virtual avatar animations
are played by the character itself at its current position.

In Fig. 2.26C the workflow interaction is represented. As the trainer selects
one of the virtual models, the corresponding real hand piece is highlighted in
the trainee’s ROA. If the trainee gives a positive audio feedback to the trainer,
the trainer moves the selected 3D asset to the WA, allowing the trainee to verify
whether the picked hand piece is the right one or not. Then, the trainer plays the
corresponding assembly animation in the ANA. Finally, once the trainee confirms
the completion of the procedure step, the virtual assembled piece is rendered in

AA.

2.5.6 Tests and Results

In the following sections, tests and results are introduced and discussed.

Tests

Some tests have been carried out at Politecnico di Torino to compare the differ-
ent training modalities. Twenty students have been identified, with ages between 20
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Figure 2.26: A) the ROA, WA and AA zones. B) the ANA zone. C) the work-flow

interaction scheme.

and 28 years. The users had to build the T42 hand following the remote trainer’s
instructions. Since the comparison is assessed only from the AR point of view,
the figure of the trainer has been interpreted by one of the paper’s author. Two
different tester groups (called A and B) have been organized: the A group eval-
uated the abstract metaphors interface, whereas the B group assessed the virtual
avatar-based interface. Tests have been done following the subsequent procedure:

1. users have been introduced to the test, explaining that a remote operator
would have guided them during the assembly of the T42 hand;

2. users of both groups have tested the corresponding interface;
3. after the test, a questionnaire has been submitted to both groups.

Two questionnaires have been prepared (QA and QB), one for each group. Both
QA and QB are divided in three different sections: the first one concerned general
information about the user and his/her knowledge of AR whereas the second section
was composed by nine statements (5-point Likert scale) taken from [347]. The third
section was composed by eleven statements (5-point Likert scale) concerning the
clearness and effectiveness of the abstract metaphors (for QA) or of the avatar (for
QB). Moreover, it focused on analyzing whether the visualization of the avatar
could improve or not the sense of human-human collaboration. The questionnaire
also provided an open text form for free comments.

Figure 2.27A shows the starting configuration of the real hand pieces. One of
the two fingers was already assembled and inserted into the base (Fig. 2.27B). It
could be used as a reference model. Hence, the users had to assembly the other
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finger, plugging it into the base. Some additional tools have been provided to the
testers to complete the training procedure: two tiny wooden sticks, two screws and
two bolts. The real hand pieces and the real manipulator were placed at some
predefined positions with respect to the target. The users started the procedure by
sitting down on a chair positioned in front of a table. Then, after having assembled
the robot hand, they had to plug it on a 3D printed support attached on the
industrial manipulator end-effector (Fig. 2.27D).

Figure 2.27: A) the starting pieces’ configuration. B) the assembled finger used as
reference. C) the hand pieces names convention. D) the assembled hand attached
to the real robot end-effector.

The entire procedure was composed of seven different steps (refer to Fig. 2.27C
for the hand pieces name convention):

1. take the Finger 0 and the Base;
2. plug the Finger 0 into the Base (creating a new piece called F_ Base);
3. take the Finger 1 and the Finger 2;

4. combine the Finger 1 and the Finger 2, using the wooden sticks (creating
a new piece called Finger);

5. take the F_Base and combine it with the Finger, using the wooden sticks
(crating a new piece called Hand_ 1);

6. take the Underbase and attach it to the Hand 1, using the two screws and
the two bolts (creating a new piece called Hand_ 2);

7. plug the Hand_ 2 on the robot’s end-effector.
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The feedback audio channel has been established using two smartphones and two
Bluetooth earphones. To ensure that the same instructions were conveyed in the
same way to the users, a text file has been prepared with the instructions that the
trainer had to provide to trainee for each step of the procedure. Figure 2.28 shows
some testers performing the training task.

Figure 2.28: Four users performing the training procedure.

Results

Table 2.8 shows the results of the first and second questionnaire sections. De-
spite 90% of the users stated to know the AR technology, just over the half of the
participants had experience with an AR application. Furthermore, all the users
declared that they did not have any experience with the T42 robotic hand. A two-
tailed t-test (p = 0.05) with unequal variance has been performed on the data of
the second and third sections of the questionnaire and no statistically significance
differences have been found between the two groups. However, it is possible to
make a preliminary discussion using the mean (M) and standard-deviation (SD)
data (effect sizes da; = 0.35, das = 0, daz = 0.16, day = 0.67, da5 = 0.93,
das = 0.38, da7 = 0.5, das = 0.29, da9 = 0.39, dgi_gi12 = 0.58, dga2—qg13 = 0,
dQ3—Q14 = 062, dQ4—Q15 = 059, dQ5—Q16 = 029, dQﬁ_Q17 = 014, dQ?—Q18 = 019,
ng_ng = 0.51, ng_ng = 0.50, dQlO—QZl = 0.35, dQH_QQQ = 008) The abstract
metaphor data are generally higher and less distributed than the avatar one (but
for the A2 statement that was negative worded). It seems that the virtual arrows
have been considered more efficient than the avatar one to clearly explain the steps
of the procedure. Moreover, the outcomes suggest that the abstract metaphors
have eased the assembly procedure learning process (probably also the use of the
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# | Questions
1 Age Average = 24.5
2 Gender 70% Male 30% Female
YES (%) NO (%)
Do you know what
3 Augmented Reality is? %0 10
4 Have you ever used' o 65 35
an Augmented Reality application?
5 Do you know the . 0 100
Yale Model T42 Robotic hand?
6 Have you ever assembled the 0 100
Yale Model T42 Robotic hand?
Metaphors Avatar
AVG-SD-M-IQR | AVG-SD-M-IQR
A1l | T think the system was easy to use 4.4-0.51-4-1 4.2-0.6-4-0.75
I would need the support of
A2 | a technical person to be able 1.7-1.06-1-1 1.7-0.09-1.5-1
to use this system.
A3 The user interface of this system 3 6.0.5-4-1 3.7.0.67-4-1
is pleasant.
Ad I can effectlyely C(?mplete 5-0-5-0 4.8.0.42-5-0
my tasks using this system.
A5 | This system gives me 4.9-0.31-5-0 4.5-0.5-4.5-1
clear instructions.
A | [t was casy o learn 4.9-0.31-5-0 4.7-0.67-5-0
how to use this system.
AT I would 'recommend this system A4 7-0.48-5-0.75 4.4-0.69-4.5-1
to my friends or colleagues.
A8 The feedback given by this system 43.0.67-4-1 45.0.7-5-1
is easy to understand.
A9 | Overall, I am satisfied with this system. | 4.3-0.48-4-0.75 4.5-0.52-4.5-1

Table 2.8: The results of the first two questionnaire sections (AVG, SD, M and IQR
are the average value, the standard deviation, the median value and the interquartile
range, respectively).

AR interface itself). Despite these outcomes, overall the users slightly preferred the
avatar interface (A9). This result seems also confirmed by the A8 outcomes. Prob-
ably, since human beings are used to see human figures during their everyday life,
the visualization of a human form simplified the understanding of the interface.
Concerning the third section of the questionnaire, Table 2.9 shows the abstract
metaphor and avatar results. The outcomes have been aggregated computing the

M and SD values. Statements Q4/Q15, Q6/Q17 and Q9/20 were negative worded.
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Metaph. Avatar
(M) - (SD) (M) - (SD)
Q1 44-0.69 | Q12 4 - 0.66
Q2 | 46-069 |Ql3| 4.6-0.15
Q3 | 46-069 |Ql4| 4-1.15
Q4 | 14-069 | Q15| 2-1.33
Q5 3.9-1.19 Q16 3.5 -1.51
Q6 | 19-128 | Q17| 21-145
Q7 46-0.69 | Q18| 44-1.26
Q8 4.8 - 0.41 Q19 4.5-0.71
Q9 1.1-031 | Q20| 1.5-0.08
Q10 3.7-1.15 Q21 4.1-1.10
Q11 2.9-1.10 Q22 2.8 -1.13

Table 2.9: The results of the third questionnaire section (M represents the average
value and SD the standard deviation). See Appendix C.3 for the complete ques-
tionnaire.

Also in this case no statistically significant difference have been found. Overall, the
results seem to confirm the ones found in the second section, suggesting that the
avatar did not improve the sense of human-to-human collaboration.

Although it was not possible to clearly verify any statistical difference between
the interfaces, it could be deduced that the interface less “resource” demanding
should be preferred. Designing an AR avatar interface requires great effort to pro-
duce high-realistic human models and animations. In case of real-time animations,
the computational cost and the related resources may increase considerably. More-
over, considering that it is extremely difficult to visualize an entire human body
using the current wearable AR devices (the HoloLens FoV is around 35 °), the users
could only see the terminal part of the arm, reducing the sense of human presence.
Moreover, the relative huge size of the virtual avatar may have generated occlu-
sion problems, overlapping the virtual objects onto the real ones and straining the
users’ sight. Taking into account the obtained results and the above considera-
tions, it seems that the abstract metaphor-based interface should be preferred for
managing remote maintenance operations.

However, it seems also that the audio channel played a key-role during the
collaboration (Q10/Q11/Q21/Q22). This outcome seems to be verified from the
analysis of the current state of the art related to the AR remote assistance systems.
In fact, a remote assistance system is normally made up by both audio and video
communication channels. Hence, it becomes important to verify which is the impact
of the audio on the effectiveness of both interfaces and on the sense of human
presence. Therefore, an additional test has been done and it will be introduced in

95



Virtual Interfaces in Industry

the next section.

2.5.7 Additional Tests

Metaphors | Avatar Metaphors Avatar

M SD M | SD M SD M | SD
Al | 46| 0.57 4 1 Q1/Q12 | 4.6 | 0.57 | 3.6 | 1.15
A2 | 1 0 2 1 Q2/Q13 | 5 0 3.3 | 1.52
A3 | 43| 057 |26 |0.57 Q3/Q14 | 3.3 | 1.52 | 4.6 | 0.57
A4 ] 5 0 4.6 | 0.57 Q4/Q15 | 2 1 1.33 | 0.57
A5 | 46| 057 | 43| 115 Q5/Q16 | 2.66 | 1.52 4 0
A6 | 5 0 4.3 | 0.57 Q6/Q17 | 2.66 | 1.52 1.6 | 0.57
A7 | 46| 057 |43]0.57 Q7/Q18 | 4.3 | 1.15 4 1
A8 | 46| 057 | 43| 1.15 Q8/Q19 | 5 0 3.66 | 1.52
A9 | 5 0 4 1 Q9/Q20 1 0 2 1.73

Table 2.10: Additional test results.

An additional evaluation has been done to verify whether the audio channel
has lowered the differences between the abstract and avatar interfaces. The same
training procedure has been used (Sec. 2.5.6), but with a different feedback strategy
based on a wizard mechanism: the users could only inform an external collaborator
if they had figured out the procedure by saying “Yes/No” and they could only ask
to repeat a specific step of the procedure. No other comments or dialogues were
allowed.

Six new volunteers, divided in A and B groups, have been involved into the ad-
ditional tests. The user’s average age was equal to 21 and, as for the previous test,
they had some experience with AR applications but not with the Niryo robot arm.
The remaining outcomes are shown in Table 2.10. A two-tailed t-test (p = 0.05)
with unequal variance has been performed on the data of the second and third
sections of the questionnaire and, as for the previous test, no statistically signifi-
cance differences have been found between the two groups. However, it is possible
to make a preliminary discussion using the mean (M) and standard-deviation (SD)
data (effect sizes da; = 0.81, dao = 1.41, daz = 2.88, day = 0.81, da5 = 0.36,
das = 1.63, dar = 0.57, dag = 0.36, dag = 1.41, dg1—g12 = 1.09, dga—g13 = 1.54,
dgs—g1a = 1.15, dga—g15 = 0.81, dgs—g16 = 1.23, dge—g17 = 0.86, dgr—g1s = 0.30,
dQ8,Q19 == 123, ngfQQO = 080)

Also in this case, the abstract AR interface has been deemed more suitable than
the avatar one for most part of the questions. Moreover, it has been assessed more
gratifying than the avatar interface. The virtual arrows were found to be more
useful to indicate the real hand objects and more effective to explain the assembly
procedure. The results concerning the “sense of presence" (Q5/Q16 and Q3/Q14)
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indicate an opposite trend. In fact, in no audio condition the virtual avatar has
been considered more suitable to express the presence of the trainer in the trainee
environment. It can be inferred that the combination of no audio conditions and
abstract metaphors may make the shared environment less “human” collaborative
than the no audio and avatar interface. However, although the virtual avatar seems
to improve the sense of human-to-human collaboration with no audio condition,
the users have deemed more effective the abstract metaphors. Hence, it becomes
necessary to investigate whether the sense of human presence is unnecessary in
industrial scenarios. Moreover, it is equally important to realize whether the avatar
could be effectively used in scenarios that require more complex physical human
gestures, analyzing the interactions in both audio and no audio conditions.

2.5.8 Conclusions

The proposed comparison aimed at investigating whether a virtual human agent
could improve the efficiency and the sense of human-to-human collaboration dur-
ing a training robotic assembly procedure. The presented system is composed of a
shared environment which allows two operators to interact using two distinct AR
and VR interfaces. Specifically, a local technician, wearing a wearable AR device,
can receive instructions from a remote user operating in an immersive VR environ-
ment. Two distinct AR interfaces have been compared: the first one is made up
by abstract metaphors whereas the second one is characterized by the presence of
a virtual avatar. The preliminary results indicate that in an industrial scenario, it
should be employed the interface that requires less resources to be managed. Since
the designing process of the abstract metaphors is less compelling than the avatar
one, it may be preferred for these types of scenarios. Furthermore, the current
technological limitations impose the deployment of small virtual assets that can be
easily visualized using wearable AR devices. Another important outcome is that
the audio channel seems to play a fundamental role and additional tests should be
done to statistically verify whether the audio instructions can completely replace
any form of graphical assets. However, in no audio condition, the virtual avatar
seems to foster the sense of human-to-human collaboration. Although at the cur-
rent state, it seems that the sense of presence of the remote trainer is substantially
necessary in a industrial scenario, additional tests should be done to evaluate the
relation among the audio channel, the avatar and the task itself.

2.6 VR in Telerobotics

Robot manipulators were traditionally employed to eliminate human effort in
elementary and repetitive tasks, improving process efficiency and reducing faults.
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However, many complex applications still require a crucial human level of intelli-
gence and perception. In such cases, the manipulator can be configured to serve as
an extension of the human operators, providing them control and sensory feedback.
In addition, such teleoperation systems can allow the human operator to remotely
interact with both the robot and its surrounding environment.

Teleoperated robot systems have shown their versatility in a plethora of indus-
trial, healthcare and commercial scenarios. They are crucial for hazardous opera-
tions or inaccessible environments, such as disaster response [214] or space station
maintenance [9]. The robot teleoperation is also becoming increasingly relevant
in the healthcare sector, reducing the risk of infectious disease transmission [436].
Even before the Covid-19 pandemic, extensive resources have been invested into
remote surgery [424, 446, 156], which requires a highly skilled operator and exten-
sive training. In this case, the teleoperation saves travel time and allows the skilled
users to remotely apply their knowledge in time-critical tasks that may save lives.
A similar highly skill-dependent task is the remote welding operation [263], where
the manipulator has to follow the human motion with high levels of accuracy. Both
applications require an accurate representation of the manipulator’s environment
and fine control of the robot’s end-effector. Basic teleoperation interfaces usually
provide an RGB video stream of the robot’s surroundings, with possible sound or
force feedback. However, the lack of depth in this data often makes it hard to
precisely control the robot end-effector pose. To compensate for this, a consider-
able amount of works have studied and analzyed the effectiveness of the immersive
VR interfaces for controlling and collaborating with robotic manipulators. Gam-
mieri et al. [134] presented a VR scenario to foster the human-robot collaboration,
effectively coupling the virtual environment with a real manipulator. They also
introduced a virtual interface that provides users the ability to control the manip-
ulator using both direct and inverse kinematics. An analysis of human reactions in
a human-robot collaboration context is carried out using an immersive VR system
in [144]. One interesting result shows that there may be a correlation between a
user’s reaction to a robot manipulator and his/her previous experience with VR.
Holubek at al. [183] proposed an immersive VR interface to program a robotic arm.
The real environment is firstly modeled using a CAD software and then the users
can interact with the virtual robot using the dedicated VR device. Regarding the
virtualization of the real robot environment, works in [339, 451] employed RGB-
D cameras to pre-scan the real surrounding, visualizing it with an immersive VR
device. Perez et al. [339] presented a VR interface that facilitates human work-
ers’ training in an industrial robotic cell, whereas in [451] the authors compared
a pre-scanned environment (full-information) with one made up by only a virtual
robot (preprocessed) in a path-following task. The outcomes show that using in the
full-information interface, the users were faster than with the preprocessed one and
no difference has been detected in the robot accuracy for the considered task. In
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[282], the authors analyzed the effectiveness of several types of interfaces (immer-
sive, speech, gestures, and combination of them) for controlling a hyper-redundant
robot. The comparison of those interfaces with 2D conventional ones show that
the immersive ones improved visual feedback, situational awareness and control
accuracy.

Although the VR interfaces have proved to give satisfactory results for oper-
ators’ training, simulation of industrial robotic cells and robot control, they are
limited to pre-scanned or simulated environments that do not represent in real-
time the real robotic cell. On the contrary, by using RGB-D sensors, the robotic
cell can be captured and reconstructed in real-time at the operator side. In this
context, such systems will be referred with the term “Enhanced Virtual Reality”
(EVR) systems. Kohn et al. [229] presented an object recognition system to lower
the amount of digital data required to represent the real scenario. The RGB-D
cameras are used to recognize and detect objects placed in the robotic cell which
are then replaced by virtual meshes and the related data are removed from the
streaming, thus reducing its size. Pick-and-place tasks have been also evaluated
using the EVR interfaces [480, 125, 479]. In [480] and its improved version [479],
the authors compared an immersive an EVR interface with different interaction
paradigms (kinesthetic approach, offline programming, and positional tracker with
monitor) to control a robotic manipulator. The main results show that even though
the users were faster using the kinesthetic approach than the others, the immer-
sive interface was the most appreciated in terms of usability and likability (similar
results have also been reported in [305]). A comparison between a tracked motion
controller (Oculus Touch) and a fixed 6-axis controller in an EVR based teleoper-
ation task is proposed in [125]. The outcomes show that the Oculus Touch allows
faster performance due to increased speed in the movement planning. Further works
can be found in [421], which proposes two different robot controlling algorithms for
an EVR interface or in [139, 505], where authors employed deep learning approaches
to map the operator’s movements to the robot joint’s angle and to reconstruct the
real objects manipulated by the robot, respectively.

Analyzing the state of the art, there is a lack of studies that evaluate the ef-
fectiveness of the EVR interfaces for robot arm teleoperation tasks that require
high levels of accuracy. Hence, a novel streaming strategy developed for this Ph.D
dissertation to transfer high resolution point clouds at high frame rate is presented
and detailed. Furthermore, a series of experiments to control the robot end-effector
in path following scenarios are discussed by analyzing both objective and subjective
parameters. Finally, a discussion related to the impact of point cloud quality on
the teleoperation itself is proposed.
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Figure 2.29: Left-side: LE with the robot and the depth cameras. Right-side: RE
with the VR device.

2.6.1 The Hardware and Software Architectures

The proposed framework consists of two different environments (Fig. 2.29): the
Local and Remote Environments (LE and RE, respectively). LE is characterized
by a Universal URH robot arm, a PC running Ubuntu 18.04 with ROS Melodic
and two Intel RealSense D415 cameras. RE represents the user environment and
it includes a PC running Windows 10 and the HTC Vive Pro along with one con-
troller. LE and RE are connected on the same LAN and they exchange data using
both Transmission Control Protocol (TCP) and UDP protocols. Regarding the
software architecture, the camera frames are sent using a custom solution based on
the TCP/UDP protocols, whereas the robot data is exchanged between an appli-
cation developed in Unity3D and the ROS controller on the LAN using the ROS#
Library'®. Since the quality of the visualization of the point cloud is extremely
important for an effective functioning of the framework, the details of its streaming
and rendering are discussed in the next section.

2.6.2 The Point Cloud Streaming and Rendering

A 3D point cloud is usually represented as “a set of points {P;}_,, embedded
in the 3D space and carrying both geometry and attribute information” [52], that
is, each point carries both color and depth information along with other attributes.
The methodology developed for the proposed EVR interface handles the color and
depth data separately and is composed by three different steps: (i) the Camera
Handshake, (ii) the Streaming and (iii) the Rendering.

Yhttps://github.com/siemens/ros-sharp
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Camera Handshake

During this step, RE is notified regarding the camera configuration (number
of cameras and camera parameters) of LE. RE, at the software level, is composed
of two different applications (Fig. 2.30). The C++ server is responsible for the
camera streaming and it forwards the camera frames to the Unity3D application
that is used for rendering the remote scene. Firstly, data regarding the number
of cameras, their resolutions and intrinsic parameters are sent to the C++ server
over a TCP connection (Fig. 2.30 (1)). Then, these data are forwarded to the
Unity3D application over a TCP localhost connection. Hence, both applications
know the LE camera configuration and they can allocate the related data structures
to handle the streaming and rendering of the scene. Once the Unity3D application
has allocated the required data structures, it sends back to LE an acknowledgment
(Fig. 2.30 (2)), starting the real streaming.

L =
RGB - Depth RGB Depth

h Frames Compression Compression

F Camera cp
Parameters (CP) [ 7| Transmission
g 1 1 Frames 5
cpP ACK

Transmission
Client C++
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, !

cp Frames
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Figure 2.30: The point cloud streaming. The image frames captured by cameras
C_0 and C_1 are streamed over the network to RE. After a validation process,
they are decompressed and rendered in the Unity3D application.

Streaming

The C++ client in LE sends the camera frames to the C+-+ server over an
UDP connection (Fig 2.30 (3)). The UDP protocol has been chosen as it is usually
employed for multimedia streaming and it ensures high speed transmission. Then,
the frames are forwarded over the TCP localhost to the Unity3D application to
render the remote scene. Since a point cloud carries a considerable amount of data
(e.g., with 2 bytes for each depth value, 3 bytes for each color value, and a 1280x720
camera resolution, each frame carries about 4.6 MB of raw data) and UDP does
not guarantee data transmission, a compression/decompression step and a frames
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Table 2.11: The compressed frames. Each line represents a different compressed
frame. The compression ratio is on average 9:1.

Compr. Color | Compr. Depth | Tot Compr. Ratio
(byte) (byte) (byte) Raw/Compr.
44967 466668 511635 9.006
44786 468980 513766 8.969
44761 466548 511309 9.012
........................ plamera ...
Time Paoo f C1
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Figure 2.31: The frames’ validation procedure. As time passes, the frame buffers
are randomly filled and only the frames that are full received (color and depth) are
rendered, discarding the previous ones.

validation check have been developed to guarantee an effective data transmission
at maximum frame rate. Specifically, the JPEG compression has been applied
to the color frames using the libjpeg-turbo library?®, whereas the depth frames
have been compressed using the approach proposed in [482] (Fig. 2.30 (4)). This
methodology ensures high compression ratios (Table 2.11) allowing to send multiple
camera frames over a standard 1 Gigabit Ethernet cable at maximum resolution
(1280x720) and frame rate (30 fps).

After the compression, each frame (both color and depth) is divided in UDP
packets of maximum 1500 bytes that are sent to LE using the Asio library?!

Onttps://www.libjpeg-turbo.org/About/TurboJPEG
Zlnttp://think-async.com/Asio/
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(Fig. 2.30 (5)). In order to guarantee the correct frame reconstruction, each packet
carries a header containing: (i) the packet type (RGB or depth), (ii) the camera
index, (iii) the frame index, (iv) the buffer index, and (v) the compressed frame size
that is used to decompress the frame at the receiving side. The remaining bytes
are used to carry the payload (the compressed frame data). Figure 2.31 depicts
the frames validation check procedure (for the sake of clarity, only one camera is
considered in this example but the proposed system supports multi-camera con-
figuration). Let Pay,; represent an i-th packet of frame k& (1 < i < L, with L
representing the number of frame packets and 0 < k£ < N with N representing
the number of frames. Let C,, be the n-th camera, with n > 1 and F} 4, be the
k-th frame of type RGB or D (depth). At time Tj a packet Pagg of frame Fj p,
camera (] is received by the server and it starts filling the corresponding buffer.
Since UDP does not guarantee packet ordering, it is possible that at time 77, the
server receives another packet Pag( of the other frame Fy pgp. As time goes by,
the packets may arrive not in order and the frame buffers are filled in a non linear
way (it is unlikely that the frames arrive ordered as they have been transmitted).
Hence, it is not possible to determine in advance which frame will be fully collected,
nor whether both color and depth frames can be entirely received. To overcome
this limitation, only the frames that are fully received (color and depth) are con-
sidered for rendering and the previous frames are ignored and deleted. Referring
to Fig. 2.31, at time T}g all the buffers of frame F; are full. Hence, they will be
rendered and all previous frames are ignored. This procedure has been generalized
for a multi-camera configuration and only the frames that are fully received from
all the cameras are rendered. Therefore, it is ensured that distinct frames captur-
ing the same scene from different viewpoints at the same time are rendered and
visualized at the same moment. (Fig. 2.30 (6)).

Rendering

After the frames reconstruction, the frames are sent to the Unity3D application
over the TCP localhost for the rendering stage (Fig 2.30 (7)). Let D; ; be the depth
matrix, with ¢ and 7 being two indices going from 0 to the matrix width and height,
respectively. The depth scaled value ds; ; can then be computed as:

dSZ'J‘ = Di7j8, (28)
where s is a scale factor. The coordinates of the 3D point are computed as:
v =dsi;(i —ps)/ fa
y =dsi;j(j —py)/fy (2.9)

Z = dsi,j7

where f;, fy, Pz, py are the camera intrinsic parameters sent during the Camera
Handshake step, corresponding to the focal length and the principal points, respec-
tively. As this computation is done on the CPU, the vertices are sent to the GPU
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to apply the color data.

2.6.3 The Proposed System

The immersive user interface, the robot controlling strategy and the camera
calibration are presented and discussed in the next sections.

The User Interface

The users can visualize and interact with the remote robot environment by
using the HT'C Vive Pro. The immersive user interface provides two distinct types
of interaction: teleporting and robot controlling. Using the former, the users can
virtually teleport themselves everywhere in the virtual scenario by pressing the
touchpad button of the Vive controller. The latter allows the users to remotely
control the robot arm end-effector by pressing the side joystick button. When the
side button is kept pressed, the joystick pose with respect to the robot base is sent to
the ROS-based robot control scheme over the LAN. Furthermore, a virtual reference
system has been added to the virtual joystick to help users visually tracking the
end-effector translation and rotation.

Robot Teleoperation

The manipulator teleoperation is based on the Vive controller’s pose with re-
spect to the virtual robot reference system. The 6-DOF pose of the Vive joystick
with respect to the robot end-effector is expressed as an SE(3) transformation ma-
trix. As the teleoperation is enabled, the reference end-effector pose with respect
to the robot base and the reference joystick pose with respect to the end-effector
are stored. The goal end-effector offset with respect to the initial reference pose
is computed at every control loop update. Hence, the robot end-effector follows
the joystick pose with respect to arbitrary reference poses determined by the user.
This ensures a consistent control interface from every point of view in the virtual
environment.

Camera Calibration

To properly reconstruct the same scene from different points of view, the RGB-
D cameras have been extrinsically calibrated using the procedure proposed in [21].
Moreover, to detect the robot pose, an Aruco marker [138] has been placed at a
known position with respect to the manipulator. Once the marker is detected by
one of the cameras, it is possible to derive the position and orientation of the robot
arm in the virtual environment.
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2.6.4 A Preliminary User Study

Figure 2.32: The evaluated teleoperation interfaces. Subfigure A) presents Igyr,
subfigure B) presents Igyrg, subfigure C) presents Iygr, and subfigure D) the real
robot.

The key goal is to evaluate the effectiveness of the proposed EVR interface to
control a manipulator for highly accurate and precise tasks. To do so, a preliminary
user study involving a limited number of users has been firstly done. Then, a
more rigorous assessment has been carried out with a consistent number of users
(Sec. 2.6.5).

Since the extrinsic and marker calibrations introduce inaccuracies, the proposed
system (henceforth, Igygr) has been compared with a “pure” VR version of the
interface (Iyg) that does not require calibration. Furthermore, in order to properly
assess whether the point cloud resolution is enough to clearly detect the robot end-
effector in the virtual environment, Igyr has been also compared with an EVR
version that has the robot CAD model overlaid on the reconstructed one (Igygrg)-
Figure 2.32 shows the evaluated interfaces and the real manipulator.

Six users (with ages between 25 and 31 years old) were asked to complete four
distinct tasks using the above three interfaces. The users had to control the real
robot end-effector (EE), doing two different types of task. In the Pose Task (PT),
the users had to place the real robot EE in a specific position and orientation in
the 3D environment. For the Speed Task (ST), the users had to move the real
robot EE, following a pre-set trajectory matching a very specific velocity. The EE
positions/orientations (for PT) and the EE movement along the trajectories (for
ST) were prerecorded using the real manipulator. Hence, it has been possible to
compare the motion of the EE controlled by the testers with a joint base-line, guar-
anteeing an objective assessment of the users’ performance. Both objective and
subjective parameters have been collected: i) the end-effector pose (PT), ii) the
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Figure 2.33: The pose tasks. The final position is highlighted by the red virtual
Ghost.

end-effector trajectory with respect to time (ST), iii) the usability based on the
SUS questionnaire [48], and iv) the workload based on the NASA-TLX question-
naire [169].

The Pose Task

The users had to complete three tasks, positioning the real robot EE in some
specific locations of the 3D space. A virtual asset (called “Ghost”), representing
the robot EE, has been used to highlight the locations in the virtual space. Even
though in PT the users are not forced to follow a specific trajectory, the tasks have
been divided so as to carry out three different types of motions: pure translation
(P0), pure rotation (P1) and roto-translation (P2) (Fig. 2.33). Starting from a
fixed pose of the real robot EE (same for all the tasks), the users had to control
the robot EE so as to place it “inside” the Ghost, matching as close as possible its
positions and orientations. Each PT ended when the user was satisfied with his/her
performance. Ideally, PO required only translation, P1 only rotation and P2 both
translation and rotation. Figure 2.33 shows the PO, P1 and P2 tasks.

The Speed Task

For the preliminary evaluation, ST is composed by only one task (S0). The
users had to move the real robot EE along a pre-recorded trajectory, matching
the pre-computed velocity. The trajectory is represented by a virtual purple line.
The Ghost proceeds along the pre-recorded trajectory with the pre-determined real
robot EE velocity and the users had to move the real EE so as to match as close
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(c) The EVRR interface. (d) The real robot.

Figure 2.34: The users had to move the robot end-effector along the purple line,
following the Ghost’s movements.

as possible the Ghost position. In order to check whether the EE controlled by the
users is accurately reproducing the Ghost motion, the collisions between the virtual
collider robot EE and the one of the Ghost are at checked every frame. In case a
collision is detected, the Ghost keeps moving along the trajectory, otherwise it stops
moving, giving time to the users to align the real EE with the virtual one. The task
ends when the real EE arrives at the last trajectory position. The pre-computed
trajectory consists of a pure translational motion, without any rotations. Finally,
the Ghost begins moving from a location far from the initial trajectory position to
give the users time to get ready for the simulation. It switches its color to green
when it crosses the purple line, highlighting the beginning of the task. Figure 2.34
depicts the SO task.
Furthermore, a video showing the PT and ST tasks can be found at?2.

Preliminary Results

The one-way ANOVA test has been used to verify whether significant differ-
ences exit among the interfaces, showing p values greater than 0.05 (psys = 0.127,

Zhttps://youtu.be/qgY50KUMrg0. Note that in the video the EVR, EVRR and VR interfaces
are called MR_S, MRR_ S and VR__S, respectively.
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Figure 2.35: a) Left-side: the PT translational errors. Right-side: the PT rotational
errors. b) The ST performance. The blue graph represents the baseline. The end-
effector positions are shown in the first three columns, whereas the 3D trajectories
are presented in the last one.

pnasa = 0.1). Even though the limited number of users did not allow to obtain
statistically significant results, some preliminary conclusions can be derived using
the collected results (the effect sizes dsys = 0.51 and dyasa = 0.63 are consid-
ered to be a large effect). Concerning the usability scores (S), both Iygr (5=80)
and Igyrr (S=T71) seemed to be valuable solutions, whereas Igyr provided unsat-
isfactory outcomes (S=58). Results that appear to be supported by the workload
scores (W) (Iyr (W=34), Igvrr (W=39), Igyr (W=60)), indicating that the pure
point cloud seems to be inefficient to teleoperate a manipulator. On the contrary,
a virtual representation of the robot seems to greatly foster the interface usability.
Concerning PT, it is clear that translational errors are minimal for Iyg, followed
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Figure 2.36: The pose tasks (left) and speed tasks (right). Task types are grouped
in rows and the interfaces are grouped in columns. In the pose tasks, the Ghost
is represented by the red virtual end-effector. In the speed tasks, the users have
to move the robot end-effector along the trajectory when the Ghost turns green,
matching its velocity.

by Igvrr and Igyvr (Fig. 2.35a). In contrast, the rotational errors seem to be quite
high, independently of the employed interface. Finally, although the ST outcomes
show similar trends (columns 1-3 in Fig. 2.35b), the Igygrr trajectories appear to
match the baseline more closely than others (column 4 in Figure 2.35b).

These preliminary outcomes indicate that a pure point cloud interface seems
to be less effective than interfaces that provide the visualization of the robot CAD
model. To truly assess the interfaces effectivenss, a more rigorous study is presented
in the next section. In addition to the evaluated parameters (translational and
rotational errors for PT, translational errors for ST, usability and workload), the
effects of the point cloud visualization on the teleoperation itself have been also
considered. Moreover, more compelling ST tasks have been evaluated, considering
also rotational and roto-translational trajectories.

2.6.5 The User Study

Eighteen new users have been involved in the teleoperation assessment task. In
addition to PT (see Sec. 2.6.4), the users were asked to perform more compelling ST
tasks and to fill a more rigorous questionnaire. Specifically, in addition to SO (pure
translational trajectory), two new speed task have been evaluated: trajectory with
only rotation (S1) and trajectory with roto-translation (S2). For S2, the trajecotry
has been highlighted using a virtual purple line similar to the one used in SO whereas
the S1 trajectory is not displayed because it consists of a pure rotational task (the
Ghost only rotates along its horizontal axis with a pre-computed speed). As for the
preliminary study, both PT and ST have been pre-recorded using the real robot,
ensuring a common base line. Figure 2.36 shows both PT and ST visualized with
the different interfaces.
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Both objective and subjective data have been collected and analyzed. The ob-
jective data are (i) end-effector position accuracy (PT) and (ii) similarity among
trajectories (ST). The subjective ones have been assessed through a questionnaire
divided in: (QO) users’ age, sex, and familiarity with robotics and virtual real-
ity (5-point likert scale), (Q1) the Simulator Sickness Questionnaire (SSQ) [217],
(Q2) the System Usability Scale (SUS) Questionnaire [48], (Q3) the NASA Ques-
tionnaire [169], (Q4-Q5-Q6) the “Attention”, “Spatial Situation”, and “Presence”
sections of the MEC Spatial Presence Questionnaire (MEC-SPQ) [465] to evaluate
the virtual environment from a user perspective, (Q7) a custom ranking section
(7-point likert scale) to evaluate the complexity of the three operations: transla-
tion, rotation, and roto-translation, (Q8) the Single Ease Questionnaire (SEQ)?® to
evaluate the overall complexity of the tasks and (Q9) a free form for comments.

Before doing the experiment, each user filled Q0 and he/she was given time to
familiarize with the systems, trying to control the robot arm. Then the user filled
section Q1 before trying a particular interface. After that, he/she ran both PT and
ST for a specific interface, filling sections Q2-Q3-Q4-Q5-Q6-Q7 once completed all
the tasks. The procedure is repeated with the remaining interfaces, changing every
time the interfaces’ order. Finally, the user fills Q8-Q9.

2.6.6 Results

In this section, the collected results are presented and discussed.

The Objective Results

Interfaces Wilcoxon (p), Effect Size (r)
VR | EVR | EVRR VR-EVR EVRR-EVR
POT | 0.007 | 0.0327 0.01 p=0.0, r=0.877 | p=0.0, r=0.846
P1T | 0.009 | 0.033 0.015 | p=0.0, r=0.877 | p=0.002, r=0.723
P2T | 0.009 | 0.048 0.062 | p=0.0, r=0.877
POR | 0.241 | 0.308 0.321
P1R | 0.365 | 0.442 0.319
P2R | 0.45 | 0.446 0.433

Table 2.12: The PT results.

PT performance was assessed in terms of EE positioning accuracy, with respect
to the baseline. The translational error was computed as the Euclidean distance
between the user and the Ghost end-effector position. The rotational error was

Bhttps://tinyurl.com/24p2x2dd
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determined as the minimal angle between the user and the Ghost end-effector ori-
entation. Table 2.12 presents the mean translational (T') and rotational (R) errors
for PT. The data distribution has been evaluated with the Shapiro-Wilcoxon test,
showing a non-uniform distribution for all tasks but for P2R (the rotational errors
of task P2). Then, for the non-uniform data, the Friedman test (p < 0.05) has
been used to check whether there were any statistically significant differences, fol-
lowed by a Wilcoxon Signed Rank test with Bonferroni correction (p < 0.017) in
case those differences were detected. For the uniform data, the one-way ANOVA
test has been used instead of the Friedman test (the effect size has been computed
as introduced in [448] for non uniform data and as explained in [367] for uniform
data). The Friedman test showed significant outcomes in the translational data of
PT (p = 0.0) and the Wilcoxon test reported statistically significant differences be-
tween Iyr-Igvr and Igyvrr-Igvr. As can be seen from Table 2.12, Igyr was found to
exhibit significantly larger translational error compared to the other two interfaces.
For Iyr and Igygrg, the errors were in the range of 1 cm, which is still insufficient
for high-precision tasks like welding or surgery. No significant differences have been
found among the interfaces in terms of rotational error, which was in all cases
relatively high.

ST performance was evaluated by analyzing the similarity between the user
trajectories and the robot baseline. This was determined by using the Dynamic
Time Warping (DTW) algorithm [144], which computes an optimal match between
two time sequences, with certain restrictions for preserving continuity. Translation
and rotation were evaluated separately, where the chosen metrics were Euclidean
distance and minimal angle offset, respectively. The trajectory tracking error was
defined as the normalized alignment cost, that is, the sum of the distances between
individual matched points, divided by the total number of points. The error was
thus obtained in meters for translation and in radians for rotation, where a lower
score indicates a higher degree of similarity between the user trajectory and the
baseline. The obtained results are collected in Table 2.13. Regarding the data dis-
tribution, SOT, SOR and S2R show a non-uniform distribution and thus they have
been subsequently analyzed using the Friedman and Wilcoxon with Bonferroni cor-
rection tests. On the other hand, since the data of S2T, S1T and S1R show an
uniform distribution, they have been evaluated using the one-way ANOVA test and
a two-tailed t-test (p = 0.017) with unequal variance. The Friedman test detected
statistically significant differences for SOT, SOR and S2R (p = 0.001, p = 0.0 and
p = 0.001, respectively) whereas the ANOVA test reported significant differences
only for S2T (p = 0.0). For most speed task aspects, significant differences were
found between the Iyr and Igygr, showing that the pure virtual reality interface
better supports accurate trajectory tracking. Similar findings were recognized be-
tween the Igyrr and Igygr interfaces for some of the speed tasks. Much like the pose
tasks, the speed task results exhibit errors in the range of centimeters (translation)
and several degrees (rotation).
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Wilcoxon (p), Effect Size (r)
T-Test (p), Effect Size (r)
VR | EVR | EVRR VR-EVR EVRR-EVR
S0T | 0.012 | 0.018 | 0.016 | p=0.001, r=0.774 | p=0.006, r=0.649
SOR | 0.108 | 0.146 | 0.119 | p=0.003, r=0.692
S2T | 0.012 | 0.028 | 0.013 p=0.0, r=0.596 p=0.0, r=0.587
S2R | 0.128 | 0.213 | 0.112 | p=0.005, r=0.662 | p=0.0, r=0.846
S1T | 0.006 | 0.016 | 0.001
S1R | 0.123 | 0.14 0.142

Interfaces

Table 2.13: The ST results.

The Subjective Results

Table 2.14: The subjective questionnaire outcomes. The symbol “*” denotes that
no statistically significant differences have been found.

Interfaces Wilcoxon (p), Effect Size (r)
VR | EVR | EVRR | VR-EVR | EVRR-EVR | VR-EVRR
Q2 |83.333 | 58472 | 79.861 | POV p=0.0
r=0.830 r=0.80
Q3 | 36.999 | 63.351 | 39.036 | POV p=0.0
r=0.871 r=0.861
p=0.014 p=0.005
4 | 48.235 | 42.764 | 47.764
Q r=0.584 1=0.662
Q5 | 15.647 | 39.529 | 46.176 | POV p=0.007 p=0.0
r=0.853 r=0.644 r=0.882
Q6 | 31.117 | 40.882 | 45.764 p=0.014 p=0.004
r=0.584 r=0.661
p=0.002 p=0.002
7-T | 6.000 | 4.722 | 5.944
Q r=0.731 1=0.843
Q7-R | 5166 | 3111 | 4555 | POV p=0.001
r=0.773 r=0.754
Q7-TR | 3777 | 2000 | 3277 | P=0-002 p=0.004
r=0.714 r=0.686
Qs | 5666 | 3222 | 5000 | P70V p=0.0
1=0.881 r=0.841

According to the Q0 outcomes, all users were male, with an average age of 28.78
years. Regarding their previous experience with robotics and virtual reality, they
showed on average a moderate knowledge of both fields (robotic = 2.57, virtual =
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2.58). Table 2.14 shows the remaining questionnaire sections. Since Q1 results did
not include any simulation sicknesses, they have been omitted from the table. All
results of the different questionnaire’s sections have been firstly evaluated with the
Shapiro-Wilk test to verify the data distribution (normal or not). Since in each of
the sections at least one of the interface reported non-uniform data, the Friedman
test has been used to evaluate the differences among the interfaces in each section,
followed by the Wilcoxon Signed Rank test with Bonferroni correction. Regarding
Q2-Q3-Q4 results, both Iyg and Igyrr performed significantly better than Igyg (no
difference has been found between Iyg and Igygrr). Q5-Q6 results show a different
trend. For both sections, Igyrr Was considered the best interface to increase the
perception of the environment and the sense of virtual presence. On the contrary,
Iyr obtained the lowest scores for both sections and no statistically significant
differences were detected between Iyr and Igyg for Q6. The Q7 outcomes indicate
that the Iyg allowed the users to perform the operations in a more intuitive way
than the other interfaces. Also in this case, Igyr did not allow the users to easily
control the robot, whereas they considered the effectiveness of Igygrgr in line with
Iygr. Finally, the results of Q8 confirm the previous results. The users perceived
Iyr as the most intuitive of all the interfaces that have been compared, followed by

Igvrr and Igyg.

2.6.7 Discussion and Conclusions

Overall, the results definitely point out that the pure Igyg interface is not ad-
equate to finely control robotic manipulators in high accuracy tasks, whereas the
visualization of the robot CAD model greatly improves the effectiveness of the
interface.

One of the main issues of Igyr was related to the resolution of the point cloud.
That is, it seems that a pure point cloud is not enough detailed to clearly visu-
alised small/medium size objects. Specifically, it generates artifacts close to the
objects’ edges (Fig. 2.37) that do not allow to clearly distinguish the object from
the background. The 3D points placed very close to the edge are correctly colored
using the color information of the background, but mistakenly positioned using the
depth information of the edge points, generating artifacts all around the objects.
This limitation greatly affects the visualization of the robot end-effector, making
really hard the robot control. This outcome seems to go against some previous
works [480, 479]. These works focused on pick-and-place tasks and problems re-
lated to the point cloud artifact have not been reported. Moreover, since the point
cloud changes at every frame, it does not provide stable virtual assets. By vi-
sualizing it, the point cloud may seem unstable and always in movement. This
continuous motion increases the cognitive workload required by the interface, low-
ering the users’ attention. These drawbacks have also been detected in the users’
comments. In any case, strategies should be pursued to improve the quality of the
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point cloud, making it less noisy. As an example, the objects’ of interest (e.g., the
robot arm) should be detected in the real environment and substituted in real-time
with the corresponding CAD model (including textures).

Figure 2.37: The point cloud artifacts generated close to the robot arm edges.

Concerning the “Spatial Situation” and “Presence” sections, since the users
could only visualize the manipulator, unsurprisingly the Iygr interface has been
considered not acceptable to foster the perception of the environment and the sense
of immersion. However, it should be noticed that also in this case the Igyrr has
performed better than the Igyg interface, probably giving a clearer visualization of
the “main-actor” (the manipulator itself). Another concern is also the scaling factor
between the user and the robot translation; a lower factor allows for positioning with
higher precision, while a higher factor grants higher speed, requiring less human
arm movements. This trade-off should be considered with respect to the specific
task requirements.

At the current stage, Igyvgrr is still inadequate for high-precision applications
such as surgery or welding. However, it can be employed in creative tasks such as
painting and choreography. It has also been demonstrated that the manipulator
visualization could greatly improve interaction, obtaining performances similar to
the Iyg interface. Future works will focus on improving the quality of the point
cloud, trying to lower the negative effects of the artifacts. Moreover, the transla-
tion scaling factor will be added into the manipulator control interface, providing
the users the ability to adjust the speed vs. accuracy trade-off during the task
execution.
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Chapter 3
AR VR in the Gaming Area

Part of the works done for this Ph.D dissertation and described in this chapter
has also been published in [88, 86]. An additional work presented in Sec. 3.3 is
currently under review at “Virtual Reality™

Among the different VR and AR domains, the entertainment industry has al-
ways played a key-role in the advancement and improvements of these two tech-
nologies. A plethora of AR and VR applications can be found in the entertain-
ment area [417, 20, 310, 266] and most importantly they can be used to develop
videogames [486, 143, 133, 49, 385]. This fact is also confirmed by the remarkable
income of this industry [464] and the aspiration of videogame players to be part of
the game [26].

Since the nineties, VR HMDs have been used for gaming. One of the first well-
know example is the Nintendo Virtual Boy, a 32-bit device capable of visualizing
stereoscopic contents. Thanks to technological advancements, the VR headsets have
begun to be employed in several different game-based domains. Even though the
proposed applications are still based on the game logic, their main goal is not the
entertainment itself, but the development of learning environments, thus involving
educational experiences. On the current state of the art, several works can be
found [32, 418, 449]. In [32], an immersive VR environment is exploited to evaluate
what is the influence of perception over sport actions. Stone et al. [418] discussed
the use of immersive headsets in the aviation industry, whereas VR immersive
environments are employed in [449] for pain management. In the gaming area,
further comparisons between VR and non-VR technologies were made to see how
an immersive VR environment differs from a non-VR one and to determine the effect
of immersive VR technologies on the game experience [331, 483]. In [331], different
game experiences (with VR and non-VR technologies) are evaluated in a first person
shooter game. Although the outcomes point out that the players preferred the

'https://www.springer.com/journal/10055/updates/18008620
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non-VR interface in terms of usability, the VR one has been perceived as more
compelling and attractive. Wilson et al. [483] analyzed the impact of immersive
VR in violent video games. The collected results show how the users felt higher
presence and body ownership with respect to the non-VR solution, feeling more
violence and thus suggesting to change the game rating. Other studies related to
VR can be found in [64, 66].

As well as VR, the AR technologies have been extensively used and researched
in the gaming domain. The first acknowledged collaborative AR gaming system
dates back to 1998, when Szalavari et al. presented a multi-player AR system
for interacting with tabletop games [429]. A few years later, Thomas et al. [441]
extended the Quake game to an AR scenario, allowing players to shoot down the
virtual monsters in the real environment using a wearable AR device. The AR
interfaces have been also researched to foster the game experience in outdoor en-
vironments by employing wearable [19] and handheld [72] devices. Even though
the game design should be carefully planned to avoid undesired issues [40], new
devices (such as the Microsoft HoloLens) have been successfully used in huge size
environments providing exciting game experiences [369]. Referring to the indoor
scenarios, Nojima et al. [315] presented an AR interface to augment sports by com-
puter generated assets. A custom version of the dodge-ball game is presented whose
players can fight each others by throwing a real ball. Players can visualize damages
represented by virtual health-bars placed above the opponent players’ head.

Concerning the AR and VR technologies in the gaming context, another in-
teresting domain is represented by the “hybrid” games, that is, games that can be
experienced using concurrently both AR and VR interfaces. Thomas et al. [442] im-
proved their AR Quake game, giving support to AR/VR collaborative multiplayer,
enabling players to impersonalize different virtual characters using a werable AR
device and a desktop VR interface. Some years later, Cheok et al. [63] presented a
modified version of the well-known Pacman game. Two players, using two wearable
devices, were able to interact visualizing virtual assets superimposed in the real
scenario. The VR player could provide support to the Pacman character repre-
sented by the AR player. A plethora of AR and VR devices is considered offering
several different crossmedia experiences in [255]. Each interface provided users dif-
ferent functionalities, highlighting the peculiarity of each device. Clash Tank [358]
presented a slightly different methodology. Although the users were placed in an
immersive VR environment, they could still interact with the real scenario by visu-
alizing it through a virtual monitor. Further examples can be found in [457, 117]
which alternate the order of the AR/VR interfaces according to the game flow.

Considering the aforementioned state of the art, this chapter will discuss several
works done for this Ph.D dissertation: (i) a preliminary study to evaluate the
usability of the AR and VR interfaces for tabletop games, (ii) the impact of FoV
on the usability of AR and VR interfaces in first person shooter games and (iii) a
novel framework that eases the development of the hybrid games.
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3.1 An Evaluation of VR/AR Interfaces Usabil-
ity in Tabletop Games

The tabletop game has been chosen for several reasons: firstly, choosing oth-
erwise would mean selecting a game that has been released for virtual reality and
then porting it to augmented reality, or viceversa. However, porting a game to a
specific environment (AR or VR) may result in a challenging task making it almost
impossible to provide the same game experience in both environments. Secondly,
several well-known tabletop games have been already ported into virtual reality
environment, such as Scrabble, Monopoly or Risk. Among them, the chess game
seems quite appropriate for multiple motives: (i) it is very well-known world-wide,
(ii) it has already been employed as a test bed for research on AR game inter-
faces [363, 33] and (iii) it provides a strategic deepness essential to assess whether
different interfaces could affect the game experience.

3.1.1 The System Architecture

In a chess game, only the start and the end positions of the piece that it is
going to be moved by one player have to be exchanged, thus the proposed system
is composed by two different reference systems that exchange data in real time on
a socket connection. The transformations relative to the 3D assets (movement and
rotations of the game piece) are applied locally in each system of reference.

The system architecture is composed by an Oculus Rift DK2 Kit (VR player)
and the Microsoft HoloLens device (AR player). Both devices are connected on
the same LAN. In the AR player environment, the opponent’s game pieces (see
Sec. 3.1.2) have been aligned using an image target placed at a known position
with respect to the real chess board. Both AR and VR applications have been
developed using Unity3D as game engine. In addition, the AR software includes
the MixedRealityToolkit? to handle the interaction, the Vuforia library® for the
target recognition and the LiteNetLib library* for the socket communication. On
the contrary, the VR application includes the SteamVR Plugin® to access to the
Oculus Rift DK2 hardware. The socket channel is used to exchange data related
to the starting and ending positions of the game pieces. Hence, a move carried
out in a specific environment is immediately replicated in the other scenario and
viceversa.

’https://github.com/Microsoft/MixedRealityToolkit-Unity
3https://developer.vuforia.com/downloads/sdk
‘https://github.com/RevenantX/LiteNetLib
Shttps://assetstore.unity.com/packages/templates/systems/steamvr-plugin-32647
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3.1.2 The Game Play

In the VR environment both the game pieces and the chess board are virtual.
On the contrary, the AR player can interact with his/her own real game pieces
(the white ones) against the augmented representation of the VR game pieces (the
black ones). The AR player starts the game changing the position of one of the real
white pieces. At the same time, the virtual asset of the corresponding white piece
is moved in the VR environment, keeping synchronized the two environments (see
Sec. 3.1.3 for a detailed explanation regarding the movement of the white pieces).
The same strategy is adopted when the VR player makes his/her own move.

3.1.3 The Interfaces

Two distinct interfaces (AR and VR) have been developed. Nonetheless, the
interaction paradigm is identical for both interfaces and it is represented by the
following work flow: (i) piece selection and (ii) piece movement.

The VR Interface

The VR player visualizes the game pieces by using the Oculus DK2 and he/she
can interact with them using an XBOX 360 joystick. In order to select a specific
game piece a combination of ray-cast and buttons is used. Specifically, when the
ray-cast hits a virtual tile, the tile is highlighted in yellow color and a small virtual
cube (called cursor) is rendered at the hit coordinates. If the tile contains a movable
piece, the VR player can select it using the joystick “A button”. Then, the available
moves of the selected piece are highlighted on the chessboard. If one or more of
the available moves intersect a tile occupied by an enemy piece, that particular
tile is colored in red. The user can then select the final tile and the corresponding
game piece is moved, ending the player’s turn. Since the AR player can freely move
around the real environment to visualize the chess-board from different points of
view, the same feature has been added to the VR interface: the player can rotate
the virtual chessboard around the global y and x axes analyzing the game field from
other view points. Furthermore, since several chess games provide either a single
top view or a 45° view, both view have been made available to the player through
shortcuts.

The AR Interface

The AR interface is made up by three distinct layers: (i) gaze, (ii) gesture
and (iii) sound layers. The gaze layer works as in the VR interface with just few
adjustments. When the ray-cast hits a virtual hidden chessboard (not visible and
aligned using the image target), a 3D cursor is rendered on the real chess board and
the corresponding tile is virtually highlighted. In order to connect the real piece
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and its virtual representation, a mechanism to synchronize the real move and the
virtual one has been added to the system. When a tile containing a game piece
is highlighted, the user can select it using the air tap gesture recognized by the
HoloLens device, showing the available moves of the selected game piece. The tile
can be selected using the air tap gesture and the available moves are shown on the
real chess board. Then, he/she has to select the final tile by air tapping it and the
player’s turn ends when the real game piece is physically moved by the AR player.
Every time an air tap gesture is performed, the position of the selected piece on the
chess board is sent to the VR interface, keeping the environments synchronized.

To be sure the AR player physically moves his/her own game pieces, a pre-
recorded voice informs the user to move the real piece. Moreover, a virtual green
grid overlapped on the real chessboard can be activated or deactivated to clarify the
visualization of the virtual pieces. Since animations can greatly improve the game
experience, conveying emotions, motivations and intentions to the viewers [115],
the “attack” and “death” animations of the game pieces have been added to both
interfaces. Finally, a fixed user interface informs the user about the identity of the
current player. Fig. 3.1 shows the AR and the VR interfaces.

Figure 3.1: Left-side: the VR view. Right-side: the AR interface.

3.1.4 Tests and Results

In order to compare the usability of the proposed AR and VR interfaces, some
tests have been carried out at the Politecnico di Torino. Twenty volunteers took part
in the experiment, 12 men and 8 women, with ages between 21 and 34 years. The
testers have been divided into 10 pairs, and each tester evaluated both interfaces.
A questionnaire has been submitted to the users, using the System Usability Scale
(SUS) [48] ranked with a five Likert scale. The test procedure was the following:
given one pair, each user (user A and B) has been randomly assigned an interface
(e.g., the AR one for user A and the VR one for user B). Then, both testers were
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Figure 3.2: The SUS final scores.

given time to try the interfaces and the interaction paradigm. When the users felt
ready, they could start the real experiment (the chess game), lasting at most 10
minutes. At the end of the game, each user had to complete the SUS questions
related to the evaluated interface (either the AR or VR one). Then, the users
swapped the interfaces, playing another training session. The last game session
started, lasting again at most 10 minutes. Finally, each user had to fill the SUS
questions related to the assessed interface.

Overall, both interfaces have been considered adequate to play the chess game,
thus it is reasonable to consider the interface deployment through the proposed
framework successful (Fig. 3.2). The SUS scores of the AR and VR interfaces
are equal to 73 and 85.125, respectively, and the post-hoc Wilcoxon Signed Rank
test showed a statistically significant difference between the interfaces (p = 0.007
with effect size d = 0.6, which is considered to be a medium effect size). The
d value has been computed following [448]. It is possible to infer that the AR
interface was affected by at least three different problems: (i) hardware related
problem, (ii) interaction problem and (iii) visualization problem. The first issue
is related to the very limited HoloLens FoV (around 35°) that prevented the users
from clearly visualizing the moves of the VR opponent, loosing the game flow. The
underlying reasons of the second issue are related to a weak link between the virtual
environment and the real one. In fact, the AR input interaction forced the user to
interact firstly with the virtual world and then with the real one. It is reasonable
to presume that this “double” form of interaction required a substantial cognitive
workload forcing the user to focus only on the interaction paradigm and not on
the game itself. Moreover, some users had trouble doing the HoloLens tap gesture.
The last issue regards the difficulty in perceiving the game field depth. When a
virtual game piece was occluded by a real one (or viceversa), the AR users were not
able to realize which piece was in front of the other and they had to change their
position to visualize the game board from a lateral view.
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3.1.5 Conclusions

A innovative AR/VR multi-player game system that allows players to experience
the same (or similar) game experience has been presented and evaluated. Although
the collected results do not allow to present clear and definitive conclusions, both
interfaces were deemed suitable to interact with the same digital contents. Even
though the interfaces belonged to different environments, the same functionalities
were provided. If for a specific environment it is possible to obtain a particular
interaction thanks to the software, the same interaction can be obtained in the
other environment exploiting the hardware. However, a greater number of users
should be involved to confirm the discussed hypothesis. Future works will analyze
the effects of the FoV on different types of video games, such as the first person
shooter games.

3.2 The FoV Impact on Hybrid First Person
Shooter (Games

Few works have analyzed the impact of FoV on AR applications. In [456], three
distinct FoVs (small, medium and large) have been compared in target following
tasks. The outcomes show that small FoVs are inadequate for tracking people
whereas no significant differences have been found between medium and large sizes.
On the contrary, Ren et al. [366] found out that a large 108x82° FoV allows users to
fulfill tasks quicker than by using a small FoV constrained to 45x30°. Two different
typologies of AR labelling techniques (in-view and in-situ) have been compared
using a custom display with dynamic FoV, in a search target scenario in[225]. The
main results indicate that as the FoV reaches 100°, the in-situ labelling discovery
rate increases, whereas the in-view one shows an opposite trend. Nonetheless,
the performance of both strategies converges at 130°. Finally, an evaluation of
the cognitive workload using three distinct devices with different FoVs in a button-
pressing precedural task is presented in [27]. The outcomes prove that the projected
AR device required substantial less cognitive load compared to the other devices.
Hence, the authors suggest using a great number of visual aids for improving the
performance of narrow FoV devices.

Moving from the above analysis and from the main outcomes of Sec. 3.1, there
is a lack of works regarding the impact of FoV on the usability of hybrid multiplayer
first person shooter games. In the next sections, the system architecture and the
proposed strategy are presented and discussed.
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Figure 3.3: Left-side: the AR player with the HoloLens device. Right-side: the VR
player with the Oculus device.

3.2.1 The System Architecture

The device of the VR player (VRP) is represented by an Oculus Rift (and
related Touch controllers) connected to a Personal Computer (PC), whereas the
AR player (ARP) can interact using a Microsoft HoloLens® (and related Clicker?)
device. Both devices should be connected on the same LAN using a UDP socket
connection.

The Unity3D game engine has been used to develop the hybrid environment.
The VRP PC acts as a server (specifically as a host) whereas the ARP device
acts as a client. In order to manage the network connection and to access the
data from the two employed devices, the following libraries have been used: (i)
the MixedRealityToolkit-Unity® and SteamVR Plugin® to access the HoloLens and
Oculus hardware data, respectively and (ii) the Unet Unity API' (High Level API)
to manage the client-server architecture. Figure 3.3 shows the system architecture.

3.2.2 The Game Level Design

To single out the influence of the FoV, the same game experience should be
conveyed, overcoming the intrinsic differences of the employed devices. To achieve
the proposed goal, the level design, that is, the set of game level, user interface and

Shttps://www.microsoft.com/it-it/hololens
"https://docs.microsoft.com/en-us/windows/mixed-reality/hardware-accessories
8https://github.com/microsoft/MixedRealityToolkit-Unity/releases
https://assetstore.unity.com/packages/templates/systems/steamvr-plugin-32647
Onttps://bitbucket.org/Unity-Technologies/networking/src/2018.3/
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alter ego, should be carefully planned to make the VRP and ARP game experiences
as similar as possible.

The Proposed Alter Ego

Figure 3.4: The virtual drone controlled by the players.

A virtual drone has been used as alter ego for both VRP and ARP for two main
reasons: firstly, the control of human characters would have required an ad-hoc
input system, emphasising the devices differences. Secondly, a humanoid avatar
could be arduous to visualize using the HoloLens device (see Sec. 2.5). Thus a
simpler and more visible alter ego has been used. The virtual drone is shown in
Fig. 3.4. 1t can fly in all directions, firing from two laser side guns.

To ensure that both players can control the alter ego in a similar way, the
player’s inputs have been carefully planned. Specifically, concerning the ARP, the
HoloLens global position and the local rotation have been directly mapped to the
virtual drone’s global position and local rotation. Thus, the drone can reach at
most an altitude equal to the ARP’s physical height. The laser fire action is handled
using the direction of sight as a gun-sight and the HoloLens Clicker button as a fire
button. The HoloLens gesture recognition mechanism has not been employed as
hands may occlude the fire direction and the air tap gesture can strain arm muscles.

The VRP’s interaction paradigm has been designed in a similar way. The left
Oculus Touch thumbstick and the rotation of the headset have been mapped to
the drone global translation and local rotation, respectively. Specifically, the head
rotation provides the motion direction, whereas the vertical axis of the thumbstick
provides the translation magnitude. On the other hand, the thumbstick horizontal
axis provides both the magnitude and the direction of translation. A maximum
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drone flight altitude has been added as a constraint to provide movements compa-
rable to those of the ARP. Finally, the right Oculus controller trigger button is used
to shoot the laser bullets. Figure 3.5 illustrates the ARP and VRP input mapping.

Rotation AR

Translation AR

;e

Figure 3.5: The similar input mapping between AR (left) and VR (right)

The Proposed User Interface

The user interface has been kept as minimal as possible to provide a wide field
of vision. It is essentially composed by three elements that represent the life of the
players, the action of being shot and the action of firing.

The drone life is represented by a virtual health-bar, placed at a pre-defined
distance from the top-part of the drone. To make players aware of being shot, the
virtual camera is occluded for few seconds with a semi-transparent red panel, high-
lighting the shoot action. Finally, when the laser bullet is shot, a sound of gunfire
is played improving the realism and the sensation of game immersion. Figure 3.6
shows the two different user interfaces.
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(a) The AR view. (b) The VR view.

Figure 3.6: The virtual Uls.

(a) The real office. (b) The virtual representation of the real of-
fice.

Figure 3.7: The real and virtual environments.

The Hybrid Environment

The game environment consists of two separated rooms connected by a hallway
at Politecnico di Torino university. Using a detailed map (with dimensions, obsta-
cles, etc.), a designer has modeled the related virtual environment, matching 1:1
the obstacles positions/orientations (Fig. 3.7).

Since the networking layer is represented by a client-server architecture, the
game environment has been deployed on the server (the VRP system, acting as a
host) and the ARP can access it by using the UDP socket connection. However, to
be consistent with the different interfaces, only the VRP can visualize the virtual
environment, whereas in the ARP’s scenario the virtual meshes have been kept
invisible. Only some virtual obstacles and traps have been rendered in the ARP’s
environment, improving the game realism. Furthermore, a pre-scanned point cloud
of the game environment has been used to improve the HoloLens spatial mapping
capabilities [369]. The related virtual mesh has been only deployed in the ARP’s
client application. Figure 3.8 shows the game environment and the related point
cloud.
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(a) The detailed map of the real office. The (b) The office point cloud.
red areas denote the game field.

(c) The virtual game map. (d) The point cloud superimposed over the
virtual office.

Figure 3.8: The game map.

3.2.3 The ARP Environment Improvements

Since ARP is acting in the real environment, there may be issues related (i) to
the alignment of the reference system, (ii) to the restriction of the game map and
(iii) to the occlusions. The former has been managed defining a fixed ARP starting
position, that is, before starting the game, the HoloLens device has to be placed on
the real floor with a known position and orientation (Fig. 3.9 top-left) to complete
a calibration procedure.

The second one refers to the real physical boundaries of the game environment.
To prevent the ARP from entering in zones not included in the game environment,
some virtual models have been added to the game map (see Fig. 3.9 top-right).
They have been placed in front of doors or corners in which the ARP should not
pass. These specific assets have been chosen because they remind the concepts of
“forbidden”, “work in progress” or “prohibition”.

Finally, the point cloud color material of the game environment (see Sec. 3.2.2)
has been set to pure black to properly handle the occlusions between the real and
virtual model. Hence, the ARP is able to visualize the real environment and the
occlusions between the game map and the virtual models (Fig. 3.9 bottom-left and
bottom-right).
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\
|

(a) The HoloLens starting position. (b) A virtual barrier to avoid ARP entering
in non-game zones

A

e ——

(¢) The point cloud black material. (d) The occlusions between real and virtual
objects.

Figure 3.9: The ARP environment improvements.

3.2.4 The Game Modality

Figure 3.10: An example of trap added to make the game more compelling.

The players compete one against the other, trying to eliminate the opposing
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drone. Some virtual traps have been added to the game environment, making the
game more attractive and compelling. The traps are placed in some specific zones
and they can be activated when a player enters in their operative zone (Fig. 3.10).

3.2.5 Tests and Results

The preliminary tests involved ten people divided in five sessions; two users
evaluated the system for each session. A test session is split in two different sub-
sessions. During the first one, one of the users plays with the VR device and
the other one plays with the AR device. Then, after 10 minutes, the users have
to fill the SUS usability questionnaire [48]. During the second sub-session, the
users exchange the devices and play a new game session for 10 minutes, filling the
SUS questionnaire once the game match ends. Once completed both sessions, the
users have to fill a custom section indicating pros and cons of the VR and AR
interfaces. Users were Ph.D. or M.Sc. students of the computer science department
and they had some previous experiences with the AR and VR technologies. Hence,
the training phase was kept quite short and was basically aimed to explain the
shooting mechanism. The users involved in test were 9 males and 1 female, with
age ranging from 21 to 36 years.

Tables 3.1 and 3.2 show the AR and VR outcomes, respectively. Mean value ji4r
and variance %5 for the AR application are 27.3 (68.5 normalized in hundredths)
and 67.3, respectively. Whereas uyp and variance o5 for the VR application are
30.5 (76.25 normalized in hundredths) and 23.1, respectively. Under the null hy-
pothesis Hy that par = py g, and the alternative hypothesis that the two means are
different, the Wilcoxon Signed Rank Test has been performed by obtaining a prob-
ability p = 0.386 higher than 5%, therefore the null hypothesis cannot be rejected
and the difference between the two mean values of usability is not statistically sig-
nificant (the effect size d = 0.27"' can be considered to be a small effect). It cannot
be claimed that an application is more usable than the other one, even if a slight
preference for the VR solution can be noticed. Despite these limited outcomes, the
majority of the users indicated the FoV as the main limit of the AR interface (as
in Sec. 3.1): it was very hard identifying the enemy position, specifically when the
two opponents were close. On the other hand, the possibility of moving in the real
environment is the most appreciated aspect of the ARP interface. Referring to VR,
the users appreciated the level of realism of the environment but they found diffi-
culties in using the gaze pointing mechanism. Only one user slightly experienced
motion sickness using the VR application.

Finally, only two AR users exceeded the game area, indicating that the virtual
barriers design was effective to limit the ARPs’ movements.

"The effect size has been computed following the approach detailed in [448]
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User [ Q 1]Q 2/Q 3|Q 4/Q 5/Q 6]/Q 7]/Q 8]/Q 9]Q_10
1 3 1 3 4 3 4 1 4 4 4
2 1 3 2 4 2 2 3 4 2 4
3 2 3 3 1 3 4 2 3 1 1
4 1 4 3 3 3 4 3 2 3 4
5 1 4 3 4 2 2 3 3 4 4
6 2 1 3 4 3 4 3 4 3 4
7 2 2 1 2 2 3 3 2 3 4
8 2 2 4 1 3 3 1 3 4 4
9 0 1 0 1 3 2 0 0 0 1
10 1 1 4 3 1 3 1 4 2 4

Table 3.1: Results obtained by testing the augmented application.

User Q 11Q 2|Q3/Q4/Q 5/Q6|/Q 7/Q 8]/Q 9[Q_10
1 1 3 3 4 2 2 3 3 3 4
2 3 1 3 1 3 2 3 3 3 1
3 3 3 3 2 3 1 2 4 3 3
4 3 1 3 3 3 1 3 4 3 4
5 3 4 3 3 2 2 1 2 2 1
6 2 3 3 3 3 3 2 3 2 3
7 2 2 3 2 2 1 2 2 3 1
8 4 1 A 1 A 1 1 A 1 A
9 3 1 3 1 3 1 3 4 2 3
10 1 4 1 3 3 2 3 1 1 4

Table 3.2: Results obtained by testing the virtual application.

3.2.6 Conclusions

The usability of AR and VR interfaces has been assessed in a first person shooter
game. Although it has not been possible to statistically demonstrate the effects
of different FoVs on the game usability, several users reported that the FoV was
the major cause of issues, lowering the AR game experience (results similar to
Sec. 3.1). Nonetheless, they have appreciated the possibility of moving freely in the
real environment. It is worth mentioning one possible limitation of the proposed
study. Although great effort has been done to convey the same game experience by
providing almost the same interaction paradigm, the devices intrinsically differ from
each other and it is possible that other factors have affected the game experience.
Further experiments will be carried out by using devices that provide more similar
characteristics than the ones used in the proposed experiment. For instance, a HTC
Vive Pro equipped with the external video cameras could be used to convey both
VR and AR experiences.

129



AR VR in the Gaming Area

3.3 The VR/AR Framework

The previous chapter presented a consistent state of the art related to the use
of AR and VR interfaces for hybrid environments. However, the creation of such
environments requires great effort and skills and there is a lack of study or projects
that provide frameworks to ease the development of the hybrid environments. When
developing hybrid scenarios, some design and implementation issues may arise due
to the intrinsic differences between these two technologies. Since the AR players
should be able to play in an augmented version of the real world, the virtual assets
(commonly referred to as entities) should be merged seamlessly with the real ones.
Furthermore, the AR physical movements should safely take place in medium/large
size areas, whereas the VR movements are usually constrained in relatively small
and obstacle-free zones. As it has been explained in this chapter, to let both users
play in the same hybrid environment, it is necessary to create a virtual replica of the
AR environment or at least one that is designed coherently with the obstacles and
the objects positioned in the play area, blending elegantly the virtual assets with the
real objects. Whereas several AR users physically placed in the same location would
be able to fully see each other, the VR players, limited by the current technologies,
would visualize just an approximation of the real users (in terms of appearance and
motion). Especially for video games, being able to effectively and equally interact
with the other participants is not only important from a usability point of view,
but it also guarantees a fair game experience.

To develop a hybrid multi-user application, developers have to usually employ
SDKs (often not open-source and protected by licenses) specific for a particular
device. Furthermore, Broll et al. [47] identified a set of common issues that should
be carefully taken into consideration in order to develop a fully immersive experi-
ence: (i) keeping shared worlds consistent, (ii) the network protocol must scale to
the (large) number of users, (iii) consideration of reliability issues versus interactiv-
ity, (iv) support of cooperation rather than coexistence, (v) heterogeneous network
connections, and (vi) composition of large-scaled subdivided worlds.

NPSNET [271] and VRML 2.0 [54] represent two early works in the sharing
of virtual contents over the network. However, they are not suitable for mod-
ern computer applications and devices. DIVERSE is another example of modular
VR framework [216]. Although its aim was to ease the development of device-
independent virtual scenarios, it was not designed with AR in mind. VHD++ [348],
MORGAN [319] and Instantreality [29] are modular and extensible frameworks for
AR and VR. Although they are indeed quite powerful frameworks, the underlying
technology is quite complex and they do not provide integrated and easy to use tools
for scene creation and management. Other examples of frameworks targeting only

VR are represented by inVRs [13], CalVR [389] and CocoVerse [391]. The first one
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consists of a C++ framework for networked VR applications offering a modular de-
sign, the second one is an open-source VR middleware based on OpenSceneGraph'?
whereas CocoVerse is a multi-user immersive environment where users can collabo-
rate to create virtual assets using a set of predefined tools. Despite their promising
capabilities, CalVR, inVRs and CocoVerse have been designed for VR and they are
not suitable for hybrid environments. Finally, ARTiFICe [298] is one of the most
recent frameworks with multiplatform support and integrated authoring tools for
scenes creation. To the best of the authors’ knowledge, ARTiFICe does not sup-
port modern devices such as the Microsoft HoloLens and it does not offer a uniform
experience regardless of the hardware of choice.

Although the presented frameworks provide several functionalities and support
extensibility, even the most recent ones (and other commercial frameworks such as
the MRTK V2'3) present at least two relevant issues: firstly, most of them are not
designed to support a hybrid multi-player environment; secondly, even though some
of them could theoretically provide such support, they are not designed to provide a
comparable experience regardless of the employed hardware (VR or AR). Thus, in
the following sections, the novel framework called Harmonize will be presented and
discussed. Its most relevant novelties are the following: (i) developers can create
hybrid environments providing a similar experience for both AR and VR players; ii)
the framework is hardware-independent and (iii) its design is as extendable to novel
hardware as possible. Moreover, Harmonize has been also evaluated collecting both
objective and subjective parameters assessing its performance from a newtworking
point of view as well as its usability from a user perspective.

3.3.1 The System Architecture

Application Controller

f | f i f f f

Real & Virtual
World
Alignment

Application Menu World Entity Network Time
Logic Management Management Management Management || Synchronization

Figure 3.11: The framework architecture with application controller and modules.
The Application Logic refers to the application mode, which is defined by a set of
rules. The Network Management module handles connections and network mes-
sages. The Real & Virtual World Alignment module is needed to support AR
systems.

2http://www.openscenegraph.org/
https://github.com/microsoft/MixedRealityToolkit-Unity/releases/tag/v2.4.0
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The system requirements are the following: firstly, the developers should be able
to easily add both the rules of the intended application (e.g., the game rules) and
new entity classes (entities are human-controlled or computer-controlled actors).
Secondly, the framework should handle autonomously all the networked application
features, such as connections, distributed computation and synchronization. The
framework has been designed in a modular fashion (see Fig. 3.11). For every major
functionality, such as networking and entity management, an independent module
has been developed and all the modules are administrated and coordinated by a
central unit, the application controller.

The User Input Management

Modern frameworks ensure the input forward-compatibility, that is, the ap-
plications developed with these SDKs will be compatible with upcoming devices.
This can be obtained by virtualising raw inputs and providing actions that can be
triggered by inputs. When a new device appears on the market and the toolkit
is updated, the upgraded runtime will provide the proper input mapping, thus
avoiding extensive code-rewriting to make the application compliant with the new
device (the same approach is exploited by the MRTK, SteamVR and OpenXR
frameworks). Thus, Harmonize provides the same forward-compatibility of the
other frameworks and it automatically detects the user device type, allowing users
to choose the preferred interaction paradigm among those supported by the selected
hardware.

The Shared World Structure

The hybrid environment should be topologically similar to the real play space.
There are at least two different strategies to virtualize the real environment: (i)
on the fly reconstruction or (ii) 3D modelling, beforehand, the real location. The
first approach requires techniques that are highly computationally expensive (e.g.,
KinectFusion [198]) for the current AR devices; moreover, the reconstruction level
of details may not be sufficient to provide an immersive VR experience. Hence, the
actual version of Harmonize supports only traditionally generated environments.

The VR Locomotion Method

There exist several locomotion methods (see Sec. 1.2.1 for a detail explana-
tion of the different locomotion methods) designed to allow users to walk in the
virtual world, some of which are better than others at preventing motion sick-
ness [288]. Among all possible locomotion methods, Harmonize supports the arm
swing technique, allowing users to virtually walk by swinging their arms as if they
were actually walking and supporting tethered VR devices. Hence, the VR play-
ers can virtually move in large environments without experiencing cybersickness
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symptoms and matching the walking capabilities of the AR players. The arm
swing strategy has been added to Harmonize integrating an existing library named
ArmSwinger!'4.

World State Synchronisation and Network Model

Multi-user applications usually rely on distributed models: the users are re-
motely connected and the computation is not centralized but distributed among
multiple machines. To comply with this specific architecture, two main mecha-
nisms should be supported: (i) host network communication and (ii) application
state synchronization. The proposed framework relies on a client-server architec-
ture, easing the synchronization process: the clients send data and inputs to the
server which in turn elaborates them sending back the new state of the world to
each client. This architecture provides several advantages: (i) it scales easily as
the number of clients increases, (ii) less powerful AR devices do not have to deal
with heavy computational tasks, which are instead carried out by the central server
and (iii) the development of a client-server architecture for multi-user applications
requires less effort with respect to a peer-to-peer architecture.

3.3.2 Implementation

Software
Application Controller

|

In%ut(,:Trackmg Data Application Menu Entity Network
AR/VR Device amera Data Mode Manager Manager Manager

= ArmSwinger Final IK Mixed Reality Toolkit
Rendering
& Audio
netcode.io Unity

Figure 3.12: The arrows indicate the data-flow between the software layer and
hardware devices

Harmonize has been developed using the Unity3D game engine. Unity3D is
flexibile and it can be easily integrated with third-party plugins. Figure 3.12 shows
the software architecture, highlighting the integrated third-party plugins (they will
be discussed in Sec. “The Communication Protocol” and Sec. “Arm Swinger”).

The Communication Protocol

The Harmonize network layer relies on the UDP protocol. Since it is a connec-
tionless protocol, UDP is fast and it is normally used to develop Massive Multiplayer

“https://github.com/ElectricNightOwl/ArmSwinger
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Online Games (MMOGs). It greatly helps reducing the packet lag and jitter that
can negatively affect the game experience, especially for VR and AR applications
whose visual imperfections can be easily recognized by the users [31]. However,
the UDP speed comes at a cost: it does not provide some basic features, such as
verifying whether a remote host is still reachable and can communicate with the
local host. In order to add custom networking funcionalities, Harmonize adopts
the netcode.io'® third-party library, a connection-oriented protocol built on top of
UDP and designed for high-performance and low-latency videogames.

World Synchronisation Issues & Solutions

In order to reduce the latency and to foster the perceived fluidity of the vir-
tual environment, Harmonize employs three different techniques that are usually
implemented in current MMOGs. The first one is called client-side prediction and
it allows to compute the user’s input at the client side, instead of sending it to
the server and waiting for its response. Although this technique helps reducing the
lag (the users start seeing inconsistencies if the lag is greater than 50ms [353]),
the client response may differ from the server one. Hence, the server reconciliation
technique is usually employed to reconciliate the client with the server, that is, the
client adjusts its current state making it coherent with the one determined by the
server. To further improve the overall fluidity, Harmonize adopts a third technique
called entity interpolation. The clients can use the past entity states interpolating
their last position and orientation with the last received state. Hence, the server has
time to bufferize the client inputs and to process them all at once at low frequency
(e.g. 10-20 times per second), using less CPU resources.

The Network Manager

The network manager is a module built on top of netcode.io (see Sec. 3.3.2).
It is used every time to create a client-server connection or to exchange network
messages. A dedicated thread manages both events and messages. The Network
Manager provides dedicated methods to start or end a connection and to send
messages. When required, the Network Manager can deal with message fragmen-
tation. Moreover, since UDP is unreliable, the Network Manager extends it with a
reliability layer for all those cases where it is strictly necessary.

Virtual and Real World Alignment

For the VR user, the alignment of the player with the virtual world is done
by the device itself or by using external sensors. On the contrary, the AR player

5https://github.com/networkprotocol/netcode.io
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alignement relies on the use of the so called anchors [244], which store color or
shape features of a given real location. Then, this information is later recognized
at run-time when the AR device recognizes these specific locations, computing a
transformation used to correctly align the detected anchor with its virtual location
in the game scene. In case two ore more anchors are detected at the same time,
the framework considers the closest one to compute the alignment transformation.

Arm Swinger

The arm swinger technique allows users to virtually walk by swinging their
arms. The movement direction can be controlled by the hands’ rotation whereas
the magnitude speed can be changed by varying the swinging frequency. To further
improve the locomotion strategy, if a collision between the player and a virtual
obstacle is foreseen, the system automatically slows down the player, preventing
the collision.

Interaction Methods

At the current stage, Harmonize targets wearable VR and AR devices. VR
HMDs usually provide controllers that track the real hand’s position and orientation
whereas the wearable AR devices (such as the Microsoft HoloLens) provide gesture
recognition systems to detect the user input. Hence, both AR and VR players can
interact with the digital contents using a similar approach. The players have to
firstly gaze at the desired object. Then, the VR user can virtually move his/her
hands inside the virtual asset, whereas the AR player has to perform the air tap
gesture to interact with the virtual models.

AR and VR Avatars

Harmonize integrates a third-party package called Final IK that allows both
AR and VR players to see an animated virtual representation of other human
characters. It is capable of animating the entire human skeleton, understanding the
current player motion (i.e., whether the user is standing still, walking or running) by
using the hands and head tracking data. Since the AR devices do not continuously
track the hand positions, only the head tracking data are used to animate the AR
virtual character in the VR environment. On the contrary, the AR real player will
visualize a virtual representation of the VR user animated using both head and
hands tracking data.

3.3.3 The Use Case

The proposed framework has been evaluated using the Microsoft HoloLens (AR
player) and the Oculus Rift CV1 with Touch Controllers (VR player). The Oculus
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devices was tethered to a PC workstation acting as the system server whereas the
HoloLens device acted as an AR client. Both devices were connected on the same
LAN. The test sessions was the same of the experiment introduced in Sec. 3.2.
Figure 3.13a shows the virtual environment, whereas Fig. 3.13b - 3.13c illustrate
the VR and AR views, respectively. The virtual anchors have been previously
positioned in the real space. Since high contrast areas can be easily detected by
the AR camera, the anchors have been placed in several wall corners of the play
area.

(b) The VR view.

(c) The AR view.

Figure 3.13: The hybrid environment.

The players had to collaborate to destroy some virtual enemies positioned all
around the play area in some fixed locations. Virtual medical kits and ammunition
have been randomly added to make the game more competitive. The game session
ended when the players destroyed all the enemies.

3.3.4 Tests and Results

Both objective and subjective paramters have been evaluated. Specifically the
subjective ones include the usability (SUS [48]) and the game experience (Game
Experience Questionnaire - GEQ [190]), whereas the objective data were the number
of time the HoloLens lost the tracking, the time required to restore the tracking,
the round-trip time and the number of lost packets.

Twenty users (4 females and 16 males), divided in pairs, were asked to assess
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the Harmonize framework. Their ages were between 19 and 30 years and they
all had previous experience with both AR and VR interfaces. Before starting the
experiment, the users had been given time to try the AR and VR interfaces and
the game play modality. After the first game session, the participants had to fill in
the questionnaire section related to the evaluated interface. Then, they switched
the devices for the second part of the test session repeating the game session and
filling another time the remaining section of the questionnaire.

Concerning the SUS results (Fig. 3.14), the AR and VR interfaces obtained a
similar positive score and they were both considered equally suitable to interact in
the proposed environment (the Wilcoxon Signed Rank test showed a p = 1 with
effect size d = 0).

Adjective Rating

Best Imaginable

Excellent
Good
OK

Poor
Awful

Worst Imaginable

-1 | | |

0O 10 20 30 40 50 60 70 80 90 100
76 (VR) SUS Score

76.2 (AR)

Figure 3.14: Correlation between the SUS score and adjective ratings [24]. The
score of the proposed system is shown in the figure separately for VR and AR.

Following [190], the GEQ outcomes have been clusterized in the Game Expe-
rience Core Module, Social Presence Module and Post-game Module. As can be
inferred from Table 3.3, the AR interface obtained lower scores than the VR one
but it has been possible to detect statistically significant differences only for the
Competence, Flow and Positive affect sections. Referring to the Social Presence
Module (Table 3.4), both interfaces obtained relative low results and it has been
possible to detect statistically significant differences only for the Behavioural In-
volvement category. Finally, the Post-game Module outcomes show that the VR
interface generally obtained higher scores with respect to the AR one (Table 3.5).
Specifically, it seems the users spent a much more positive experience with the VR
interface than the AR one (the result is also confirmed by the post-hoc test that
shows statistically significant differences). Referring to the statistically significant
outcomes of Tables 3.3, 3.4 and 3.5, the post-hoc analysis shows small effect sizes
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d for the related categories, thus suggesting that the VR and AR interfaces do not
provide substantially different experiences.

S;::;)e Sensory | Flow | Tension gehallen aNfFECitlve Ef(;zlciwe
AVG AR | 231 2.625 2.23 | 0.65 1.69 0.362 3.06
SD AR 0.17 0.45 0.83 | 0.05 0.8 0.27 0.2
AVG VR | 2.76 2.667 3.07 ] 0.383 1.93 0.337 3.3
SD VR 0.04 0.32 0.49 | 0.38 1.11 0.28 0.1
Wilcoxon | 0.042 0.527 0.042 | 0.102 0.593 1 0.042
Effect Size | 0.45 0.14 0.45 | 0.36 0.12 0 0.45

Table 3.3: The Game Experience Core Module outcomes.

Empathy Negative | Behavioural
Feelings | Involvement
AVG AR 1.475 0.84 1.47
SD AR 0.49 0.19 0.39
AVG VR 1.56 1.02 1.64
SD VR 0.64 0.45 0.37
Wilcoxon | 0.248 0.223 0.027
Effect Size | 0.25 0.27 0.49

Table 3.4: The Social Presence Module outcomes.

Positive | Negative ) Returnin
Exp. Exlg). Tiredness to realityg
AVG AR 1.92 0.29 0.25 0.67
SD AR 0.41 0.27 0.07 0.56
AVG VR 2.33 0.28 0.5 1.2
SD VR 0.44 0.31 0.14 0.69
Wilcoxon | 0.026 1 0.18 0.109
Effect Size | 0.5 0 0.31 0.36

Table 3.5: The Post-game Module outcomes.

Some users additionally reported complains for the lack of an audio channel that
would have allowed them to communicate during the game session. In addition,
they found difficulties in perceiving the game environment using the AR device,
confirming another time the well-known limitations of the wearable AR devices.

Regarding the objective data, the HoloLens lost the tracking approximately 1.35
times per session and it was capable of reacquiring it in 5s + 2.3s. The collected
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network round-trip time was on average about 200ms and the packet loss was less
than 1%, data consistent with the current MMOGs (also the users did note report
any inconsistencies during the game session).

3.3.5 Conclusions

The collected results show that Harmonize can be effectively employed to create
hybrid environments that provide similar game experiences regardless of the em-
ployed device (AR or VR). Despite the VR interface has been generally preferred
by the users, only few statistically significant outcomes have been detect, thus it is
not possible to conclude that the users spent different experiences using the AR and
VR devices. Considering the framework, since Harmonize is hardware and context
independent, it can be easily adopted in several other domains. Future works will
be focused on investigating novel interaction paradigms allowing users immersed in
different realities of the Reality-Virtuality Continuum to collaborate together.
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Chapter 4

Conclusion

This dissertation has explored and researched how the VR and AR technologies
can be used in the Industry 4.0 domain, with particular interest for the HRC
context. Furthermore, it has analyzed the usability of hybrid games considering
both tabletop and first-person shooter games. Specifically, this dissertation started
by exploring the different uses of AR in the Industry 4.0 domain, highlighting its
effectiveness in the maintenance-assembly-repair, training, product control quality,
HRC, and building monitoring areas (Sec. 2.1). Concerning the HRC domain, the
discussion moved towards the different uses of AR with the robotic arms, proposing
a classification of the most relevant works and thus defining three different macro-
areas: Workspace, Control Feedback and Informative (Sec. 2.2). Thanks to this
analysis, it has been possible to figure out that there is a lack of studies that have
truly assessed the proposed systems from a user-centred perspective. Although
the technical aspects are indeed fundamental when proposing new approaches or
technologies, the virtual interfaces are strictly bounded to the human beings and,
consequently, it becomes of primary importance involving the final users in the
development process.

Moving from these considerations, this thesis proposed a static AR interface to
display industrial robot faults (Sec. 2.3). Although visualizing the robot faults in
the real environment could improve the fault management, the proposed interface
was negatively affected by the narrow FoV of the selected wearable device. Hence,
this dissertation described an innovative AR adaptive interface that overcame the
main limitations of the static one (Sec. 2.4). By considering the movement of the
user and the areas of the image plane occupied by the manipulator, the interface
can place the virtual representation of the faults in areas always visible to the oper-
ator and not occluded by the manipulator. Then, the discussion moved towards the
industrial training scenarios by proposing a hybrid interface that allows a remote
trainer to provide instructions to a local trainee using both VR and AR technologies
(Sec. 2.5). The main goal was to verify whether the visualization of a virtual avatar
could provide better performance with respect to the traditional methods (e.g., the
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abstract metaphors). Although the results are partially inconclusive, the prelimi-
nary outcomes suggest that the abstract metaphors allow the users to complete the
tasks with less time and they are much more appreciated than the avatar-based
interface. However, in no-audio condition, the avatar interface improved the sense
of human-human collaboration. Finally, Chapter 2 concludes proposing an evalu-
ation of an enhanced VR interface to remotely control a real robotic manipulator
(Sec. 2.6). The main results show that a pure point cloud-based interface is not ad-
equate to accurately control a robotic arm. On the contrary, the CAD visualization
of the manipulator itself greatly improves the robot controlling.

Regarding the gaming context (Chapter 3), the discussion started by proposing a
hybrid environment that allows different players (VR and AR) to compete against
each other in a chess game (Sec. 3.1). The outcomes concerning the interfaces’
usability indicate that the VR interface was far more appreciated by the users.
Among the possible limitations of the AR interface, the very narrow FoV of the
HoloLens device seemed to have negatively affected the game experience, preventing
users to clearly visualize the virtual assets.

Considering the FoV limitations, this dissertation proposed then a user study
to verify whether the FoV could affect the game experience in hybrid games that
require wide physical movements from the players, such as the first-person shooter
games (Sec. 3.2). Although it has not been possible to statistically ascertain the
influence of the FoV, several users reported the narrow FoV as the main cause of
limited game experience. The Chapter concludes introducing an innovative frame-
work to ease the development of hybrid environments (Sec. 3.3). The framework
has been evaluated in a first-person shooting game and the main outcomes indicate
that the proposed system is able to convey the same game experience regardless of
the employed interface.

Given an overview of all the projects presented so far, it is necessary to present
and discuss the main limitations of the research done for this Ph.D. dissertation.
The first limitation concerns the choice of the users for the user tests. Although the
users involved in the user studies usually come from “technically sound” domains
(e.g., engineering students, researchers in the computer science domain, etc.), they
only partially represent the real population. Especially for the Industry 4.0 domain,
the proposed systems have not been evaluated involving the real final users, that
is, the technicians or operators who truly work in the factories or companies. A
possible improvement would be to involve those operators to verify whether the
collected results are still legitimate and consistent. Furthermore, it would be ap-
propriate to involve a larger number of users than the one considered for this thesis,
thus improving the statistical significance of the results. The second limitation is
related to the absence of control tasks. For example, in Section 2.5, the users were
trained to assemble a robotic hand in different AR settings, and these different
settings were compared. In order to contextualize the results, it may be useful
to test how well participants perform the assembly task without any training, or
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with a trainer physically present (rather than available through AR). Such upper
and lower bounds to task performance are important to understand the usefulness,
successes and failures of any proposed system. The third limitation regards the
analysis concerning the impact of the FoV on the usability of tabletop and first-
person shooter games (Chapter 3). The two different evaluations (Sec. 3.1 and
Sec. 3.2), have only compared two specific devices (HoloLens vs Oculus DK2 and
HoloLens vs Oculus Rift, respectively) and there is the possibility that the collected
outcomes are strictly related to the employed hardware and they cannot be easily
generalized to the VR and AR modalities. One possible improvement would be
repeating the experiments using only a single device capable of displaying contents
using both VR and AR technologies (a possible choice could be the HTC Vive Pro
equipped with frontal cameras).
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Appendix A

The AR works in the
Collaborative Robotic Domain

In the following table, several works regarding the use of the AR interfaces in
the HRC domain have been listed and scored. Refer to one of the works done for
this Ph.D dissertation [84] for the complete review and for the metric adopted for
the evaluation.

Paper | QC1 | QC2 [ QC3 [ QC4 | QC5 | Quality
[65] 1 1 | 025|079 | 049 | 353
23] | 1 1 | 075 | 024 | 051 | 350
[106] | 1 1 0 | 0.71 | 0.66 | 3.37
204] | 1 1 025|007 | 1 3.32
274 | 1 1 0 1 |03l | 331
[105] | 1 1 | 025 | 033 | 067 | 325
[323] | 1 1 | 058 | 007 | 04 | 305
330] | 1 1 | 025 | 027 | 048 | 3.0
321] | 1 1 [ 025|020 | 04 | 294
[437] | 1 1 [ 025 007 | 045 | 277
[90] 1 1 0 | 005 | 0.63 | 2.68
[335] | 1 1 0 0 | 064 | 264
337 0 1 0 | 071 | 0.72 | 2.43
107 0 1 | 055 | 018 | 0.69 | 242
[468] | 1 1 0 | 012 | 0.24 | 2.36
276] | 0 1 [ 053] 05 | 031 | 234
[12] 0 1 [ 056 | 05 | 025 | 231
[124] | 0 1 | 067 | 029 | 0.24 | 2.20
203] | 0 1 0 | 091 | 0.28 | 2.19
352 0 1 [ 079 | 014 | 025 | 2.18
136 0 1 [ 057 | 0 | 061 | 218
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[188] | 0 1 [062]004] 039 205
233] | 0 1 | 057 | 007 | 0.39 | 2.03
[435] | 0 1 | 053 021 | 025 | 1.99
[56] 0 1 0 | 039 | 0564 | 1.93
[260] | 0 1 0 | 018 | 0.75 | 1.93
249] | 0 1 0 | 014 | 0.78 | 1.92
[78] 0 1 | 055 | 014 | 0.19 | 188
[239] | 0 1 | 025 023 ] 039 | 187
332] | 0 1 | 033 014 | 0.36 | 1.83
[497] | 0 1 | 020 | 041 | 0.1 1.80
284 0 1 [ 053] 0 | 022 175
453 0 1 | 028 | 006 | 0.31 | 1.65
[478] | 0 1 | 03 | 007 | 028 | 165
[108] | 0 1 [ 025 009 | 0.3 1.64
58] 0 1 | 05 | 003 ] 009 | 162
[308] | 0 1 | 025 0 | 033 158
[36] 0 1 0 | 021 | 036 | 1.57
109 0 1 0 | 02 | 036 | 1.56
460 0 1 | 025 | 018 | 0.13 | 1.56
[259] | 0 1 | 027 | 007 | 021 | 155
1] 0 1 0 | 021 | 034 | 155
[261] | O 1 0 | 0.18 | 0.36 | 1.54
[96] 0 1 0 | 0.06 | 0.48 | 1.54
[463] | 0 1 0 | 037 | 0.15 | 1.52
[365] | 0 1 [ 025|012 | 012 | 1.49
[462] | 0 1 0 | 025 | 024 | 1.49
[461] | 0 1 | 025 | 008 | 0.16 | 1.49
[324] | 0 1 0 | 0.15 | 0.3 1.45
[68] 0 1 [ 025 ] 00l | 016 | 1.42
[374] | 0 1 0 | 017 | 0.21 | 1.38
238] | 0 1 0 0 | 03 1.30
[158] | 0 1 0 | 0.04 | 025 | 1.29
277 | 0 1 0 0 | 025 | 1.25
[97] 0 1 0 0 | 019 | 1.19
[01] 0 1 0 | 004 | 0.15 | 1.19
[250] | 0 0 0 | 027 | 007 | 0.34
[459] | 0 0 0 | 024 | 007 | 031
453 0 0 0 | 014 | 0.03 | 017
407 0 0 0 | 007 | 0.09 | 0.16
[15] 0 0 0 | 004 | 01 0.14
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285] | 0O 0 0 0 [ 012 | 012
[14] 0 0 0 0 | 0.04 | 004

Table A.1: The works related to the use of the AR technology in the HRC context.
Interested readers should refer to [84] for the complete assessment review.
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Appendix B
The AM Pseudocode

Algorithm 1: The pseudocode of the AM modality.

Input:

pos, orient // position and orientation of the user
error_location // Joint affected by fault position
joint_ values // Joint orientations

fault_ type

Constant:

I'min;s T'max, Dmin; DmaX7 Drobotu Sca Smin; Smax
Start Al:

camera = setCamera(pos, orient)

V = getCameraPosition(camera)

J = getPosJointFault(error_location, joint_ values)
D;v = getJointCameraDistance( J, V)

Sicon = null

if DJV < Dmin
Sicon = Smin
else if Dy >= Dy
Sicon = Smax
else
Sicon = getScalelcon(S¢, Diobot, Dyv) // see Eq. 2.8
end if
Start A2:

icon = getlcon(fault_type) // instantiate the 3D icon
BBjp = get3DBB(icon)
BBap = get2DBB(BBsp) // on the camera plane
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Ly = getlmage(camera)

I; = getThresholdImage(camera, riyin, I'max)

Qs = getQuadrantsGrid(I;, BBsp)

Qstart = getStartingQuad(Qs)

Qr maxs Qe max = getRowColumnQMax (Qggart, Qs)

ELmax = maX(Qrimaxa Qcimax)
found quad = false

while( found quad == false):
Q = getQuad(Qstart, ELmax, k, u) // see Eq. 2.6 and 2.7
if Q is FREE

Qselected = Q
found quad = true
end if
end while

ray = getRay ThroughQ(Queieeted)

R = getPointonRay(ray)

VR = getVector(V, R)

VJ = getVector(V, J)

possp = projection(VJ, VR) // see Fig. 2.18

Start A3:

look vector = getLookAtVector(V, possp)
getlconOrientationFrame(look_vector, icon) // change icon’s orientation
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Appendix C

The Complete Questionnaire

C.1 Questionnaire of Sec. 2.3

Scene 1-2-4 Response Type
The robot has performed the whole action Yes/No
without problems

. : . 1 (totally unclear)
The function of the virtual metaphor was clear and intuitive

5 (totally clear)
Did you understand the cause of the error? Yes/No
What was the cause of the error?
Scene 3
Tbe robot has performed the whole action Yes/No
without problems
Has a'possible dangerous Yes/No
situation occurred?
The function of the virtual 1 (totally unclear)
metaphor was clear and intuitive 5 (totally clear)
Did you understand
the cause of the interruption? Yes/No
What was the cause
of the interruption?
In the smartphone version, Yes/No
were the assets more clear?
Di fer the AR gl
id 'you‘pre er the AR glasses AR Glasses
application or the
. Smartphone

smartphone version?

Table C.1: The questionnaire used to evaluate the fault metaphors.
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C.2 Questionnaire of Sec. 2.4

Category | Question

How many times have you used an AR application ?

How many times have you used an AR HMD?

Have you ever worked with a robotic arm ?

Do you know the Niryo robot ?

It was easy to understand which type of fault has occurred.
QR2 I could access the information at the most appropriate time and place.
The icons expressed the most correct amount of information
The icon was positioned where I could see it.

The icon was not positioned where I could see it.

The icon had the correct dimension.

QR1

Qs The icon had not the correct dimension.

The icon had the correct orientation.

The icon had not the correct orientation.
QR4 The FoV was suitable for the proposed use case.
QRS I rate this system as

Table C.2: The questionnaire used to evaluate the subjective parameters (scores
between 0-4).
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C.3 — Questionnaire of Sec. 2.5

C.3 Questionnaire of Sec. 2.5

The ITEM have clearly indicated the required

Q1/Q12 real pieces to use during the procedure

The animations of the ITEM have clearly
Q2/Q13 shown how to combine the real objects
Q3/Q14 It seemed to me to collaborate

with the remote person
Q4/Q15 | It seemed to me to work alone.
It seemed to me to be in the same room
Q5/Q16 with the remote person.
Q6/Q17 | It seemed to me to be alone in the room.
Q7/Q18 The animations and the ITEM have clearly
shown how to plug the hand on the end-effector of the robot.

Q8/Q19 I was able to complete the procedures

without watching several times the animations.
Q9/Q20 I needed to repeate the procedures several times.
Q10/Q21 The audio instructions have been

fundamental to complete the procedure.

I think I could complete
the procedure without the audio instructions.

Q11/Q22

Table C.3: Each line represents a question used for both interfaces. The word ITEM
should be replaced with 3D arrows or with avatar depending on the questionnaire
section.
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Nomenclature

Roman Symbols

AGV  Automated Guided Vehicle

AR  Augmented Reality

BCT Brain Computer Interface

CAD Computer-Aided Design

CRT Cathode Ray Tube

DC'T Discrete Cosine Transform

DOF Degrees of Freedom

FoV  Field-of-View

HCIT Human-Computer Interaction

HMD Head-Mounted Display

HOG Histogram of Oriented Gradients

HRC Human-Robot Collaboration

HRTF Head Related Transfer Function

ICP Tterative Closest Point

TETM Interactive Electronic Technical Manual
ILD Interaural Level Difference

IR  Infrared

ISO International Organization for Standardization

ITD Interaural Time Difference
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Nomenclature

LAN Local Area Network

LCD Liquid Crystal Display

M AR Maintenance-Assembly-Repair

MEC — SPQ MEC Spatial Presence Questionnaire
NUI Natural User Interface

OS  Operating System

RGB Red Green Blue

RGB — D Red Green Blue-Depth

ROS Robot Operating System

SDK Software Development Kit

SIFT Scale-Invariant Feature Transform
SLAM Simultaneous Localization and Mapping
SSQ Simulator Sickness Questionnaire

SUS System Usability Scale

TCP Transmission Control Protocol

UDP User Datagram Protocol

Ul  User Interface

VR Virtual Reality
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