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Summary

In this paper, a methodology for the detection and localization of damages in
composite pultruded members is proposed. This is particularly relevant to
thin-walled pultruded members, which are typically characterized by
orthotropic behavior, anisotropic along the fibers and isotropic in the cross
section. Hence, a method to detect and localize damage, and the influence

these might have on the performance of thin-walled Glass Fiber Reinforced
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Polymer (GFRP) members, is proposed and applied to both numerical and
experimental data. Specifically, the numerical and experimental modal shapes
of a narrow flange pultruded profile are analyzed. The reliability of the pro-
posed semiparametric statistical method, which is based on Gaussian Processes
Regression and Bayesian-based Recursive Partitioning, is analyzed on a narrow
flange profile, artificially affected by sawed notches with incremental depth.
The numerical investigation is carried out via finite element models (FEMs) of
the cracked beam, where the dynamic parameters and the modal shapes are
computed. In total, three different crack sizes are investigated, to compare the
results with the experimental ones. Finally, the proposed approach is further
extended and validated on numerically simulated frame structures.

KEYWORDS

Bayesian-based recursive partitioning, damage identification, FEM, Gaussian processes,
modal analysis, pultruded GFRP material

1 | INTRODUCTION

Materials such as the Fiber Reinforced Polymer (FRP) are widely used in most engineering fields such as automotive,
aerospace, or constructions. Their main characteristics are the high strength and stiffness related to the volumetric
mass. Generally, their performances are favorable with respect to other more traditional materials for what concerns
the corrosion resistance, the low thermal expansion coefficient, and the enhanced fatigue life."

The mechanical response of FRP structural members are characterized by elastic-brittle behavior, remaining linear even
for large values of strains. The collapse mechanisms are affected by the material crushing and stability, and the global
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failure is typically induced by local fiber buckling and/or resin breakage. These members come typically as thin-walled,
manufactured via a pultrusion process.>* This manufacturing process defines the mechanical behavior of the composite
material, which is made of fibers that follow the main axis of the profile and hence the direction of the pultrusion process
and resin to join the fibers and define the shape. This makes the pultruded material anisotropic along the fibers and
isotropic transversally, through a layered structure constituted by unidirectional rovings and continuous mats.

In general, common non-destructive inspection techniques (NDT)—such as ultrasonic, thermography, and
radiography—are used for the local detection of defects and small cracks; thus, these local methods do not allow quick
assessment nor the global estimation of the structure. On the other hand, vibration-based methods are directly related
to the structural response and performance®® and can be used to extrapolate both global and local damage-related
information; their usefulness lies also in being easy appliable to different structural fields ranging from aerospace to
masonry buildings (see, e.g., Ferraris et al. and Civera et al.>”). In this context, some authors proposed the change in
natural frequencies®® as a damage indicator. Other approaches are focusing on the difference of curvature in the mode
shapes to locate damage through the Modal Curvature Method (MCM).'*!! These two categories are better known as
frequency-based (FB) and modeshape-based (MB) damage detection.'? Derivation of these latter methods has been
proposed by processing further the curvature mode shape data through the Gapped Smoothing Method (GSM),"* Global
Fitting Method (GFM),'* and the Curvature Operating Shape.'” These latter procedures are based on the spatial
derivatives of the experimental modal shapes that tend to amplify the measurement noise. Indeed, techniques based on
multiple output channels and mode shapes are generally the most accurate way to perform damage localization, even if
techniques based on acquisitions at a single point have been proposed (e.g., Civera et al.'®).

The method presented here is an example of an MB approach. To avoid the numerical differentiation step,'” an
approach based on Gaussian Process (GP) regression'® is proposed in this paper to assess the structural condition of a
complex structure material characterized by orthotropic behavior such as pultruded GFRP beams. An evolution of GP
is applied through the Treed Gaussian Process (TGP) approach,'®** which works by partitioning the function space into
regions covered by distinguished GP with distinct covariance functions.

The efficacy of TGP has been verified through the damage assessment of narrow flange GFRP pultruded profile.
This has been firstly investigated on a simply supported beam, for which experimental data were available from labora-
tory tests, and then for two-dimensional frame structures.

The remaining of this paper is organized as follows. In Section 2, the theoretical background of the proposed meth-
odology is recalled. In Section 3, the experimental case study of the GFRP beam is described. The results are discussed
in Section 4, also comparing the TGP outcomes with the ones obtained from more established techniques. Finally,
Section 5 discusses the extension of the concept to two-dimensional frame structures. The paper ends with Section 6.

2 | DAMAGE DETECTION AND LOCALIZATION USING TGPS

An algorithm based on Bayesian Classification and Regression Trees (CARTSs) combined with GP regression is here
investigated as a mean for the detection of discontinuities in the mode shapes.

The so-called TGP regression, also known as Gaussian Process Regression Trees, were proposed as a mean to deal
with time- and/or space-dependent heteroskedastic data in a principled manner.'® For structural purposes, they have
been used for sensitivity and uncertainty analyses of discontinuous responses of nonlinear models*" and their data-
driven system identification.” This method was also previously applied in the Structural Health Monitoring (SHM)
context, specifically to the case study of the Tamar and Z24 bridges, using their natural frequencies as a time-dependent
feature®>** but not spatially on mode shapes. A simplified algorithm was also presented in Zhang et al.>>*° TGPs were
also validated for the identification of manufacturing imperfections in Civera et al.*’ These are here proposed as an
automatic tool for damage localization in the case of multiple notches. Some preliminary results, applied on a very
simplified finite element (FE) model with 1D beam element, were reported in Civera et al.*® The procedure has been
here further refinished and validated on a more complicated numerical model, as well as tested on experimental data
for damage detection and localization.

An abundance of similar approaches exists. For instance, the kernel-based algorithm proposed by Corrado et al.*
allowed a spatial switch point in the GP covariance, which different characteristics near a point and on either side of
the point, to localize pointwise discontinuities. Gauthier et al.>* applied a higher-order derivative discontinuity (HODD)
approach for the same purpose. Several approaches for damage localization have been also proposed in recent years by
Casciati and Elia,>" An et al.,>* and Stoji¢ et al.*
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An in-depth description of the theoretical background of Gaussian Process Regression and Bayesian Trees is omitted
as it is beyond the scope of this article. The reader can refer to the works of Gramacy and Lee? for a complete disserta-
tion. In brief, the TGP process can be summarized as fitting piece-wise low-order regression GP models f(X) on the
independent variable X space, which is the one-dimensional main axis of the beam in our case. The procedure is a
Markov chain Monte Carlo (MCMC) “random walk”; thus, the acceptance criterion is crucial to validate or abort the
new walked-in tree state at the generic ith step. In particular, the process requires the Metropolis—Hastings ratio,
defined by the posterior log-probability of the attempted tree over the one from the current tree, inherited from the
previous step, to be inferior to a uniformly sampled random value between [0,1].

Each distinct GP has its own, fixed covariance function and is therefore fitted only over a well-defined spatial
region. Hence, switching points between contiguous GPs would ideally coincide with punctual singularities, leading to
the detection and localization of discontinuities. Indeed, the use of simple GP on the modal response requires the beam
to be uniform or at least smooth; for a structure with no geometrical or material discontinuities, this assumption is valid
only for an undamaged (UD) beam.

The TGP procedure is summarized in Figure 1. Four jumping criteria in the Markov space—Grow, Prune, Change,
and Rotate—were used, defined accordingly to Chipman et al.>* A Gibbs sampling scheme®> was used for the Bayesian
inference of the updated parameters.

BEGIN |
v
* Specify user-defined
parameters

v
» Initialise iteration counter i
+ Set Current Tree by random initialisation
» Posterior evaliation of the Current Tree
(P* Current Tree)

Oe — i=itl
/‘\
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* Stop iterative loop false // \\\\
+ Set Current Treeas [« — << <= Bgay? >
Optimal Tree N
N \//
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A
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FIGURE 1 Illustrative flowchart of the Treed Gaussian Process algorithm*’
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2.1 | Methodology: The TGP algorithm

A script coded in R was used here, implementing the package for TGP as proposed by Gramacy.*® Specifically, the TGP
with jumps to Limiting Linear Model function was used, to benefit from any potential speedup in the uninteresting part
of the input space (i.e., in any region with zero or close to zero response).”’ Major technical details can be found in
Civera et al.>’ An Active Learning-Cohn algorithm (ACL)* was used to maximize the expected information design,
through the sequential design of experiments (sequential DoE). This works by calculating the Ac? () statistics for any X
in the predictive locations and then selecting the locations with the highest standard deviation in predictive output.
The proper definition, plus all the due details, can be found in previous studies.*”-*® The obtained statistics were then
used to compute the expected improvement (EI), in terms of differences in predictive output quantiles®® for each
predictive location, according to the global minimum.* Search locations were also pre-sorted to further improve the
algorithm capabilities.*!

A burn-in period of 2000 samples was fixed to ensure a stationary chain. The statistics were then established over
further 5000 rounds, for a total of 7000, with two restarts. This was done in accordance with the recommendations of
Chipman et al.** to restart the Markov chain at least once to better explore the marginal posterior for the maximum a
posteriori (MAP) trees T, by taking into account only the most fitted repetition. To improve the MCMC performance,
the process was initialized with an additional run of a Bayesian treed linear model.** This implies a pre-split of the
input space using Chipman's linear model, that is to say, a linear burn-in. At each run, T and the corresponding
parameters | T are stored, being the switching points located at the branches.

2.2 | Treed partitioning example

For the reader's convenience, an example of TGP partitioning is reported in Figure 2. The specific case is the application
of TGP partitioning to the sixth mode shape of a 1-D linear elastic FE model of a 1-m-long cantilever beam model, with
the Euler-Bernoulli beam model and damage modeled as stiffness-reduced elements.** Specifically, a 40% reduction of
Young's modulus was inserted at 28 cm from the clamped end. For statistical validation, the code has been re-run 1000
times. In this example, the TGP branched only 78 times out of 1000, always producing only one partition (i.e., a one-
branch tree). Figure 2a shows an example of one TGP partition. To the left, the inferred mode shape is plotted
superimposed to the training data; the dashed line highlights the branching point at the boundary between subsequent
GPs. To the right, the corresponding regression tree is sketched. The branching criterion is colored accordingly to its
corresponding dashed line. The position of the branching points for the 1000 re-runs of the code is depicted in
Figure 2b with the resulting probability density function (pdf). The mean value of the pdf stands at 0.2727 m.

In other numerical data, and in the experimental ones as well, it was observed that the TGP partitioning algorithm
tends to overfit the provided training set, resulting often in an excessively large number of branches. The assumption
made at this point was to consider a single point source of impending damage. Nevertheless, the fraction of one-branch
trees over the total was always inexistent or negligible; considering the research limited to them would have been
neither statistically valid nor practically sensed. Hence, hereinafter, all experimental results and pdfs are referred to the
first partition only, independently of the actual number of branches. This is based on the assumption that the first
partition is supposed to be the most discriminative in a classification tree. It was found both in numerical simulations
and experimental data that the first branches clustered very well around specific areas of the beam.

3 | CASESTUDY
3.1 | Description of the GFRP pultruded profiles

Reinforced composite materials can be made with several different production techniques, each one characterized by
its own advantages and limitations. In the pultrusion processing method, the continuous E-Glass fiber reinforcement
(layers of unidirectional rovings and continuous mats) is impregnated with a thermoset resin-based matrix and pulled
through a heated die that provides the cross-sectional shape of the profile. The pultrusion technology, and the related
FRP pultruded shapes themselves, are widely explained by the American pultruders' Design Manuals>>*** and the
Eurocode.*
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FIGURE 2 (a) Left: TGP regressions (solid red lines) over numerical data (black circles). Right: the corresponding hierarchical
dendrogram of GP fittings. (b) Left: plot of all localizations along 1000 re-runs of the code; right: corresponding probability density function

The pultruded GFRP elements investigated feature a volume percentage for matrix (Vinilester 980-35) and fiber
(E-Glass) of 60% and 40%, respectively.

Table 1 lists the mechanical properties of the studied profile, quantified using tests carried out according to ASTM
standards for plastic samples and UNI EN 13706* for full-scale pultruded profiles.

Standard pultruded FRP are thin-walled profiles with several cross-section shapes (narrow flanges, wide flanges,
circular, and square cross sections).

The pultruded GFRP material is investigated in this paper through an open thin-walled cross section. An
open narrow flanges cross-section profile with simply supported boundary condition is experimentally investigated
here considering the maximum (Jmax) moment of inertia corresponding with the accelerometer positions along the
Y axis.

The pultruded beam was made by continuous E-Glass fiber reinforcement, layers of unidirectional rovings and
continuous mats (embedded in a thermoset resin-based matrix) that are generally schematized by laminated configura-
tion, external mat (triaxial layers +45° and 0°) and internal unidirectional roving (0°) layer.!

The profile analyzed in this paper refers to the coordinate system defined by the x-y plan of cross section and z axis
normal to it (Figure 3). Fibers run along the global z axis of each element exhibiting orthotropic behavior, that is,
anisotropic in the z direction and isotropic in the x and y directions.

The characteristics of the analyzed composite pultruded element are reported in Table 2; in addition to the
physic and geometric properties, the table shows the second moment of area J, torsional constant J;, length L, and
the relationship between the length and the cross-section height (L/h) of every profile. The slenderness ratios (1)
were obtained from A = L/N(J/A), while (t/L,,) shows the relationship between the thickness ¢t and the plate's
length L,,.
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TABLE 1 Mechanical and physical characteristics of pultruded material extracted by specimens' pultruded profile

Properties Test method Notation Mean value
Longitudinal tensile modulus of elasticity ASTM D638 E,=E; 28.5 (GPa)
Transverse tensile modulus of elasticity ASTM D638 E,=E,=Er 8.5 (Gpa)
Transverse shear modulus of elasticity EN 13706 (full scale) Gy =Gp 3.5 (Gpa)
In-plane shear modulus of elasticity G = Gy, = Gr 2.5 (Mpa)
Longitudinal Poisson's ratio ASTM D3039 Ve = Ugy =1, 0.25
Transversal Poisson's ratio ASTM D3039 Uy = Uyx = Ur 0.12
Longitudinal tensile strength ASTM D638 Oy =0Lt 350 (Mpa)
Transverse tensile strength ASTM D638 Oyt = Oy = Oy 70 (Mpa)
Longitudinal compressive strength ASTM D695 Gy = OLc 413 (Mpa)
Transverse compressive strength ASTM D695 Oxe = Oye = O 80 (Mpa)
Shear strength ASTM D2344 Tyy = Txg = Tyz 40 (Mpa)
Density ASTM D792 r 1734 kg/m’
Fibers percentage ASTM D2584 Ve 45%

FIGURE 3 Narrow flanges NF profile, geometrical details for the cross-sectional shape (a) (dimensions in centimeters) and photo along
the y axis (b)

TABLE 2 Geometrical and physical properties of the pultruded beam's profile

Profile J (cm®) J; (cm®) L (cm) Area (cm?®) L/h A t/L,, Weight (kg) Density (kg/m?)
“NF,” Jmin 17.02 3.14 300 14.72 30 1395 00026  7.62 1727
“NF,” Jmay ~ 209.22 15 39.8

3.2 | Testsetup and experimental modal analysis

Regarding the test setup, Figure 4a,b shows the cross section of the configuration studied, the scheme of the accelerom-
eters (A0, Al, ..., An) and excitation positions (B0, B1, ..., Bn) considering a gap between accelerometer and excitation
points by 322 mm. Twelve accelerometers were used for nine excitation points for UD beam, whereas for damaged
configurations, B4 excitation point was used. The damage was simulated by sawing a notch into the beam at a fixed
cross section, localized at 532 mm from the right end (Figure 4b); the incremental damage was achieved by increasing
the cut's depth, similarly to other recent works*® details are shown in Figure 4c. The simply supported condition was
achieved by positioning the beam on cylindrical elements.

The excitation pulse of the structural element has been generated by a Dytran 5850A instrumented hammer with a
specifically calibrated tip stiffness to obtain complete broad oscillation periods. Accelerometers BBN model 507Lf with
a mass of 10 g and a frequency range of 0.1 and 5-12 kHz were used. Both the hammer and the sensors are piezoelectric
sensing elements featuring a cylindrical shear stress configuration with an integral charge preamplifier and are
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FIGURE 4 Undamaged half-beam and sensor layout (a), damaged half-beam and sensor layout (b), and damage details (c)

connected to a data acquisition system. The acquisition phase has been synchronized with the trigger pulse originated
by the instrumented hammer. A post-processing scheme was applied to all signals: a digital band-pass filter was applied
to eliminate frequencies below 1 Hz and above 150 Hz.

Figure 5 represents the stabilization diagrams for one set of acquired data for UD and damaged (D1, D2, and D3)
configurations. The algorithm used for identification was the Eigensystem Realization Algorithm (ERA)* as the
response available were free-decay responses. The stabilization diagrams show the stable modes as filled circles,
according to a few simple stabilization criteria such as: maximum frequency variation 1%; maximum damping variation
10%; minimum Modal Assurance Criterion (MAC)*: 0.98. Furthermore, poles with negative damping or with damping
higher than 10% were discarded as physically unrealistic.

Table 3 summarizes the results of the identification process across all different signals. Frequencies f and damping
have been averaged after the modes have been clustered and matched based on the MAC value (>0.95).

Figure 6 summarizes the dynamic model and the different modal shapes for each impact on the UD profile.

3.3 | Numerical modal analysis

The numerical FE models were developed using ANSYS® Mechanical APDL™, About 30,000 nodes and 5000
SOLID186 elements were used to model the web and the flanges. The material was assumed as orthotropic; the set
parameters—elastic moduli, Poisson's ratios, shear moduli, and density for all directions—are the experimentally
defined ones enlisted in Table 1. The cross section of the pultruded profile is characterized by a random microstructure;
therefore, the FE model of pultruded composite material is based on the homogenization procedure of fictitious peri-
odic microstructure through three-dimensional representative volume element (RVE).”>* The right-handed reference
system {0, x,y, z} was set on the centroid of the left end of the beam, with the z axis parallel to the longitudinal direction
(Ez = EL), the y axis parallel to the GFRP cross-section direction of minimum moment of inertia J.,,;,, and the x axis
parallel to the cross-section direction of maximal one J,,,. The structure was modeled as a simply supported beam.
Hinges were located at the point of support over the metal bars; thus, two small cantilevered ends resulted, protruding
50 mm over. Considering only the 2.9-m-long tract included in between the two supports, 144 equally spaced locations
were selected as output channels. The nodes were selected to be as close as possible to the reference line used for
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FIGURE 5 Stabilization diagrams using the B4 excitation position for undamaged (UD) and damaged (D1, D2, and D3) configurations

TABLE 3 Experimental modal analysis results

UD D1 D2 D3
Modal shapes f(Hz) Damp f(Hz) Damp f(Hz) Damp f(Hz) Damp
Mode 1 31.9 5.3% 31.59 1.61% 30.83 2.14% 29.07 1.28%
Mode 2 119.7 1.95% 117.72 0.97% 115.46 1.12% 97.34 2.29%
Mode 3 247.8 1.35% 235.88 1.42% 232.57 0.93% 211.14 1.07%

placement of the physically-attached sensors in the experimental acquisitions—that is, the web and the upward flange
mid-lengths.

Three finite element models (FEMs) were created, representing the structure damaged with a saw cut, modeled by
removing some of the elements, considering three depths identical to the experimental case study depicted in Figure 4.
This more realistic model was preferred over the classic approach of decreasing the element stiffness at the damage
location, as it also allows to capture the potential nonlinear effects of breathing cracks.'®**>>* The UD FE Model is
depicted in Figure 7a; a zoom on the first damage level (D1) is reported in Figure 7b.

4 | RESULTS
41 | TGP applied to numerical mode shapes
Considering the four damaged mode shapes investigated for the numerical example (depicted in Figure 8), four levels

of white Gaussian noise were artificially added to investigate the robustness of the TGP algorithm to noise. Specifically,
four noise standard deviations, equal to ¢,, = 0.001, 0.002, 0.005, and 0.01, were applied for any level of damage.
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Any of the 144 output channels was set as a possible candidate for damage localization. To investigate the influence
on the performance due to the number of the sensors, five options were considered: with all nodes (144) activated, or

only considering 72, 36, 18, or 9 output channels (always equally spaced).
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FIGURE 8 The undamaged beam mode shapes
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FIGURE 9 Damage Scenario D1 (extension: 4 mm), second mode shape, 144 channels. From (a) to (d): ¢,, = 0.001, 0.002, 0.005, and
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The TGP regression computational demand increase with the number of potential damage locations, which for
simplicity have been considered at the same locations of the virtual sensors. To validate statistically the results, a total
of 50 TGPs were computed for each case, by re-running the code.

Due to the large number of numerical cases simulated, only a selected few cases are reported here for discussion in
Figures 9-14. Only output channels in the J,,, direction were considered and results are always picked from the first
run (out of 50).

All bifurcations have been reported for completeness, superimposed to the input data on the left; each tract of
vertical line represents a switching point, separating two adjacent GP regressions. The corresponding pdf of the first
branching are reported on the right. The dotted orange line indicates the actual damage location.
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FIGURE 11 Noise equal to o,= 0.001, first mode shape, 144 channels. From (a) to (d): DO (undamaged), D1, D2, and D3.The dotted

orange line indicates the actual damage location

Figures 9 and 10 show, respectively, the consequences of noise. The first (D1, extension 4 mm) and last
(D3 extension 50 mm) damage scenarios are considered for the second and fourth mode shapes, respectively. Figure 11
displays the effects of changing the damage size; the comparison is run over the minimum level of noise (¢, =0.001)
for the first mode and the highest level of noise in this case (6,, = 0.01) for the third mode (Figure 12).

It can be seen (Figure 9) how the form of the second eigenshape exalts the effects of the damage, which is located
close to its second antinode. However, these effects cannot be easily distinguished from the tendency of the TGP to
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bifurcate at the other mode shapes' extreme point. That is to say, the first antinode, corresponding to a local minimum,
is confused with damage-related discontinuities in the shape. This issue is intensified by the increasing noise level. As it
will be better explained in the next sections, this problem can be addressed in practice by comparing more mode shapes
at once.
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It has been noticed that, to a certain extent, increasing the noise reduces the number of partitions, as the surrogate
model becomes less overfitted. However, when the signal-to-noise ratio overcomes a certain point, this trend reverses,
and the model fits the noise with an unmanageable number of unneeded partitions. This can be due to a minimal
optimum between less overfitting error on a more varied dataset and the more elaborate function to represent.
Generally speaking, it was found that a slight increase of the noise level may cause the fourth mode (which has a more
complex shape) to branch more times, while instead decrease the number of bifurcations for Modes #1, #2 and #3,
which have overall “simpler” eigenshapes.

Out of all the modes investigated for this preliminary numerical study, the fourth mode shape was found to be the
most affected by the presence of damage (Figure 10). From the numerical example reported, it is noticeable how
increasing the noise over a certain amount causes the TGP model to bifurcate more at the antinodes, hiding the actual
damage location.

The effects of damage size are very important as well, as can be inferred from Figure 11.

In the UD case, the model basically branches at random, with a noticeable preference for the beam midlength. This
is most probably due both to the specific algorithm, which is likelier to bifurcate far from the edges and to the presence
of the mode shape sole antinode.

The damage position becomes very evident when the size is enlarged. On the other hand, the saw cut is hardly
visible in the first mode shape if further noise is added, independently from its depth; partitions of the first mode are
overwhelmingly located in the mid-beam. For the largest amount of noise, the damage is instead quite easily captured
by the third mode shape, as its location fall very close to one of its antinodes (Figure 12). It can be seen in Figure 12a
how the algorithm, even without damage and with three identical antinodes, preferably branches at the center of the
data array. This is altered by the insertion of damage, which does not only increase the probability of first partitioning
at its location (as expected) but seems also to affect the probability distribution at other locations, making the first
branch less likely to happen at the central antinode.

Finally, the influence of the number of sensors is portrayed in Figures 13 and 14 by fixing the other variables. The
results for 144 sensors are omitted as they have been considered in all the other cases reported so far. It can be seen that
reducing the number of the output channels up to only 18 sensors does not impact negatively on the damage
localization procedure and can even reduce the overfitting, actually improving the readability of the results.

To sum up, it seems plausible to state that on numerical data, a certain (small, but not too small) amount of
independent and identically distributed noise produced less overfitted regressions, thus less superfluous branches.
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That means that the noise helps to stabilize the branching fitting on data, improving the final results (often, rather than
a single, unique partition corresponding to the damage location, a “denser” area can be circumscribed, which envelopes
the slot actual position). However, larger amounts of noise are disruptive, as expected. For what concerns the number
of sensors, it was found that this is the most sensitive parameter, as it affects noticeably the computational effort
required by the algorithm. Figure 15 reports the box plots of the time elapsed to run a single TGP regression,
considering all the re-runs performed (with a non-optimized version of the code) on an Intel ® Core™ i7-7700HQ CPU
with 2.80-GHz base frequency. The cases are numbered as follows: Cases 1-4 correspond (in the same order) to the four
mode shapes of the UD beam with 5,=0.001. Cases 5-8, 9-12, and 13-16 represent the same but with ¢,= 0.002,
6,= 0.005, and ¢,= 0.010, respectively. The same order is repeated for D1 (Cases 17 to 32), D2 (Cases 33 to 48), and D3
(Cases 49 to 64) as well. Halving the number of sensors from 144 to 72 reduced the mean elapsed times by 1 order of
magnitude, from a range between 1 and 20 s per run to 1-6 s per run (Figure 15a). Further reducing led to a maximum
elapsed time not larger than 2 s, and so on.
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FIGURE 15 Box plot of the elapsed time (in seconds), with 72 (a), 36 (b), 18 (c), 9 (d) output channels, and legend (e)
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It can be seen that, for all sensor setups, the fitting procedure becomes generally slower for increasing damage
severity. Overall, the configuration with 18 sensors produced results consistent with the 144-sensors scenario, as it will
be shown in the next paragraph, with a considerable gain in computational efficiency. On the other hand, the setup
with only nine output channels, while even faster, returned less accurate results.

Very importantly, the erroneous branches tend to cluster around mode shapes' antinodes (i.e., the local maxima and
minima). This is particularly evident for the UD Scenario DO (Figures 11a and 12a), where the partitions occurred solely
at the antinodes of the first and third mode shapes, respectively. The antinode closer to the beam mid-length is the one
to be firstly localized. This point will be better addressed in the following subsection for experimental data. The strategy
performed here was to compare the different mode shapes, to distinguish damage-related effects (which are present in
all mode shapes at the same location) from mode shape-related ones (which affects differently the several vibrational
modes). This is a common methodology that proved to be very effective in this investigation. The results according to
the damage scenario and the noise level are reported in Figures 16 and 17 for 144 and 18 number of output channels
(in the same order). It can be noticed that in this last case, the more influences by the antinodes of the second and
third mode shapes; however, the damage is still noticeable. The reduced number of potential output even reduced the
number of false bifurcations at the beam mid-length. On the other hand, considering only nine sensors produced some
mixed results, making the actual damage location difficult to locate.
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FIGURE 17 Probability density functions for all damage cases and noise levels; 18 output channels. The orange dotted lines represent
the actual damage (2.468 m)

4.2 | TGP applied to experimental mode shapes

From the experience on numerically simulated data and considering the high level of measurement noise and the
relatively low number of accelerometers available, it was chosen to inspect directly the mode shapes rather than
deriving them once or twice. Indeed, it was found (for this specific set of data) that the negative effects of amplification
on noise were much higher than the positive effects on damage-induced discontinuities.

The study was conducted on the first three mode shapes, computed for every damage condition following the
configuration shown in Figure 4. Some of the data recorded were very poor, due to clipping. In this case, the signals
were properly truncated and the part of signals saturated was discarded. Due to high measurement noise, some cases
presented very deep trees, with many bifurcations. To overcome this issue, it was decided to take into account only the
first branch, as done for numerical simulations. The algorithm was re-run 100 times per damage case and per mode
shape, to validate the results statistically.

Some results are here reported in Figures 18-20 for increasing damage level and commented as an example; all
discussions can be extended to similar cases. The portraited regressions and decision trees are used only to visualize the
TGP output and are not to be intended as representative of the most common ramifications for their respective modes.

Figure 18 presents the first three modes for D1. The pointwise fitting of the TGP function (in solid red) was accurate
in most of the re-runs inspected. The damage-induced local change in the mode shape is particularly marked in the first
eigenshape. As it can be seen, the algorithm tends to branch erroneously at the extrema (local maxima and minima) of
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FIGURE 18 TGP regressions (solid red lines) over experimental data (black circles) for damage condition D1; dashed lines highlight the

branching points at the boundary between subsequent GPs. Right: the corresponding hierarchical dendrogram of GP fittings. Branching
points are colored accordingly to their corresponding dashed lines

the mode shapes, due to the shape functions inverting their trends. However, in the three examples reported, the first
branch was always the one closer to the target (damaged) cross section. The same considerations apply to Figure 20.
Conversely, Figure 19 reports for the first and second mode two examples of first branching happening at discontinu-
ities unrelated to damage.

To mitigate the deleterious effects of spurious branching, it is possible to combine the results of the three mode
shapes, as their nodes and antinodes differ; ideally, partitions unrelated to damage would cancel out. This is exactly
what was achieved by multiplying the pdfs of the three modes for each damage case, as reported in Figure 21. The peak
in the distribution of the resulting pdf corresponding to the damaged position is noticeably more marked than for the

single modes taken individually. On the other hand, the effects of the increasing level of damage did not cause any
major increase in the method accuracy.
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corresponding hierarchical dendrogram of GP fittings. Branching points are colored accordingly to their corresponding dashed lines

43 |

Comparison with other established techniques

To further validate the proposed approach, its performances have been compared against the modal curvature'® and
modal flexibility methods,” which are widely considered the two of the most common procedures for mode
shape-based damage localisation.>®

The principles behind these two approaches are straightforward. In the first case, for a beam with constant flexural
rigidity EI along all cross sections and subject to a bending moment M(z), the curvature along the direction of its main
axis can be defined as x(z) = M(z)/EI Therefore, x(z) is equivalent to the second spatial derivative of the corresponding
mode shape ¢(z). Thus, k(z) can be easily defined by numerically deriving twice the estimated modal coordinates. The
rationale is that the local reduction of stiffness associated with the presence of damage induces an increase in curvature.
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FIGURE 20
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The criterion is to compare the absolute difference between the damaged and UD mode shapes, that is to say,

A = |xp(2) — xup(3)|-
Regarding the second classic technique, the structural flexibility matrix represents the inverse of the static stiffness

matrix, that is, F = K *. This can be approximated as F ~ @-1/2* @ ©, where @ = {@1, @2, ..., pn} is the matrix of the
N mass-normalized, ordered mode shapes, @ " its transpose, and 1/ is a diagonal matrix made up by the reciprocal of
the square of the system'’s natural frequencies (expressed in radians). Thus, the flexibility depends on both the system's
eigenvalues and eigenvectors. The approximation is due to the truncation to a finite number of modes of the continuous
structure; however, the contribution of each mode to the total flexibility decreases rapidly as the corresponding natural
frequency increases; thus, it is reasonable to consider only a subset of lower modes.’® Note that, differently from the rest
of this paper, the mode shapes in @ must be normalized with respect to the system mass rather than the maximum
displacement. This is necessary to enforce that the flexibility of each component is properly defined (and thus
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FIGURE 21 Probability density functions for the three damage cases considered (D1-D3). Illustrated separately on the three left
columns and multiplied together on the last right column. The orange dotted lines represent the sensor closest to the actual damage (2.304
and 2.468 m, respectively)

comparable). While this can be simply achieved for a simpler structure like the beam investigated here, this technical
issue represents a limitation for more complex scenarios, if a supporting FE model is not available.>® As for the modal
curvature, the concept is that the occurrence of damage decreases locally the structural stiffness, which is the inverse of
the structural flexibility, and the differences between a given damaged case and the UD baseline are contained in
the matrix Ag = Fp — Fyp.

The matrix Ap can be utilized in different manners. Doebling and Farrar®’ suggested considering the diagonal
entries in Ag, while Pandey and Biswas> considered the maximum absolute value among all the elements in the i = 1,
... I'tows of the corresponding jth column of Af, that is to say, §; = max(|Ag |). Both methods have been tested here.

By comparing the results of Figures 21-23, it can be seen that the described procedure better highlights the damage
location. In particular, the damage-induced local increase in the modal curvature did not perform well in the case of
interest. Deriving (twice) the data emphasizes the effects of both the damage and the measurement noise; for very noisy
data like the ones investigated here, the negative side effects of the amplified noise overcome the potential benefits.
Similarly, the damage-induced local increase in the modal flexibility did produce few appreciable variations; the local
peak (more visible considering diag(Ag)) is not very prominent and lower than the global maximum at mid-span. This
can be due to the relatively small damage, which caused minimal variation to the structural flexibility, and the few out-
put channels. The few available modes may also have been not enough. For instance, for a real-life multi-span bridge
deck, Catbas et al. suggested using at least the first nine modes.>® Thus, both the classic procedures do not suit well very
noisy data as the one analyzed here.

From a conceptual standpoint, both the modal curvature and the modal flexibility procedures rely on the
comparison with the UD baseline, which cannot be available in real-life situations; this is not strictly necessary for
the TGP algorithm described here. On the one hand, the TGP regression is undoubtedly more computationally
demanding than numerical integration. On the other hand, the proposed algorithm uses several mode shapes at once to
discard damage-unrelated effects, differently from the other techniques, and returns automatically the defined
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(a) Experimental modal curvatures. (b) Results of the modal curvature procedure. The first three modes are colored in
blue, green, and red (in this order). D1: dashed line; D2: dashed-dotted line; D3: dotted line. The vertical orange line indicates the actual
damage location
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Results of the modal flexibility procedure: (a) Doebling and Farrar procedure; (b) Pandey and Biswas procedure. D1:
dashed line; D2: dashed-dotted line; D3: dotted line. The vertical orange line indicates the actual damage location

partitions, while the partitioning needs to be performed “by eye” with the other techniques, according to the user's
subjective opinion.

It must be said that there are no conceptual nor technical limitations to apply the proposed TGP-based procedure
on modal curvature or rotations rather than on mode shapes. That is to say, the two methods can be easily combined.
For less noisy measurements, where the differentiation can lead to an increased sensibility, this can be beneficial for a
more reliable localization. Figure 24 reports a simple example, for the cantilevered beam described in Figure 1 in an
ideally noise-free condition (a second crack has been added at 60 cm from the left end; the severity of both damages has

been reduced to a 20% decrease of Young's modulus). As can be seen, in optimal conditions, the beneficiary effects of
numerically deriving allow to identify and locate damages otherwise not detectable in the raw data.
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5 | VALIDATION FOR MULTIPLE DAMAGE LOCATIONS ON A FRAME
STRUCTURE

To conclude this investigation, the TGP algorithm has been tested on two-dimensional structures with multiple
damages. Specifically, the two single-story, single-span, unbraced plane frames depicted in Figure 25a,b have been
considered, with the corresponding damage pattern portrayed there.

In both the first (P1) and the second case (P2), three damages were inserted in the left column, the horizontal beam,
and the right column always at 1 m from the first end (moving from the bottom left clockwise). Similarly to the first
numerical example, the damage was modeled in the FE models as a 50% reduction of the stiffness of the highlighted
elements (for all the cross section and a length of the single element equal to 30 cm). The same material and cross
section as for the GFRP beam have been considered. For consistency with the other numerical examples, the first four
mode shapes have been utilized. A noise level of 5,= 0.005 was artificially added. It was considered to have one output
channel, orthogonal to the structure, at any 5 cm. The results are portrayed in Figure 26. For brevity, only the first and
the last (fourth) mode shapes are reported, respectively for P1 and P2, plus the final pdfs. As can be seen, the method
captures well the multiple damage positions on the three segments of the planar frame.



BOSCATO ET AL. Wl L EY 23 of 26

©
1st mode S ™, 4th mode i
] \ 5] ™,
=& | —e]
= =o
8o - @ "
=3 23|
: = -
o] 1 Yo,
Si—= . — 'g, . P,
100 05 1.0 1520 25 30 density[-] 700 05 1.0 15 20 25 30 density[-]
° Position [m] 209 902 004 006 ° Position [m] 5000 003 005 007
°«Aw§ © © [ density [-] @ ) 5O "
%, © o Ny 0 S o
L PN o s RS Zo
", ] %, —_ o
=] o - -
2 ’ 23 g3 w3 ©§ |22
7 2 v g -
28 ES o8
3
WoLw » 1 0
8 < o Y o
[-] fasuap H o P1 @ % o P2
T T T — T —1 O
ZL0 ' 800  ¥00 | 000 voo 00 | voo-
(b)
o ’
- 7\
‘: o 1
— kel .
To SO
Bo ZQ
2 82
< =3
o
N
o : \
- ol _/ & pdf N
> . 2 :
. o N
density [-] 05 10 15 20 25 30 density [-] 05 10 15 20 25 30 density [-]
° Position [m] 00 04 08 12 ° Position [m] 00 05 10 15 20
o Jo
o
3 w K go \‘é
P o' -
= | 5o T ) 5
SE T SE (z° P
28 + o £ 153
=8 8 S E
- . \ =
0 o 0
° P1 & [-] Ansuop ° P2
. ; . : o——————————————— e e
g0 90 »0 Z0 00 (C) 0L 80 90 ¥0 Z0 00 (d)

FIGURE 26 Top row: results for (a) the first mode shape of P1 and (b) the fourth mode shape of P2. Bottom row: probability density
functions for the two cases, multiplied together considering the first four vibrational modes, (c) P1 and (d) P2. The orange dotted lines
represent the sensors closest to the actual damage locations

6 | CONCLUSIONS

Only a very few works reported in the scientific literature deals with the damage localization in pultruded composites.
In this context, a TGP approach has been presented here. In the GP regression, a covariance kernel, which characterizes
the smoothness of the structure being modeled, is used. GPs are statistically based (Bayesian) and are therefore able to
automatically return the confidence interval for predictions at any location. Combining them with Bayesian CARTS,
pointwise regression allows to detect discontinuities at the edges between neighboring branches. That is known as TGP
regression and partitioning, and it was used here as a mean of localization for incongruences in numerical and experi-
mental perturbed mode shapes. The method has been initially proved on numerically simulated cases for well-defined
slots. A study of the effects of measurement noise and damage severity has been performed as well. The method has
then be applied to experimental data coming from a saw-cut pultruded GFRP beam for increasing levels of damage.

The GP regression is notoriously highly expensive, computationally speaking. For n points, n> operations are
needed. Combining it with the thousands of steps required by the MCMC process, the whole process is not computa-
tionally efficient. Yet it has the great advantage of requiring minimal assumptions on the data to be fitted, thus granting
a very high generalization capability.

In both numerical and experimental studies, the damage was clearly identified as disturbances in the eigenshapes,
which are generally related to damage local effect on modal data. The main aim was to test TGP capabilities to
automatically locate the discontinuities in the mode shape along the beam main axis. These discrepancies in the mode
shapes were found in all the normal modes investigated and localized in a certain portion of the beam. These points are
therefore the most likely candidates as the main location of damages.
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TGPs correctly located the abovementioned discontinuities in the experimental mode shapes with an acceptable
level of accuracy for the first modes. The procedure can be greatly improved if only the first (most discriminative)
branch is considered. However, both numerical and experimental results show that the method is extremely sensitive
to overfitting, which results in branching at antinodes (local minima and maxima of the shape function). The
inconvenience can be easily bypassed by comparing (at least) two mode shapes from the same input as done here by
multiplying the obtained pdfs of the first four vibrational modes.

Overall, the procedure described in this paper returned more evidently the actual location of damage in comparison
to other common alternatives (the modal curvature and the modal flexibility techniques). It was also proved able to
detect multiple damages in two-dimensional structures (specifically, on a frame portal).

The method proved to be sensitive to measurement noise. While despicable, this is a very well known issue for most
of the damage localization techniques. Numerical results seem to point out that the most detrimental effects happen for
high noise levels, but the trend is not monotonical. Noise-free data perform obviously better than highly noisy ones, yet
a small amount of noise apparently helps the TGP routine to avoid overfitting and produces much less erroneous
branching than the same numerical data with a lower level of artificially added disturbance. As expected, very high
noise overwhelms interesting effects. Future works will also include a better way to deal with all these technical
problems.
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