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Abstract

Despite intensive research in the last years, the biometric authentication problem is
still not fully solved; thus, it is not deployed in critical sectors. In this dissertation,
we first consider a generic biometric authentication scenario in which the frame-
work can be applied to any biometric trait, i.e., face, fingerprint, iris, and so on.
The features extracted from biometric traits are mapped onto a latent space such
that authorized and unauthorized users follow simple and well-behaved distribu-
tions. We show that, by learning a regularized mapping instead of a classification
boundary, higher performance and improved robustness is achieved. Secondly, a
deep unconstrained face verification scenario is considered. In the proposed ap-
proach, no specific metric on facial features is imposed; instead, the decision space
is shaped by learning a latent representation in which matching and non-matching
pairs are mapped onto clearly separated and well-behaved target distributions.

The second part of the dissertation focuses on a robust and accurate classification
system using deep learning. In recent years, deep learning has shown outstanding
performance in several applications, including image classification. However, deep
classifiers are known to be highly vulnerable to adversarial attacks, in that a minor
perturbation of the input can easily lead to an error. Providing robustness to
adversarial attacks is a very challenging task, especially in problems involving a
large number of classes, as it typically comes at the expense of a reduced accuracy.
We propose a novel approach for training deep, robust multiclass classifiers that
provide adversarial robustness while at the same time achieving or even surpassing
the classification accuracy of state-of-the-art methods.
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Chapter 1

Introduction

1.1 Biometric authentication
Today, we live in a digital era – everything is digital – every kind of content –

pictures, videos, documents, cards, and so on. Digital technologies have completely
changed how we live our lives; everything is just a few taps away. The population
of digital citizens is growing with the advancements of digital society. We can do
everything online, from grocery shopping to home entertainment. Phones, tablets,
and laptops stay with us because within them lies our life’s story. Indeed digital
technology is making life convenient, but at the same time, a serious question arises;
is your digital data safe? If you lose them, what will be the cost?

As the digital world is progressing, the risk of unauthorized access to sensitive
data is also increasing, making security even more important. Digital citizens rely
more and more on digital devices to store their data, making them a lucrative
target for adversaries. Digital adversaries quickly adapt and integrate with the
new technologies and are looking for new ways to exploit them. A data breach
can lead to myriad of consequences. The adversary can steal sensitive data such as
credit cards, money, trade secrets, contact information, and the list goes on.

User Authentication is the process of verifying an entity’s identity to determine
whether someone or something is what they claim to be. Authentication is the
gateway to access valuable data. Weak authentication security can enable adver-
saries to gain access to sensitive data. The objective of reliable authentication is to
ensure that only legitimate users can access a certain system. Such systems include
secure access to cell phones, laptops, tablets, ATMs, and buildings.

Unlike machine authentication that uses automated processes, user authenti-
cation involves authorizing logins using personal credentials. Personal credentials
can be chosen according to three main authentication factors: knowledge, posses-
sion, and inherence [1]. The traditional version of user authentication involves a
simple knowledge factor like password. However, password verification, has many
issues since people tend to reuse the same passwords or write them down, which
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easily leads to credential stealing, or to forget them, which hinders their usability
[2]. With tech companies expanding, it becomes essential to concentrate on user-
authentication to validate and secure their identity. Organizations are increasingly
opting for advanced user authentication techniques to safeguard and secure cus-
tomer databases more comprehensively.

Biometric features hold a unique place when it comes to authentication and
security applications. Unlike token-based features such as keys and ID cards, they
cannot get lost and unlike passwords, they can not be forgotten. The progress of
biometric authentication technology has been substantial over the past two decades;
advanced authentication methods such as biometrics are finally becoming a real-
ity with deep learning. It is seen as one of the most effective and safe methods
of individual authentication. Biometric technology is described as the automatic
techniques of recognizing or confirming a living person’s identity, mainly centered
on a physiological or behavioral trait. Concerning user authentication one of the
key advantages of biometric technology is its ability to eliminate the need to use
passwords at all [2]. It is experiencing rising acceptance worldwide due to its usabil-
ity, investment benefits, and future potential. Biometric technology is not new, but
in recent years its utilization has become progressively prevalent. The reason for
the success of biometric technologies relies on the many advantages they offer over
conventional methods. The advantages that biometrics provides are that the infor-
mation is distinctive for every person, it cannot be lost, and it can be utilized as a
technique for individual identification. Biometric technologies can be used not only
for user authentication but also to provide privacy or data discretion, authorization
or access control, data integrity, and non-repudiation. Despite increased security,
efficiency, and convenience, biometric authentication also has disadvantages: Bio-
metric databases can still be hacked and, if stolen, cannot be replaced, biometric
devices like facial recognition systems can limit privacy for users, False rejects and
false accepts can still occur preventing select users from accessing systems.

Since error rates in biometric systems are shown to have dropped at an expo-
nential rate, one would assume that biometric authentication is becoming a largely
solved problem. Unfortunately, this is not the case, as many challenges still remain.
The reduction in error rates shown is for biometric traits captured in a controlled
environment with cooperative subjects. As an example concerning faces, authenti-
cation performance significantly deteriorates when variations in facial pose, facial
expression, and illumination (collectively known as PIE) are introduced [2]. Other
factors, such as image quality (e.g., resolution, compression, blur), time-lapse, facial
aging, and occlusion, also contribute to face recognition errors [3].

User authentication, in general, is a classification problem. The second part of
this dissertation focuses on a robust and accurate classification system using deep
learning.
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1.2 Robust and accurate classification
Over the course of the last few years, deep learning has shown outstanding

performance in several applications, including image classification. Neural networks
have applications in multiple fields ranging from scientific to industrial products
such as biometric authentication and safeguards in the automobile industry. The
performance of these techniques has reached similar or even greater accuracy levels
than humans in multiple and complex visual and classification tasks [4, 5, 6, 7].
More recently, deep neural networks have also shown remarkable performance at
learning complex mappings for image translation, and segmentation [8, 9, 10, 11].

However, the ever-growing use of neural networks in our society raises serious
concerns in the matter of security, as they can be targeted by malevolent adver-
saries. Several obstacles still hinder their use in fields where security is essential,
or if neural networks are used for safety protocols for verification programs such as
systems for autonomous driving, biometric authentication, and medical diagnostics
[12, 13, 14, 15].

One of the most severe threats to deep learning is represented by adversarial
perturbations, a collection of methods that are designed to interfere with neural net-
works input data in order to produce undesired outputs, shift the expected outcome,
or more in general, cause algorithm malfunctions and performance reductions. This
happens in the face of modifications that are very difficult to detect, to the extent
that they are often undetectable to the human eye; human performance usually
does not suffer from these infinitesimal modifications. Malicious attackers could
exploit such vulnerabilities to cause malfunctions in systems, and the attack would
be very hard to detect. One common way of providing defense against such pertur-
bations is to use adversarial samples in the training phase as a particular form of
data augmentation to improve robustness [16, 17, 18]. However, such adversarial
training does not prevent adversaries from tampering with the final classification
stage [19]; it has been proven that universal adversarial perturbations can be crafted
to induce the wrong classification with high probability independently of the used
dataset [20]. Further, adversarial training is a very time-consuming process, and it
comes at the cost of reducing the classification accuracy.

As the number of classes in a classification system increases, providing robust-
ness to adversarial attacks get more challenging as it typically comes at the expense
of reduced accuracy. Without robust classification, neural networks can not be de-
ployed confidently in applications where security is essential. As the integration of
neural networks in contemporary society grows, they become even more subject to
malicious adversaries actions. As the deep learning practitioners are laying atten-
tion to develop methods providing robustness to adversarial attacks, at the same
time, new techniques are also being developed to craft more successful adversar-
ial attacks [21]. Although many countermeasures have been proposed, an effective
defense mechanism against the broad spectrum of adversarial perturbations and
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maintaining state-of-the-art accuracy is not available yet.

1.3 Contributions
The contributions of this dissertation are two-folds:

1. Biometric authentication

• Generic biometric authentication: We demonstrate that mapping
the biometric traits (any modality) onto well-behaved target distribu-
tions (close to the desired target) leads to higher performance and im-
proved robustness. The mapping of biometric traits onto target dis-
tributions can be achieved either through an adversarial game Jensen-
Shannon (JS) divergence or statistical approaches like Kullback-Leibler
(KL) divergence. Simple and well-behaved distributions enable to em-
ploy tunable decision boundaries to make a decision. Extensive exper-
iments on publicly available datasets of faces and fingerprints confirm
the superiority of proposed frameworks over existing methods.
(a) A. Ali, et al., “Authnet: Biometric Authentication Through Adver-

sarial Learning.” In: IEEE 29th International Workshop on Machine
Learning for Signal Processing (MLSP), IEEE. 2019, pp. 1-6.

(b) A. Ali, et al., “Adversarial Learning of Mappings Onto Regularized
Spaces for Biometric Authentication.” In: IEEE Access, v. 8, 2020,
pp. 149316-149331.

(c) A. Ali, et al., “Learning mappings onto regularized latent spaces for
biometric authentication.” In: IEEE 21st International Workshop
on Multimedia Signal Processing, (MMSP), IEEE. 2019, pp. 1-6.

• Face verification: Although the proposed method for generic biometric
authentication achieves excellent performance in terms of security met-
rics like accuracy and is robust against adversarial perturbations, how-
ever, the framework is based on a one-vs-all classification scenario. The
network needs re-training for every new user, and the trained model is
data homogeneous. To solve the problem, we leverage the idea of generic
biometric authentication and map it to an unconstrained face verifica-
tion scenario with one-shot training. The proposed approach does not
impose any specific metric on facial features; instead, it shapes the de-
cision space by learning a latent representation in which matching and
non-matching pairs are mapped onto clearly separated and well-behaved
target distributions. The proposed network jointly learns the best fea-
ture representation and the best metric that follows the target distribu-
tions, to be used to discriminate face images. Specifically, we propose

18



1.3 – Contributions

to use as target distributions two Gaussian distributions with different
means and same variance. This choice enables a simple linear decision
boundary that can be tuned to achieve the desired trade-off between false
alarm and genuine acceptance rate and leads to a loss function that can
be written in closed form. Extensive analysis and experimentation on ten
publicly available datasets show a significant performance improvement
and confirms the effectiveness and superiority of the proposed method
over existing state-of-the-art methods.
(a) A. Ali, et al., “ BioMetricNet: deep unconstrained face verification

through learning of metrics regularized onto Gaussian distributions.”
United States Patent US. United States Patent and Trademark Of-
fice.

(b) A. Ali, et al., “BioMetricNet: deep unconstrained face verification
through learning of metrics regularized onto Gaussian distributions”
In: Proceedings of the European Conference on Computer Vision
(ECCV), Springer. 2020, pp. 133-149.

(c) A. Ali, et al., “BioMetricNet: deep unconstrained face verification
through learning of metrics regularized onto Gaussian distributions”
to be submitted to IEEE Transactions on Biometrics, Behavior and
Identity Science (TBIOM), IEEE. 2020.

2. Robust and accurate multi-class classification: We establish that in-
stead of maximizing the likelihood of target labels for individual samples,
learning a mapping of the input classes onto target distributions in a latent
space such that the classes have high inter-class separation leads to outstand-
ing performance in terms of classification accuracy and adversarial robustness.
The proposed loss, first of its kind, pushes the network to produce feature
distributions yielding high inter-class separation. The mean values of the dis-
tributions are centered on the vertices of a simplex such that each class is
at the same distance from every other class. We show that the regulariza-
tion of the latent space based on our approach yields excellent classification
accuracy and inherently provides robustness to multiple adversarial attacks,
both targeted and untargeted, outperforming state-of-the-art approaches over
challenging datasets.

(a) A. Ali, et al., “Beyond cross-entropy: learning highly separable feature
distributions for robust and accurate classification.” In: Proceedings
of the IEEE International Conference on Pattern Recognition (ICPR),
IEEE. 2020.

(b) A. Ali, et al., “Beyond cross-entropy: learning highly separable feature
distributions for robust and accurate classification.”submitted to IEEE
Transactions on Information Forensics and Security (TIFS), IEEE. 2020.
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1.4 Dissertation organization
The remaining of this dissertation is organized as follows:

• Chapter 2 introduces the general concepts and provides a background on
artificial neural networks and biometrics.

• Chapter 3 presents our generic framework for biometric authentication based
on adversarial neural networks. Unlike other methods, our model maps in-
put biometric traits onto a regularized space in which well-behaved regions,
learned through an adversarial game, convey the semantic meaning of autho-
rized and unauthorized users.

• Chapter 4 illustrates our novel model for generic biometric authentication
based on deep neural networks. The proposed model learns a mapping of the
input biometric traits onto a target distribution in a well-behaved space in
which users can be separated employing simple and tunable boundaries using
a statistical model.

• Chapter 5 demonstrates our novel framework for deep unconstrained face
verification, which learns a regularized metric to compare facial features. Dif-
ferently from popular methods, the proposed approach does not impose any
specific metric on facial features; instead, it shapes the decision space by
learning a latent representation in which matching and non-matching pairs
are mapped onto clearly separated and well-behaved target distributions. In
particular, the network jointly learns the best feature representation and the
best metric that follows the target distributions, to be used to discriminate
face images.

• Chapter 6 outlines our findings for robust and accurate multi-class classi-
fication. Differently from other frameworks, the proposed method learns a
mapping of the input classes onto target distributions in a latent space such
that the classes are linearly separable. Instead of maximizing the likelihood
of target labels for individual samples, our objective function pushes the net-
work to produce feature distributions yielding high inter-class separation. The
mean values of the distributions are centered on the vertices of a simplex such
that each class is at the same distance from every other class.

• Chapter 7 summarizes our findings and presents directions for future work.

• finally, we include a glossary of acronyms with their definitions.
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Chapter 2

Background: general concepts and
literature review

2.1 Deep learning
The chapter introduces general concepts, basic terms, and definitions, followed

by a state-of-the-art review on specific topics.
In recent years, neural networks (NNs) became increasingly popular in the fields

of biometrics, computer vision, and image classification. NNs can learn how to solve
different problems directly from the data without requiring hand-crafted features;
their tremendous power have led to state-of-the-art performance on many complex
tasks. NNs are composed of a stack of layers, each with a non-linear activation
function to learn the data representation. The top layers in the hierarchy learn ab-
stract representation compared to lower layers. The layers evolve during the train-
ing process to exploit their ability to approximate arbitrary non-linear functions
[22]. During the training, these layers learn how to compute highly discriminative
features that can be used to classify the input data.

Increasing demand for reliable security systems has led to an increased interest
in biometrics-based authentication systems. Deep learning has completely reshaped
this research; biometrics-based research has been dramatically shifted away from
the holistic learning and hand-crafted based approaches towards the NNs based
models. In the remainder of this chapter, the concepts related to deep learning are
introduced.

Artificial neuron

A neuron is the basic unit of a neural network (Fig. 2.1). It is a simple predictive
function inspired by biological neurons. An artificial neuron transforms the inputs
to an output y in two steps: Affine transformation (weighted sum of input) followed
by a nonlinear transform. An affine transform is written as:
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Figure 2.1: An illustration of artificial neuron.

z = b +
J∑︂

j=1
wjxj (2.1)

In equation 2.1, wj is the weight used on the features xj, and b is the bias.
Both weights and bias are parameters of a neuron. Neuron output is given by
y = f(z). Here f is a linear or nonlinear function known as the activation function.
If f is the identity, a neuron is equivalent to linear regression model. When f is a
nonlinear function a neuron is able to represent more complex regression models.
For example, if f is the sigmoid or logistic function, i.e., f(z) = 1/(1 + e−z), the
neuron behaves like a logistic regression models. In this case it is important to
notice that the z ∈ R is squashed to an output y ∈ [0, 1]. For binary classification,
often one desires to have an output representing the probability that the input
belongs to a certain class; a neuron with a logistic activation function is usually a
convenient choice.

Loss Function

Given a training set of N labeled sequences, the aim is to learn a prediction
function f(z) with parameters w and b that optimizes a loss function. Let xi denotes
the ith training sample, yi be the ground truth label and ŷi be the prediction for ith

training example. A standard choice for the linear regression loss function is the
square loss:

JSL(ŷi, yi) = (yi − ŷi) (2.2)
In equation 2.2, yi is the target label, and f(xi) is the predicted label for a given

input sequence xi. The loss function for the complete training set is an average of
loss function across all training examples. In the case of logistic regression having
binary output labels, the loss function is called binary cross-entropy:

JCE(ŷi, yi) = yi log(ŷi) + (1 − yi) log(1 − ŷi) (2.3)
In equation 2.3, yi is between 1 and 0. Given a sequence xi, ŷi is the predicted

output of the activation function and represents the conditional probability of the
class labeled as 1 when x is observed.
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Figure 2.2: Reducing loss: gradient descent.

Learning algorithm

A learning algorithm optimizes network parameters to minimize the loss func-
tion. For a given problem, given a set of N training samples with corresponding
labels (xi, yi) and a loss function J(yi, f(xj, w)), w is the parameter of the neuron
optimized by the learning algorithm to minimize the loss function; this process is
known as model training. One commonly employed algorithm is gradient descent
[23]. It starts with an initial guess of weights w(0), and is systematically updates
them based on the training data to minimize the loss function. For a given pair
(xi, yi), the loss function J(w) is interpreted as a function that maps the weights
values to the loss values. For differentiable loss functions like square distance and
cross-entropy, the gradient of the loss function J(w) computed at a specific value
of the weights is used to determine the direction of the fastest decrease for the loss
(Fig. 2.2). Repeated passes are made through the training set, iteratively updating
the weights to minimize the loss function. If w(t) represents the parameters at a
specific iteration t, we have:

w(t + 1) = w(t) − η
1
N

N∑︂
i=1

∂J (yi, f(xj, w(t))))
∂w

(2.4)

Where η is the learning rate, it controls the update step in the opposite direction
to the gradient. Training is terminated once the loss gets stable. For small η, it
takes a long time for the training to converge; on the other hand, too large values
on η can cause the algorithm to behave erratically since the gradients can no longer
predict the change in the loss function accurately.

The training set usually includes a very large number of samples; computing
gradient for each example in each iteration can be infeasible. To handle this, the
training set is split into small batches of size in the range 16−512 samples (referred
to as minibatches); in each training iteration, the average gradient for minibatch
is computed. As training progresses, gradients across the training examples are
repeatedly calculated until the loss converges to a minimum value.

An epoch refers to the number of iterations to use all samples in the training
set once and only once. The length of an epoch depends upon the minibatch and

23



Background: general concepts and literature review

x1
x2
x3

Input OutputHidden layer

Figure 2.3: The anatomy of Feed-Forward neural network.

the training set size. The aforementioned algorithm is also known as stochastic
minibatch gradient descent.

Training and test sets - Overfitting and Underfitting

The training set refers to labeled examples used to fit the parameters of the
model. The model’s performance on the training set is typically higher than on
never seen before samples. Patterns can exist in the training sets that are simply the
artifacts of the noise in measurements. If the model leverages these artifacts while
training, the classifier goes astray on the new examples. Therefore, the training
set’s performance can be misleading; the situation is referred to as overfitting.

Thus a model’s performance should always be evaluated on a set of images the
model has not seen during training [24]. This never seen before dataset is referred
to as the test dataset. The model generalization is the capability to perform well
on test sets different from the training set. On the contrary, if the model is not
powerful enough to capture the training data patterns, it is known as underfitting.

Regularization

One way to overcome the overfitting problem is to avoid using overly complex
models; this is termed as regularization [24]. Penalizing the weights of the model in
the loss function helps to regularize the model. A model with small weights makes
it insensitive to minor changes in the input and generalizes well on the never seen
before datasets. l1 and l2 regularization are among commonly employed methods.
l1 regularization adds l1 norm of the weights as a penalty term and encourages the
algorithm to use relatively few large weights and many small weights. Similarly,
l2 regularization uses the l2 norm of the weights as a penalty term and encourages
weights with smaller magnitudes.

Validation set

As the classification model’s performance differs for the training and test sets,
a subset of the dataset from the training set referred to as the validation set is
set aside to make some design choices. Hyperparameters are explored and tuned
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Figure 2.4: The anatomy of convolutional neural network.

on the validation set, and finally, the model’s performance is reported for the test
dataset.

A deep multi-layer neural network

A single neuron may work well for several purposes but is limited as it consists
of a single linear transformation followed by the non-linearity. Stacking multiple
layers of neurons, where each neuron takes input from previous layers dramatically
increases the expressive power of the model. Each layer transforms the inputs into
increasingly complex representations. The deep neural network’s final layer is either
a logistic or linear neuron that operates on the penultimate layer’s output. Neural
networks are a powerful extension of linear and logistic regression models that
operate on non-linear, hierarchical transformations of the original features learned
from the training data.

Feed-Forward (FF) Neural Networks

Feed-Forward neural networks or multi-layer perceptron are the most basic types
of neural networks. Each node in the previous layer is connected to each node
in the subsequent layer (Fig 2.3). During training, labeled examples are fed to
the model, which predicts its output and updates the network’s parameters by
propagating the loss gradients with respect to the ground truth labels backward
through the entire network. The weight values of the hidden layer h are computed
using h = f(∑︁N

j=1(wjxj) + bh). Input feature xj is multiplied with the weight wj

and aggregated with the bias term bh, and finally, a non-linear activation function
f is applied.

Convolutional Neural Networks (CNN)

The problem with fully connected networks is that the number of parameters
grows in a exponential way with the number of layers and the size of the inputs.
With CNN, we can reuse the same parameters for different locations of the input,
such that the number of parameters does not depend on the size of the input.
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Figure 2.5: A non-convex loss function of a non-linear DNN contains multiple local
minima.

CNN employ convolutional layers with neurons called filters that detect the local
patterns of the raw inputs (Fig 2.4). Each filter of the CNN scans the input to find
a particular pattern encoded by the filter weights. The convolutional layers are
stacked such that the filters in the subsequent layers detect complex patterns on
top of filters in the previous layers. Finally one or more fully connected FF layers
integrate the entire patterns detected across all positions to predict an output label.

Training the network

Neural networks are generally trained with the stochastic gradient descent method.
In the gradient descent algorithm, the loss gradient with respect to the parameters
is calculated for the minibatches. The parameters are adjusted to reduce the loss.
The process is repeated until the performance on the validation dataset no longer
improves. The process of terminating the training when the validation set perfor-
mance no longer improves is referred to as early stopping. Commonly employed
loss functions include cross-entropy for classification and mean squared error for
the regression.

Gradient descent algorithm is sensitive to the weights initialization; good weights
initialization leads to higher performance, and poor weights initialization may fail
the network to converge. A general rule of weights initialization is that the ac-
tivation functions should have zero mean and unit variance. Network’s weight
initialization depends on network choice and activation functions employed. Some
effective solutions for weight initialization are listed in [25, 26, 27].

For multi-layer NNs, the loss is high dimensional and non-convex with multiple
hills and valleys (Fig. 2.5); consequently, the optimization gets more complicated.
The learning rate is decreased over epochs with gradient descent to allow the algo-
rithm to explore different loss function contours. Another technique that can help
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the network get out of local minima is the use of a momentum term. The momen-
tum term’s choice leads to large gradients over several iterations in the direction
that has a consistent gradient and small gradients in the direction where gradients
are changing over iterations. Learning rate and momentum are the parameters that
must be optimized. Several optimizers have been proposed to make the choice easy
[28, 29, 30, 31, 32]. A comprehensive analysis is presented in [23]. These optimizers
adapt the learning rate for each parameter according to the magnitude of the past
gradients.

Efficient computation of gradients - backpropogation algorithms

The computation of gradients of loss with respect to the network’s weights is of
key importance to train a NN with a stochastic gradient descent algorithm. The
backpropagation algorithm [33] efficiently computes the gradients using the chain
rule ∂J

∂w
= ∂J

∂z
· ∂z

∂w
. The backpropagation algorithm starts from the output layers, and

back through intermediate layers propagates to the input layer. The gradients of
all individual parameters of the network (weights) can be computed by employing
this information. This information is utilized to update the parameters using a
stochastic gradient algorithm.

Activation functions

Without employing nonlinearities, a DNN can only describe linear functions,
as a linear function of a linear function is still linear. The choice of nonlinearities
strongly influences the convergence properties of NNs. One commonly employed
nonlinearity is logistic function. Logistic function often suffers from the vanishing
gradient’s problem when the input is too large or too small. Generally, logistic func-
tion is used when the output is to be constrained between 0 and 1, i.e., for binary
classification tasks. Networks trained with ReLU nonlinearity f(z) = max(0, z) do
not undergo this problem. ReLU is a piecewise linear thresholding function that
sets all negative values to 0. Various alternatives to ReLU exist, such as Leaky
ReLU [34], PReLU[35], ELUs[36], and SELUs [27], etc.

Regularization

To avoid overfitting, weight penalties like ℓ1, ℓ2 regularization are often applied
to the loss function. These penalty terms can be applied either to the neurons’
activation or the networks’ weights to encourage sparse solutions. These techniques
also help prevent the weights from getting stuck near zero or exploding to large
values. Another very commonly employed solution is dropout. The main idea
behind dropout is to randomly zero-out or drop a fraction of the neurons’ activation
in a layer p for every training step. At the prediction time, no dropout is employed.
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Batch normalization

Batch normalization [37] ensures that while training, each layer’s input has
roughly the same mean and variance within minibatches. It combats the covariate
shift problem when the internal parameters are updated. This is done by explicitly
learning optimal values for mean and variance of the distribution and normaliz-
ing the minibatches explicitly to achieve this. Batch normalization accelerates and
stabilizes the networks’ training and acts as a regularizer, reducing dropout depen-
dency. Recently SELU [27] activation’s have exhibited a similar effect by naturally
resulting in the layers with zero mean and unit variance. Another alternative to
batch normalization is layer normalization [38]; it performs normalization based on
individual training examples rather than complete batches.
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2.2 Biometrics
Reliable biometric authentication is a crucial property required by a wide variety

of systems. The objective of such schemes is to ensure that legitimate users solely
access the protected system. Applications of biometric authentication systems in-
clude secure access to cell phones, laptops, ATMs, and buildings. Without reliable
authentication methods, such systems are vulnerable to the wiles of imposters.

In traditional systems, the most common ways of restricting access include
card-based authentication and passwords. These authentication methods are not
fool-proof. Once the password is divulged to an unauthorized user or the card is
stolen, this usually leads to security breach. Additionally, simple passwords can be
guessed, hard passwords are difficult to remember, and the cards can be stolen and
lost.

The problems beset by traditional verification systems are addressed by the
evolution of biometric-based methods. The use of physical or behavioral charac-
teristics (face, fingerprint, iris, signature, etc.) to automatically authenticate or
recognize an identity are referred to as biometrics or biometric system. A biomet-
ric trait can be either physical or behavioral, which is measurable, repeatable, and
distinguishable. A biometric trait must have the following four characteristics [39].

• Universality: Most individuals should have it

• Distinctiveness: It should be unique

• Permanent: It should not be varying over time

• Collectible: It should be possible to measure it quantitatively

These characteristics make the use of biometrics a reliable way of authentica-
tion. Further, the traits can not be shared, transferred, guessed, or lost like a
traditional card or password-based authentication, leading to increased user con-
venience. Further, it leads to an improved authentication accuracy, as the system
can be tuned to minimize the unauthorized accesses. Also, the cost of employing
biometric systems is continually decreasing.

Verification refers to the process where the user claims an identity (I), and
the system provides an output decision, which is either yes or no. Conversely, in
the identification process, the system automatically searches the whole database of
enrolled users to find if there is a match or not. In the output, the identity of the
users I is provided.

The verification problem can be modeled as follows: given an input feature
vector XQ, and the corresponding claimed identity I, it is to determine whether
(I, XQ) belongs to P1 or P2. P1 shows that the requested claim is valid, i.e., the
user is genuine, whereas P2 indicates that the requested claim is false, i.e., its an
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(a) Face (b) Fingerprint (c) Iris

(d) Voice (e) Hand (f) Signature

Figure 2.6: Sample biometric traits: (a) face, (b) fingerprint, (c) iris (d) voice signal
(e) hand geometry (f) signature.

impostor attempt. The input feature vector XQ is matched against XI , which
corresponds to stored identity I, to determine its category.

(I, XQ) ∈
{︄

P1 if S (XQ, XI) ≥ τ
P2 otherwise (2.5)

In equation 2.5, S determines the similarity between XQ and XI , where τ is
the predefined threshold. Verification can be seen as a one vs. all class classifica-
tion problem, where each claimed identity is classified either as P1 or P2 based on
XI , I, XQ, the threshold τ , and the function S.

On the other hand, in the identification problem, the aim is to determine the
identity of a person. For a given input feature vector XQ, the aim is to determine
if the identity Ik where k ∈ {1,2, . . . N, N + 1} corresponds to a specific identity
enrolled in the database I1, I2 . . . IN . Usually a fictitious identity IN+1 is added to
represent the case in which no identity can be determined. Thus,

XQ ∈
{︄

Ik if maxk {S (XQ, XIk
)} > τ, k = 1,2, . . . N

IN+1 otherwise (2.6)

In equation 2.6, XIk
is the template corresponding to identity Ik, where τ is the

predefined threshold.

Biometric system modules
Generally, a biometric authentication system consists in the following four essential
modules:

• Sensor module captures the user’s biometric data, such as the fingerprint
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scanner capturing fingerprints and the camera module capturing individuals’
face images.

• Feature extraction module processes the acquired data and extracts the
most discriminative features. For example, in the case of fingerprints, the
position and orientation of minutiae points are computed.

• Matching module matches the feature values against the stored template
and generates a matching score. For example, in the fingerprint system, the
matching minutiae of query and template are computed and treated as the
matching score.

• Decision-making module makes the final decision; the claimed identity
is either accepted or rejected based on the matching score in verification or
identified as a user in the database for identification.

For example, in the case of fingerprint-based authentication schemes, initially,
during the enrollment phase, the user places his finger F on the sensor. Feature
extractor extracts the discriminative features from the sensors output Fs to gener-
ate the template Ft. The generated template Ft along with the identity of the user
is stored in a database. During the verification phase, the fingerprint of the user
is captured again. Template Fv,t is generated from the captured fingerprint and is
matched against the stored template Ft in the database along with the stored iden-
tity I. If the two templates are “close enough”, the authentication system grants
access to the user. Generally, for matching the templates, a similarity measure is
used; if the templates’ similarity score is lower or higher than a specific threshold
T , the access is granted, else the access is denied. Conversely, during the identi-
fication, the online generated template Fi is compared with all templates in the
database. If there is a match, the authentication system outputs the corresponding
associated identity I of the user.

False Acceptance Rate (FAR) and False Rejection Rate (FRR) metrics are com-
monly employed to quantify the authentication accuracy. FAR is the probability
of an imposter being accepted by the system. Contrary, FRR is the probabil-
ity of a legitimate user being rejected by the user. The point where false accep-
tances are equal to false rejections, i.e., FAR=FRR, is denoted by Equal Error Rate
(EER). Another commonly used metric is the Genuine Acceptance Rate (GAR),
which shows the probability of accepting legitimate (genuine) users. It should be
noted that GAR=1-FRR. The metrics mentioned above depend on the selected
threshold T . The labels corresponding to the thresholds can be added, e.g., T1 for
FAR1 and GAR1, similarly T2 for FAR2 and GAR2. By varying the thresholds
T = T1, T2 . . . Tk, multiple (k) operating points for a system can be obtained. As
a result, the GAR vs. FAR plot obtained by varying the thresholds is called the
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Figure 2.7: A typical ROC curve for biometric verification system

Receiver Operating Characteristics (ROC) Curve. ROC curve is very commonly
used to evaluate the performance of an authentication system. Fig. 2.7 depicts the
ROC curve obtained through a verification system. One of the sample operating
point (GAR,FAR) = (0.95,0.001) shows the GAR corresponding to a given FAR.
The designer of the authentication system analyzes the ROC curve according to
the requirements, (e.g. for user convenience the GAR should be greater than 0.95,
whereas to assure the security of the system, the FAR should be less than 0.001)
and decides which operating point should be used.

Despite the advantages of biometric authentication systems compared to tradi-
tional card-based and password-based authentication systems, several unresolved
problems are still present. A major concern is the authentication accuracy, i.e.,
verification and identification accuracy brought by biometrics-based systems. An
increase in the authentication accuracy automatically brings an improvement in
the security of the systems. Apart from authentication accuracy, many other issues
should be accounted for before deploying a biometric-based authentication system.

One big concern that hinders the deployment of biometrics based authentication
systems is the robustness to adversarial attacks. For traditional authentication
systems, the parameters for security analysis are much more straightforward. For
example, for passwords one can consider the minimum length, the frequency with
which the password is updated, the set of allowed characters and have a reasonable
estimate of the difficulty of guessing a password.

Similarly, the security of the card-based authentication systems can be analyzed
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Biometric trait Universality Distinctiveness Permanence Collectability
Face H L M H

Fingerprint M H H M
Iris H H H M

Table 2.1: Comparison of various biometric characteristics. High, medium, and low
values are denoted by H, M, and L, respectively.

based on the illegal utilization of the card. The feasibility of replicating or illegally
mimicking the card’s characteristics, e.g., how easy it is to replicate a signature
close to one present on the database, is hard to estimate.

One generic problem within the biometrics-based system’s scope is the robust-
ness against adversarial attacks, i.e., guaranteeing the security against perturbed
input traits. For example, during enrollment of fingerprint images, the samples are
stored in a central or local database as a user template. During the verification, the
newly generated template is compared with the stored template in the database.
Verification is successful if the similarity score exceeds a pre-specified threshold.

Everything comes with a price; biometrics-based authentication systems are
intrinsically more complicated than traditional authentication systems. E.g., with
each acquisition, the biometric data of individuals vary by some amount contrary to
true/false for a password or card-based authentication. Further, complex enhance-
ment modules may be required to improve the quality of the biometrics traits.
Further, overall biometric authentication architecture should securely access the
stored biometric traits (stealing of biometric traits). This leads to several critical
points that may get compromised, which are absent in traditional authentication
methods [40].

Many of the currently existing applications and frameworks are tightly designed
for traditional authentication systems. Integrating biometrics-based authentication
systems into existing systems is also important. This is due to the independent
development of biometrics-based and traditional authentication systems. Fusing
biometric components in existing systems bring several problems that need to be
solved, e.g., variation in biometric data with time.

2.3 Common biometric traits
As the trend shifts from traditional authentication to biometrics-based authen-

tication, several biometrics traits have recently been used for authentication and
recognition, Fig. 2.6. Examples include the face, fingerprint, iris, signature, voice,
palm print, ear shape, gait, keystroke, etc. [41]. Among all, face and fingerprint
are the most prominent ones used in this dissertation.

The biometric trait choice is usually directed by the target application, with
its strengths and weaknesses. Tab. 2.1 summarizes the pros and cons of three
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Figure 2.8: Types of biometrics: (a) rolled fingerprints, (b) plain fingerprints, (c)
latent fingerprints [42]

prominent biometric traits, i.e., face, fingerprint, and iris [39]. Four prominent
characteristics, i.e., universality, permanence, distinctiveness, and collectability, are
analyzed. For example, it is easy to collect face images; hence, the face’s collectabil-
ity is high. Similarly, fingerprints are considered very distinctive; the ridge structure
does not change much over the years; even after the cuts on fingers, the fingerprint
pattern reappears after the healing process. On the other hand, even though it
is easy to acquire fingerprints, it needs some degree of cooperation from the user
(medium collectability). Additionally, with the time, in aged people, the fingerprint
pattern can become less evident and make automatic authentication or recognition
unstable.

The face is the most convenient trait to acquire and does not need much coop-
eration for acquisition. It can be acquired even from a distance with or without the
user’s consent. This property is highly useful in applications like video surveillance.
On the other hand, recognition becomes complicated with the variations in face im-
ages like pose, lightning conditions, makeup, expressions, etc. [41]. Additionally,
over time, the characteristics are not very stable, such as weight gain, aging, etc.

Iris images are complicated to acquire; sophisticated and expensive sensors are
used for the acquisition. Further, it needs considerable cooperation from the sub-
ject, as many factors can influence the acquisition like partially closing eyelids,
wearing lenses or eyelids, etc. Therefore iris recognition is not commonly used in
handheld devices like mobile phones, tablets, laptops, etc.

The next section presents a review of the representation and matching of fin-
gerprint and faces biometric modalities.

2.3.1 Fingerprints
The fingerprint is an impression of the friction ridge skin on the tip of the finger.

Friction ridge skin presents raised ridges because their function is to grip and grasp.
Fingerprints are different both across different fingers of the same person and across
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different persons [43]. For matching, there are essentially three kinds of fingerprints
acquired:

1. Plain, obtained by placing a finger flat on paper or on the plate of a scanner

2. Rolled, its obtained by rolling a finger from nail-to-nail on a paper or finger-
print scanner

3. Latent, typically obtained from crime scenes, recovered from objects acciden-
tally touched by an individual

Representation

The fingerprint structure is composed of ridges and valleys. In Fig. 2.8a, the
ridges are the dark areas of the rolled fingerprint and correspond to the finger’s
raised ridges. Valleys correspond to the space between the ridges. In Fig. 2.8a,
valleys are the bright areas. Fingerprint characteristics are categorized into three
different levels from coarse to fine details: level 1 - ridge flow, level 2 - minutiae,
level 3 - pores, dots, ridges, etc [44].

• Level 1:
It is the most coarse level representation of the ridges. It consists of orienta-
tion and frequency map of the ridges of the fingerprint. The local orientation
of a ridge at a point (x, y) is defined as the angle of the line tangent to the
ridge at (x, y), and is in the range [0, π). The local ridge frequency at a
point (x, y) is the average number of ridges crossing a segment of unit length
centered at (x, y) and normal to ridge orientation [44].

• Level 2:
Ridges often exhibit discontinuities in several ways. The location of the dis-
continuity is called minutiae. The most commonly accepted discontinuities
are the points where ridges end or bifurcate. A minutia is usually represented
by its location, orientation, and type (bifurcation or ending). Its permanence
and ease of representation make it the most commonly employed feature for
fingerprint matching.

• Level 3:
Level 3 constitutes the micro-level characteristics of fingerprints. Level 3
includes micro features like sweat pores, incipient ridges, dimensional ridge
attributes, like width or shape of ridges. These features are usually observed
in low resolution and are extremely important for latent fingerprint examiners,
especially when minutiae is too small. For automatic fingerprint recognition,
level 3 features are rarely used as their extraction is computationally very
expensive and they are not as reliable as level 1 or level 2 features. Level 3
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features are mostly used as additional evidence by forensic experts, as they
often need additional information to match latent fingerprints.

Matching

Most of the published algorithms for fingerprint matching are based on the minu-
tiae. Few of them are based on image correlation [45, 46]. In such cases, features
are mostly the intensities of the pixels. For computing correlation between images,
fingerprints are aligned globally or locally. Additionally, two images of fingerprint
impressions might appear very different due to variations in pressure (ridge/ val-
ley thickness, global structure, contrast, etc.), significantly affecting the correlation
between two images. Often the methods used in this category are computationally
very expensive.

Apart from this, there are several other feature-based methods, where features
include singular points, texture information, level 3 features, etc. These methods
are often used in combination with minutiae-based methods to improve perfor-
mance. They are also used in cases where it is challenging to extract minutiae,
as it may happen with latent fingerprints. However, non-minutiae-based features
are not as distinctive as minutiae ones and can only be used in conjunction with
minutiae.

As mentioned, most commonly employed fingerprint matching algorithms are
based on minutiae. There are three main steps in fingerprint matching using minu-
tiae; alignment, pairing, and score computation. Alignment estimates, the param-
eters that are used to transform one set of minutiae to match the same coordinates
as a second set of minutiae. Pairing is the process of finding the correspond-
ing minutiae. Finally, in score computation, a matching score is assigned to a
fingerprint-based on the number of corresponding minutiae.

2.3.2 Faces
A face is composed of skull characteristics, musculature, and associated soft

tissues. Usually, with age and gender, these features variate. Challenges in Face
authentication include variations in pose, lightening, occlusion, expression, weight
variation, cross-age, makeup, etc.

Representation

The first step in Biometric authentication is face detection. In face detection,
the location of the face is determined. This process is solved using a two-class
classification problem: face vs. no-face. After face detection and localization,
facial features can be extracted. Usually, facial images are aligned based on eye
positions and are normalized for the size and illumination before the matching
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process. Similarly to fingerprints, facial features are categorized into three levels
[47, 44].

• Level 1 features capture global facial characteristics like the geometry of the
face. These coarse features can be extracted from the low-resolution image
and can quickly distinguish between different face shapes like elongated or
round [48].

• Level 2 features consists in features corresponding to facial characteristics.
Examples of Level 2 facial features include the structure of facial components
like mouth, the spatial relationship between the face’s components, etc. Sim-
ilar to Level 2 features of fingerprints, they are the most essential features for
facial recognition.

• Level 3 features consists in It constitutes minor facial details, like moles,
scars, freckles, etc.

Matching

There are three main approaches for matching facial images: (i) appearance-
based, (ii) model-based, and (iii) texture-based [49]

• Appearance-based approach: In appearance-based techniques, the face
image is mapped into a lower-dimensional subspace. The representative vec-
tors are learned based on the training set of facial images. Examples include
Principal component analysis (PCA) [50] and Linear Discriminant Analysis
(LDA) [51]. In these approaches, the face image is represented in terms of the
learned basis vectors, as a weighted sum of the basis vectors. Test images can
be compared with the reference images by comparing the associated weights
of the test images with the reference images in the database by computing
the Euclidean distances between the two, which is a measure of dissimilarity
between the two images. LDA and PCA’s difference is that LDA incorporates
the class information during the training stage (supervised learning), whereas
PCA does not and is an unsupervised technique. In the PCA approach, the
data is projected with an objective of maximizing the variance. In the LDA
approach, the data is projected in a way that the inter-class/intra-class vari-
ance ratio is minimized.

• Model-based approaches: These approaches refer to the use of face mod-
els. Graph matching is an example of such approaches. In graph matching,
the face is represented based on a model graph. In the model graph, the face’s
landmarks are associated with the graph’s nodes. The graph is fitted to a face
to generate a representation of the face. The graph contains a set of local
descriptors (bunch) at each fiducial point to account for the variations in the
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face images’ neighborhood. For each fiducial point in the query face image,
the local descriptor is extracted to compare the stored model’s descriptor.

• Texture based approaches: Texture-based approaches employ local fea-
tures such as Scale Invariant Feature Transform (SIFT) or Local Binary Pat-
terns (LBP). These local features are extracted for pre-specified points, and
the feature vectors are generated for these descriptors. These feature vectors
are further compared to generate a similarity score. SIFT is a histogram
of the gradient orientations in the neighborhood, whereas LBP represents a
relationship between the neighborhood pixels’ intensities.
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Chapter 3

Adversarial learning of mappings
onto regularized spaces for
biometric authentication

In the following two chapters, we consider a generic biometric authentication
scenario in which the framework can be applied to any biometric trait, i.e., face,
fingerprint, iris, etc. The features extracted from biometric traits are mapped
onto a latent space such that authorized and unauthorized users follow simple and
well-behaved distributions. We demonstrate that mapping the biometric traits
onto well-behaved target distributions leads to higher performance and improved
robustness. We propose two different methods to shape the latent space according
to the target distribution. The mapping of biometric traits onto target distributions
can be achieved either through an adversarial game (JS-divergence) or statistical
approaches like (KL-divergence). In this chapter, we propose AuthNet based on
adversarial training, whereas in the next chapter, we propose RegNet, based on
statistical approaches. We further show that simple and well-behaved distributions
enable to employ of tunable decision boundaries to make a decision.

3.1 Introduction
Recently biometric authentication systems started drawing increasing atten-

tion, thanks to their convenience; the users are authenticated based on information
they inherently own, avoiding the need to remember passwords or provide keys.
The most common approach followed by such systems is template matching. The
biometric traits are associated with a template that captures the trait’s most dis-
criminative features in template matching. As a result, all templates of a specific
biometric trait belonging to the same user lie within a suitable distance metric.
Once a suitable biometric trait that can be a face, fingerprint, or iris is captured
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through a suitable sensor, it is processed to obtain the corresponding template
securely. During the enrollment phase, the system is prepared to grant access to
the enrolled users. In the verification phase, the pre-trained system used to enroll
the users is employed. New biometric traits of users requesting authentication are
acquired and matched against the associated templates of the stored users. De-
pending upon the matching process’s outcome, a user is either granted or denied
access to the system.

The extracted features have to be the most discriminative ones and should be
embedded in a well defined metric space to enable the template matching process.
This is one of the most critical parts of a biometric authentication system and
greatly affects authentication accuracy. Traditionally, handcrafted design was em-
ployed to extract the features. On the other hand, deep learning-based methods
have the great advantage of learning the best features directly from the data due to
their ability to learn complex mappings [52, 9] and addressing difficult classification
tasks [5].

In deep learning-based approaches, the biometric authentication problem is gen-
erally addressed by learning feature embeddings in a way that the extracted tem-
plate represents the most discriminative features of a specific trait in a suitable
metric space. Similarly to the traditional biometric authentication systems, the
discriminative features learned during training are shared among the users, and the
template matching is based on the distance between the embeddings. In AuthNet,
we follow a different path by relying on a classification-based approach. The neural
network learns the decision boundaries that can discriminate a specific user from
every other user.

Classification based approaches require per-user training; they trade off the
added complexity with the improved user-specific features. It is essential to mention
that the embedding-based network training process requires a considerable amount
of labeled data, as the network has to learn generic features of the data class.
Classification based approaches do not suffer from this issue as the network is
specifically trained for that specific user for which the most discriminative features
are to be learned. conversely, embedding-based approaches learn specific features
of the considered class, e.g., faces, and may fail on a specific user.

In this regard, it is essential to emphasize that deep learning-based classification
learns highly non-linear boundaries with complex shapes to partition the feature
space [53]. In [53], it is shown that the decision boundaries significantly affect the
robustness of the classifier. More particularly, it is demonstrated in [54], that most
of the data points gather near the decision boundaries; as a result, two similar
biometric traits may get assigned to different classes leading to an error. Further-
more, this undesirable behavior is an intrinsic property of the classifier and does
not depend on the input data [54].

For the above-mentioned reasons, in AuthNet, a novel user-specific classification
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Figure 3.1: The goal of AuthNet is to map the input biometric traits onto target
distributions in the latent space. Authorized users (blue) are mapped to a target
distribution whose mean value is far from that of the unauthorized users (red).

strategy is proposed that does not enforce the network to learn complex classifi-
cation boundaries. Rather, a network design that learns to map the input bio-
metric traits onto a regularized and well-behaved latent space is proposed. The
feature distributions are regularized, leading to tunable and straightforward deci-
sion boundaries between the classes, reducing the probability of misclassification.
More particularly, the aim is to obtain “non-arbitrary” boundaries that can improve
accuracy and robustness.

The first step comprises learning a compact and meaningful mapping of the
input biometric traits onto well-defined distributions in the latent space. Ideally,
latent space should be shaped so that the authorized and unauthorized users are
clustered in two distinct and compact regions leading to regular boundaries. A de-
cision is then made employing a linear decision boundary discriminating authorized
users from everyone else. In AuthNet, to enforce proper shaping of the latent space,
adversarial training is employed. Later in the chapter, we provide an in-depth dis-
cussion of how AuthNet correctly maps users misclassified by other approaches. We
further motivate a higher misclassification rate by competing methods. AuthNet
comes in two different flavors, based on ResNet [55] and DenseNet [56]. We provide
a detailed performance comparison of the average values of the considered metrics
computed independently on each user and aggregated for all users. We further
provide a detailed analysis of the robustness of the approach when tested on new
datasets that the network has not seen during the training and in the presence of
targeted perturbations and verify how the regularization of the latent space leads
to robust authentication compared to traditional classification approaches. Finally,
we add a discussion on the choice of optimal system parameters.

3.2 Background
Different methods have been proposed to address the biometric authentication

task over the years when dealing with different biometric traits such as faces, fin-
gerprints, retinas, and gait. With this work, we specifically focus on the most
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Figure 3.2: AuthNet-R architecture at enrollment phase. Training biometric traits
are given as input to the encoder which consists of an 18-layered residual network
followed by a fully connected layer. The output of the encoder, together with a
one-hot vector and samples of the target distributions, is given as input to the
discriminator which is made of 6 fully connected layers.

extensively employed biometric modalities, namely face and fingerprint.

3.2.1 Faces
Recently faces have emerged as a practical biometric modality. Formerly this

trait was considered challenging due to its inherent difficulty in handling far from
ideal acquisition conditions. Indeed, the traditional approaches exhibit a high vari-
ance to the poses and illumination conditions. Eigenface [50], a pioneer in this
sense, is a well-known approach; the features describing the faces are obtained by
projecting the test images onto space spanned by the eigenvectors computed on
the training data. Fisherface [57] overcomes some of the eigenfaces’ weaknesses by
learning the projection operator in a supervised fashion to maximize (minimize)
inter (intra) class variance, consequently allowing a higher degree of invariance to
illumination changes. Other conventional approaches based on the low-dimensional
representation of faces include sparse representations [58, 59], linear subspace [60,
51] and manifold [61] representations. A considerably different approach, [62, 63]
follows the path of employing local features to overcome the challenges in handling
the facial changes.

The most considerable improvement in biometric authentication has been achieved
through deep learning-based methods. It removed the major bottlenecks encoun-
tered by conventional face authentication methods. Deep learning methods success-
fully solved problems which were a nightmare to traditional acquisition models, like
far from ideal acquisition, different poses, illuminations, and expression conditions,
see, e.g., DeepFace [64]. A well-known method in this line is FaceNet [65], which
learns the input images’ embeddings employing triplet loss. The network is trained
so that the embeddings preserve the notion of the image similarity in terms of the
ℓ2 distance in the embedding space. However, it is common to train the network
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with a softmax cross-entropy loss because of the instability arising during a triplet-
loss training. Nevertheless, the interclass dispersion and intraclass compactness are
not guaranteed in this case. Recently ArcFace [66] introduced the additive angular
margin loss to improve the discriminative power of the learned embedding while
leading to a stable training process. Few other works adopt a similar strategy, e.g.,
[67, 68, 69, 70, 71].

The aforementioned works mainly rely on the recent trend in face recognition
based on embedding computation and matching. Most of the effort is spent design-
ing a loss function that can lead to more stable and effective embeddings.

In this respect, let us better emphasize the scope of AuthNet with respect to the
latest trends in unconstrained face recognition. In AuthNet, the focus is mainly the
biometric authentication problem; the target is to have minimum false acceptances
while achieving high recognition accuracy. For this, it is common to assume that the
user put himself in a controlled condition. The face datasets we consider are ones
commonly employed for biometric authentication tasks; see [72, 73]. On the other
hand, recent “in-the-wild” face datasets are better suited for evaluating recognition
and clustering tasks because of the large number of users and poses. Since the
number of samples per user is very limited, such datasets cannot cope well with
user-specific training.

3.2.2 Fingerprints
Fingerprints are one of the earliest and most widely employed biometric traits

in practical systems. Most conventional fingerprint authentication approaches are
based on handcrafted features computed from minutiae, ridge, and valley patterns
and rely on standard template matching in the domain. In general, they can be
categorized based on the use of global or local features of fingerprints. Some of the
works relying on global features include [74, 75]. Conversely, the approaches [76,
77, 78, 79, 80] are based on descriptors relying on local information of the minutiae
and neighborhood. Moreover, it was shown in [81] that employing additional infor-
mation such as shape context and orientation leads to an additional improvement
in the performance. Recently, new approaches based on deep learning represen-
tational capabilities have been proposed, e.g., improving minutiae extraction and
classification robustness. In [82, 83] CNNs are employed to extract minutiae from
raw fingerprint images, in [84] stacked autoencoders are employed to classify fin-
gerprint into the arch, left/right loop, and whorl. In [85], authors employ neural
networks to filter minutiae and improve detection, whereas in [86] neural networks
are used to extract minutiae on thinned fingerprint images. Recently CNN’s are
also used for latent fingerprint minutiae extraction [87].
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Figure 3.3: AuthNet-R architecture at authentication phase. In this phase the
biometric trait of a user requesting access is given to the pre-trained encoder which
will output a sample z coming from either P0 or P1. Then, the thresholding decision
is made and a binary output (accept or reject) is returned.

3.3 Proposed method
We start by introducing and describing the components of the proposed archi-

tecture designed for biometric authentication see Fig. 3.1. AuthNet strives to learn
a well-behaved representation of the input biometric traits in latent space, lead-
ing to simple tunable decision boundaries for classification. The aim is to learn a
mapping from the sample in biometric space to a sample of the target probability
distribution for authorized and unauthorized users. Ideally, the distance between
the probability distribution of samples resulting from the mapping and the target
distribution should be minimal. One widely employed approach to tackle this kind
of problem is through an adversarial game.

3.3.1 Adversarial learning
Adversarial models are a prevalent approach for generative models. A foremost

generative model trained through adversarial loss, the Generative Adversarial Net-
work (GAN) [52], gained instant popularity and unlocked the path to adversarial
training.

A GAN implicitly learns the probability distribution of input data such that the
network can generate samples similar to input data. In other terms, the network
learns to minimize the distance metric between the distribution of the generated
samples and the real data. GAN employs JS divergence as the distance metric,
which is the optimal solution for a two-player game. The idea behind adversar-
ial learning models is to reach a minimum of a function defined as a minimax
game, where two entities have adversarial goals. The equilibrium between the lo-
cal optimal solutions corresponds to the global optima. The two networks, named
generator and discriminator, are modeled as neural networks with the minimax
game introduced in the loss function to make the two networks compete against
each other during training. The discriminator aims to discriminate between the
generated and the real samples correctly; contrarily, the generator should generate
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the samples realistic enough to fool the discriminator.
In AuthNet, as discussed in detail in the following section, the data distribution

samples are mapped to a latent representation following target distributions. This
can be seen as the inverse mapping of a conventional GAN, in which samples of
fixed distributions are mapped to the captured distribution of the data.

3.3.2 Latent mapping
Let us now provide the details of AuthNet, whose main concept is depicted in

Fig. 3.1.
Let B = {Ba=0, Ba=1} denote the set of all possible biometric traits and a ∈ {0,1}

an indicator variable such that a = 1 represents the authorized user and a = 0
represents all other unauthorized users. Furthermore, let us define as x ∈ Rn a
generic biometric trait in B and as z ∈ Rd its latent representation with d < n.
The goal is to learn an encoding function z = H(x) of the input biometric trait
such that z ∼ P1 if x ∈ Ba=1 and z ∼ P0 if x ∈ Ba=0, with P1 and P0 the target
distributions in the latent space. If the distributions P1 and P0 are well-behaved, a
simple distance-based thresholding approach can be employed to determine whether
the user with its associated biometric trait x is authorized or not.

Let us set P1 = N (µ1, σ1I) and P0 = N (µ0, σ0I) to be Gaussian, this amounts
to enclosing the energy of the latent representation of authorized and unauthorized
users within hyperspheres whose radius depends on both d and the distribution
parameters.

For the sake of simplicity and without loss of generality, we set µ1 = µ11 and
µ0 = µ01, with µ1 < µ0 and σ1 = σ0. Having Gaussian distributions with equal
variance, a hyperplane is the optimal decision boundary, further boiling down to
a simple threshold when z is a scalar. This results in a very simple classifier that
learns a complex mapping from a high-dimensional input space to a much simpler
latent space in a way that mimics kernel-based methods.

Modes of operation: AuthNet operates in two distinct phases: enrollment
and authentication. During enrollment (see Fig. 3.2), the users are registered
in the system. The latent representation of authorized and unauthorized users are
enforced to follow P1 and P0, based on the one-hot label vector. The authentication
phase follows the enrollment phase (see Fig. 3.3); the biometric traits are projected
to the latent space tested against the target distributions to determine whether the
trait belongs to the authorized or unauthorized user class. For the case d = 1, this
amounts to comparing a scalar z with a threshold: if the metric value is less than
a specific threshold, i.e., z ∼ P1, the user is classified as authorized user, else the
user is classified unauthorized.
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3.3.3 Enrollment
The enrollment phase aims to learn an encoding function H(x), which maps

the user biometric traits onto the target distributions. An optimal H(x) is one for
which the distance between H(x) : x ∈ Ba=1 and P1, and between H(x) : x ∈ Ba=0
and P0 is minimum. To address the problem, we employ an adversarial loss whose
optimum is reached once the JS divergence between the latent mapping and target
distribution is minimized.

Fig. 3.2 depicts the AuthNet architecture during enrollment phase. It consists
of two subnetworks: an encoding function H(x,θh) having parameters θh and a
discriminator D(p,θd) subnetwork with parameters θd. For the sake of readability
we drop the parameters in the notation of encoding and discriminator subnetworks.

Biometric traits x are given as an input to the encoding function H(·), which
outputs the encoded latent representation z. The vector p ∈ {s, z} is provided
as an input to the discriminator in an alternate fashion, either a sample from one
of the target distributions s or the encoded latent representation z. The vector
s ∈ Rd is made of randomly drawn samples from the target distributions P1 if
x ∈ Ba=1 or P0 if x ∈ Ba=0, respectively. To further improve the training stability
and performance, the input biometric trait label a is given to the discriminator
as additional information which serves as a switch to select a “sub-discriminator”
function for either authorized or unauthorized users.

The discriminator D(p) outputs a scalar value, which can be interpreted as the
probability of the given input coming from the target distribution. D(p) returns
1 when the input is classified as target distribution, so this is the probability that
the input is from the target distribution

To address the above-defined adversarial setting, the loss function we consider
is given by

V (H, D) = Es∼P [log(D(s, a))] + Ex∼B [log(1 − D(H(x), a))] , (3.1)

which is optimized as a mini-max two-player game according to

min
θh

max
θd

V (H, D), (3.2)

where the optimization is carried over the parameters θh and θd in an alternate
fashion.

Being an adversarial model, the specific goal of the encoding function H(x) is
to generate samples that minimize the probability of D making a correct choice,
i.e., generate samples z which will fool the discriminator. Contrarily discriminator
D(p) task is to maximize the probability of assigning correct labels to the samples
of latent representation z and the target distribution s.

At the start of the learning phase, the discriminator quickly learns to distinguish
latent representation z from the target distributions s. Over the next few iterations,
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the encoder learns to generate samples closer to the target distributions. Eventually,
the encoder will start to generate samples z which are close enough to s so that the
discriminator cannot distinguish between them.

In the case of AuthNet, as generally done for adversarial models, these two
objectives are optimized alternately: one step for the discriminator followed by one
for the encoder.

3.3.4 Authentication
Once the training phase is finished, the subsequent phase is authentication. In

the authentication phase, a user’s biometric trait is provided as an input to the
network based on which a user is either authorized or denied access.

For AuthNet, during the authentication phase, only the trained encoder net-
work is utilized. This network computes the latent representation z of the input
biometric trait on which the decision is made. As stated, for Gaussian distributions,
a hyperplane can be used for the optimal decision, i.e., we can use the test.

(µ0 − µ1)T z ≶ (µ0 − µ1)T (µ0 + µ1)/2. (3.3)
For d = 1, this boils down to comparing the scalar z with a threshold τ = (µ1 +
µ0)/2, (see Fig. 3.3).

3.4 Training and Implementation Details

3.4.1 Network insight
Encoder sub-network

A biometric trait, either an RGB or a gray-scale image with the size depending
on the dataset, is given as input to the encoder subnetwork. The choice of encoder
subnetwork is a crucial task; in general, any state-of-the-art neural network that
can learn good features can be employed. To prove the idea, experiments on several
neural network architectures such as plain CNN, ResNet [55], and DenseNet [56]
with a different number of layers were conducted. It was empirically found that for
the considered datasets, ResNet-18 or DenseNet-50, followed by a fully-connected
layer with an output of size d, are able to efficiently learn the latent mapping. It
is crucial to notice that in the last layer of the encoder sub-network, no non-linear
activation function is employed, as the output is mapped to a sample of the target
distributions. Additionally, it was found that employing a large network with too
many parameters like ResNet-101/152 or DenseNet-121/169 for small/ medium-
sized datasets leads to slower training without any performance improvement. This
motivates us to use ResNet-18 / DenseNet-50 encoder sub-networks.

47



Adversarial learning of mappings onto regularized spaces for biometric authentication

K samples P samples

K-L L P-Q Q

F crops
Augmentation factor - F

F1 crops
Augmentation factor - F1 

(K-L)×F L×F (P-Q)×F1 Q×F1

MIXUP

Authorized user Unauthorized users Train

Test

Figure 3.4: The data augmentation makes use of random crops to increase the
number of input samples to a factor of F and F1 for authorized and unauthorized
users respectively. Then, positive and negative samples are mixed by means of a
convex combination.

In the following sections, AuthNet with ResNet encoder sub-network is referred
to as AuthNet-R and AuthNet employing DenseNet encoder as AuthNet-D.

Discriminator sub-network

The discriminator subnetwork has three main inputs:

1. Prior distribution samples

2. Output from encoder sub-network i.e. latent vector z having size d

3. One-hot vector a during training to tell the discriminator whether the sample
is authorized or unauthorized

The discriminator consists of a fully connected network containing 8 layers hav-
ing a ReLU activation function at each layer’s output. The number was empirically
selected so that the discriminator has enough capacity to compete with the encoder.
Through empirical testing, it has been found that the chosen network size works
well for different d-values and makes the encoder strong enough to compete with
the chosen encoder (i.e., ResNet-18 or DenseNet-50) and, as a result, leads to stable
training. The layer size depends upon the encoder sub-network structure: If the
layers are not properly sized, the encoder loss might instantly drop to zero; as a
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d GAR@10−3FAR%
Yale face B

GAR@10−3FAR%
CMU Multi-PIE

1 100 100
3 97.663 99.88
64 91.001 96.53

Table 3.1: GAR comparison of randomly selected users from Yale DB2 and CMU
MultiPIE when considering different dimensionality of the latent space d. The best
case is obtained for d = 1: highest GAR for a fixed FAR=10−3.

result, stopping the training. We found that eight layers in the discriminator sub-
network were enough to cope with the “capacity” (or the number of parameters)
of the encoder sub-network.

The input to the discriminator sub-network is the concatenation of latent vector
z from the encoder subnetwork and the one-hot vector a corresponding to the class
the user belongs to. The first fully connected layer has an output size equal to 100
which gradually increases to a maximum of 1000; after this, the layer size gradually
decreases with the final layer having an output size equal to 1 to which the sigmoid
activation is applied, estimating the probability that the sample is coming from the
target prior distribution.

Preprocessing and training parameters

The network is trained using Adam optimizer [88] with an iterative algorithm,
as discussed in [52]. The optimization is carried stepwise, one for the encoder and
one for the discriminator. Weight decay of 0.0004 and dropout of 0.7 is employed.
Initially, for the first 5000 iterations, the learning rate is 0.01 and is then decreased
by a factor of 10 after every 5000 iteration. In total, the network is trained for
30000 iterations. In AuthNet, the only preprocessing considered is the energy
normalization of the input images

3.4.2 Data augmentation
Having a large amount of diverse data is crucial for training deep neural net-

works. A neural network’s performance depends upon the features learned from the
data used during the training phase. In the case of AuthNet for biometric authenti-
cation, the acquisition process should be fast, and the number of acquired samples
during training should be reasonable. As a result, if we consider fingerprints, we
can have as few as 12 samples per user to be authenticated. Hence, an efficient
augmentation strategy is required to provide the network with enough diverse data.

Besides, the aim is to have a general-purpose and versatile augmentation strat-
egy that could work for different biometric traits.

49



Adversarial learning of mappings onto regularized spaces for biometric authentication

Dataset Method EER% GAR@10−2FAR% GAR@10−3FAR% Max accuracy
AuthNet-D 0* ± 0 (0.009) 100* ± 0 (100*) 100* ± 0 (100*) 100* ± 0 (99.991)
AuthNet-R 0.003 ± 0.011 (0.019) 100* ± 0 (100*) 99.687 ± 1.767 (100*) 99.997 ± 0.011 (99.983)

AuthNet enc. classifier 0.013 ± 0.054 (0.040) 100* ± 0 (100*) 99.011 ± 0.031 (100*) 99.987± 0.054 (99.961)
FaceNet 1.258 ± 2.084 (1.288) 98.793 ± 3.114 (98.707) 98.781 ± 3.150 (98.683) 98.825 ± 1.869 (99.300)Face-Yale

ArcFace 0.696 ± 1.533 (0.893) 99.024 ± 2.798 (99.108) 97.762 ± 4.063 (96.630) 99.367 ± 1.434 (99.229)
AuthNet-D 0* ± 0 (0.005) 100* ± 0 (100*) 100* ± 0 (100*) 100*± 0 (99.993)
AuthNet-R 0* ± 0 (0.001) 100* ± 0 (100*) 100* ± 0 (100*) 100*± 0 (99.998)

AuthNet enc. classifier 0.009 ± 0.034 (0.676) 100* ± 0 (99.432) 99.886 ± 0.447 (99.693) 99.991 ± 0.034 (99.325)
FaceNet 0.770 ± 1.080 (0.930) 98.466 ± 3.490 (99.201) 90.513 ± 21.582 (92.045) 99.368± 0.981 (99.197)Face Multi-Pie

ArcFace 1.727 ± 0.164 (1.811) 98.124 ± 0.321 (98.125) 97.897 ± 0.814 (97.272) 99.058 ± 0.103 (98.871)

Table 3.2: Performance comparison of AuthNet with respect to other face authenti-
cation schemes. Average values of the considered metrics computed independently
on each user and on the aggregated scores (shown in parenthesis) are reported. We
mark as 0* and 100* values below the minimum achievable precision, i.e. smaller
than 4.1E−5 and 5.68E−4 for Yale and MultiPIE datasets respectively.

Dataset Method EER% GAR@10−2FAR% GAR@10−3FAR% Max accuracy
AuthNet-D 0* ± 0 (0.147) 100* ± 0 (100*) 100* ± 0 (98.817) 100*± 0 (99.895)
AuthNet-R 0.058 ± 0.217 (0.339) 99.955 ± 0.248 (100*) 99.400 ± 2.949 (98.476) 99.957± 0.173 (99.740)

AuthNet enc. classifier 0.188 ± 0.722 (0.565) 98.448 ± 8.621 (99.845) 95.148 ± 9.742 (94.384) 99.812 ± 0.722 (99.435)
Verifinger 0.163 ± 0.697 (0.758) 99.680 ± 1.229 (99.796) 99.375 ± 2.459 (95.638) 99.902 ± 0.373 (99.398)Fingerprint

Hybrid approach [81] 1.515 ± 2.651 (3.200) 95.937 ± 7.452 (95.000) 90.001 ± 19.261 (85.909) 98.868 ± 2.178 (96.906)

Table 3.3: Performance comparison of AuthNet with respect to other fingerprint
authentication schemes on FVC 2006 DB2 dataset. Average values of the considered
metrics computed independently on each user and on the aggregated scores (shown
in parenthesis) are reported. We mark as 0* and 100* values below the minimum
achievable precision, i.e. smaller than 5.5E−5.

Fig. 3.4 summarizes the augmentation strategies we employ. It is based on
image crops and samples mixup. Firstly, for each sample of size m×m, all possible
crops of size n × n are extracted. As the potential positive samples (authorized
users) are considerably less than available negative samples (unauthorized users),
different augmentation factors are used for each, namely F and F1. Former refers
to the augmentation factor for authorized user samples, i.e., the positive ones; the
latter refers to the negative ones. Clearly for us, F > F1 due to the unbalanced
class sizes.

Once positive and negative training samples crops are obtained, they are mixed
using a convex combination as described in [89] to obtain diverse training samples.
Another side advantage of the mixup, as shown in [89] is better regularization and
improved network generalization.

Given a positive and a negative sample, respectively denoted as xa=1 and xa=0, a
new sample is fabricated as x′

m = λxa=1 +(1−λ)xa=0,where λ ∈ [0,1] is distributed
according to a Beta distribution with parameters α and β that in our case are both
fixed to 0.4. This choice of parameters leads to a distribution peaked at 0 and 1
and has the lowest probability at λ = 0.5. It is consequently producing augmented
samples that are not far from the centroid of either class. To associate the labels
of newly created samples, we use round(λ).
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3.5 Performance analysis
AuthNet is a general-purpose network designed to work on different biomet-

ric traits seamlessly. Experiments were conducted on faces and fingerprints.
It is common to assume in a biometric authentication system that the user put
him/herself in controlled conditions to acquire biometric traits. In this regard, the
considered datasets are among the biggest ones acquired in such conditions.

3.5.1 Datasets
For face authentication, we evaluate AuthNet on CMU Multi-PIE [90] and Yale

Face database DB2 [91].
CMU Multi-PIE has 337 candidates with 750,000 images. The dataset is ac-

quired over a span of five months in four different sessions, with the images having
15 viewpoints and 19 illumination conditions. It includes images with different
illuminations, expressions, and poses. We consider the frontal posed images with
different expressions and illuminations to highlight the robustness of the algorithm.
For each user enrollment, 75% of the samples are employed for the training, and
the remaining 25% are left for testing. Out of 128, 96 user samples are drawn for
unauthorized users’ training, and the remaining 32 user samples are left for testing.
Samples are resized to 144×192×3, maintaining the aspect ratio. To create more
diverse samples, positive and negative users samples are combined through a mixup
strategy, as discussed in Sec. 3.4.2.

The second dataset we employ is the cropped version of extended Yale Face
Database B having the frontal pose images of 38 subjects with varying illumination
conditions. For each authorized user enrollment, 75% of the samples are drawn for
training, and the remaining 25% are left for testing. For unauthorized users, 31 user
samples are employed for training, and 6 user samples are left for testing. Further,
for augmentation we employ crops of size 184 × 160, as described in Sec. 3.4.2
with an augmentation factor of F = 81 and F1 = 25 respectively. Finally, for each
training batch of size b, we randomly select b samples from both authorized and
unauthorized users datasets. Then, positive and negative samples are combined
through mixup as explained in Sec. 3.4.2 resulting in b new samples.

For fingerprint authentication we employ Fingerprint Verification Competition
(FVC 2006) DB2 [92] dataset. Although old, this is still an actively used dataset
[93, 94]. It constitutes of 150 users samples acquired through an optical sensor.
The samples are resized to 202 × 149, maintaining the aspect ratio. For each
authorized user enrollment, 75% of the samples are used for training, and the
remaining 25% are left for testing. For unauthorized users, 124 user samples are
used for training, and 25 user samples are left for testing. Finally, the dataset is
augmented by F = 289 and F1 = 25 using the crops of sizes 186 × 133 pixels and
mixup augmentation as done for the faces dataset is employed.
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3.5.2 Evaluation Metrics
The primary metric we employ in the experimentation is the EER, defined as

the value at which the FAR is equal to the Fase Rejection Rate (FRR). For a given
threshold τ , FAR indicates the samples that should have been rejected over the
total number of samples, whereas FRR indicates the number of rejected samples
that should have been accepted over the total number of samples.

It is crucial to notice that the FAR is a critical parameter in biometric au-
thentication systems: a significant value indicates a high number of unauthorized
users wrongly authorized by the system. Indeed the situation is more dangerous
compared to high FRR. For a good biometric authentication system, it is desired
to have a low FAR; for this, we test the systems at low FAR values: we report
the Genuine Acceptance Rate (GAR), namely the relative number of correctly ac-
cepted users at FAR equal to 10−2 and 10−3. Finally, we also report the maximum
accuracy, which defines the number of correctly classified users.

In the results section, we first compute the metrics independently for each con-
sidered users and report the resulting average value with the standard deviation.
This gives an insight into how the system performs on average on a per-user ba-
sis. Further to better understand the system’s overall performance, we additionally
report the aggregated results on all the user’s scores and illustrate the Receiver
Operating Characteristic (ROC) curve computed on the aggregated scores of the
considered users.

3.5.3 Dimensionality of latent space
An important parameter in the design of AuthNet is the choice of the latent

space dimensionality d. The datasets we are considering are medium sized, thus it
is not surprising that a smaller d achieves better results. In case of large datasets
that are not being limited by the data scarcity, a larger latent space improves the
data separation and leads to improved performance.

In our tests, we fixed the hyperparameter d = 1, since in our experiments this
choice gave us better results as can be seen in Tab. 3.1. Intuitively, as the latent
space grows in dimensionality, a larger number of training samples are required to
avoid overfitting.

MultiPIE has a relatively larger size compared to Yale dataset, it can be ob-
served from Tab. 3.1 that for MultiPIE higher GAR is achieved at larger values of
d compared to Yale dataset.
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Figure 3.5: Accuracy, kurtosis and skewness comparison of a randomly selected
user from CMU-MultiPIE having P0 = N (k,1) where k = [0.5,90], and P1 =
N (0,1). If the means of the two distribution are too far apart the training process
gets unstable, hence it affects the accuracy, kurtosis and skewness of the imposed
distributions.

3.5.4 Parameters of authorized and unauthorized users dis-
tributions

The target distributions for authorized and unauthorized users are set to be
Gaussian for AuthNet. The choices come from the fact that from the central limit
theorem, the output of a large enough fully connected layer naturally tends to be
Gaussian distributed [95, 96]. We set the distribution to be P1 = N (0,1) and
P0 = N (40,1). µ1 = 0 and µ0 = 40 are chosen to be different enough to keep the
distributions far apart from each other.

Fig. 3.5 depicts the maximal accuracy along with the kurtosis and skewness of
the latent space representation as a function of µ0 for a randomly selected CMU-
MultiPIE user for AuthNet. It can be observed the maximal accuracy region cor-
responds to 15 ≤ µ0 ≤ 45; further, in this region, the skewness and kurtosis are
close to zero and three, respectively, showing that the training converges to Gaus-
sian distributions. Further, if the difference between µ0 and µ1 is too large (e.g.,
µ0 > 50), the training process becomes unstable, and the distributions become far
from Gaussian.
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Figure 3.6: ROC comparison on overall results of the different users from FVC2006
DB2 for augmented and unaugmented datasets. The augmented dataset shows the
same performance without quantization of probability values.

3.5.5 Results
Before moving to results, it is essential to consider that the performance metrics’

precision is proportional to the number of test samples. The maximum obtainable
precision for the considered metrics (explained in Sec. 3.5.2) is given by 1/c with
c = min{L × F, Q × F1}. Therefore, we will verify that the proposed augmentation
strategy does not introduce any bias on the measured performance (in the ROC
curve).

From Fig. 3.6, it can be observed that the augmentation avoids the coarse
quantization of probability values without introducing any bias. For this reason,
we will compute the considered metrics on the augmented datasets.

In addition to biometric-related methods, we also report the comparisons the
comparison of the Encoder network of AuthNet-R used as a classifier and trained
with the sigmoid cross-entropy loss. We have discussed classifiers’ issues having
highly non-linear and complex to analyze boundaries in Sec. 5.1. Thus, we evalu-
ate deep learning classifiers’ behavior on the same architecture as the AuthNet-R
encoder, which is not trained in an adversarial way to assess and evaluate the
adversarial scheme’s benefits employed in AuthNet.

Tab. 3.2 presents the results achieved by AuthNet and benchmarking methods
in terms of EER, GAR values at FAR={10−2, 10−3} and maximum accuracies on
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the individual and aggregated scores. Fig. 3.7-3.9 depict the histogram of the ag-
gregated scores obtained by different methods. The ROC comparison for different
benchmarking methods is depicted in Fig. 3.10. Lastly, for the sake of readabil-
ity, unless differently specified from now on we will refer to both AuthNet-R and
AuthNet-D as “AuthNet”.

Face authentication

We employ CMU Multi-PIE and Yale Face database B, as detailed in Sec.
3.5.1 for face authentication. We compare with ArcFace [66] and FaceNet [65] for
benchmarking with state-of-the-art deep learning techniques. ArcFace and FaceNet
tend to work better on aligned face patches. For CMU-Multi-PIE, the dataset is
preprocessed by aligning and cropping the input faces using Multi-task Cascaded
Convolutional networks (MTCNN) [98] the well-known approach for joint face de-
tection and alignment. Yale Face database comprises frontal face images of the
subjects, so face alignment and crop are not needed.

Regarding the training process of ArcFace and Facenet, as described in their
respective papers, we employ the standard architecture using 512-dimensional em-
beddings. Given the above methods are meant to learn a generic face embedding
for either face recognition, verification, or clustering:

1. a large training dataset is required

2. user-specific embedding cannot be learned

This will lead to an unfair comparison with AuthNet. To alleviate this issue and
make the comparison fair, a two-step approach is followed. At first, FaceNet and
ArcFace are trained on the large CASIA WebFace dataset [99] to obtain 512 dimen-
sional embeddings from given input face images. Afterward, two-class FC classifiers
(one for each user) are trained to classify the embeddings as either authorized or
unauthorized.

Tab. 3.2 illustrates a comparison of EER, GAR at FAR={10−2, 10−3}, and
maximum accuracy for CMU Multi-PIE and Yale Face Database B, calculated
on the users individual and the aggregated scores. From the results, it can be
observed that, in terms of EER, AuthNet attains the lowest value outperforming
other methods. Further, a minimal advantage of AuthNet-R to AuthNet-D can
also be observed. Nevertheless, as shown in later experiments, the performance of
these two AuthNet flavors’ is comparable, and a clear winner cannot be identified.

It is also interesting to observe that for AuthNet, high GAR values are ob-
tained even for minimal FAR values. Multi-PIE’s high performance compared to
Yale Face database B is understandable since the former has a significantly larger
number of high-quality samples per user compared to other datasets. Additionally,
AuthNet outperforms competing methods in terms of maximum accuracy achieved.
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Figure 3.7: MultiPie authentication scores for authorized users (blue) and unau-
thorized users (red). (a), (b) Histogram of z decision statistics of AuthNet; (c)
Histogram of the sigmoid outputs of AuthNet encoder classifier; (d) Histogram of
the sigmoid outputs of FaceNet embeddings classifier; (e) Histogram of the sigmoid
outputs of ArcFace embeddings classifier. The plots in (c)-(e) depict a detailed
view to better appreciate the leakage effects.

For the AuthNet encoder classifier, the performance in terms of EER is an order of
magnitude less than that of AuthNet. In further detail, we can exclude that this
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Figure 3.8: Face Yale authentication scores for authorized users (blue) and unau-
thorized users (red). (a), (b) Histogram of z decision statistics of AuthNet; (c)
Histogram of the sigmoid outputs of AuthNet encoder classifier; (d) Histogram of
the sigmoid outputs of FaceNet embeddings classifier; (e) Histogram of the sigmoid
outputs of ArcFace embeddings classifier. The plots in (c)-(e) depict a detailed
view to better appreciate the leakage effects.
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Figure 3.9: Fingerprint authentication scores for authorized users (blue) and unau-
thorized users (red). (a), (b) Histogram of z decision statistics for AuthNet; (c)
Histogram of the sigmoid outputs of the AuthNet encoder classifier; (d) histogram
of the matching scores of Verifinger; (e) histogram of the matching scores of the
hybrid approach. The plot in (c) depicts a detailed view to better appreciate the
leakage effects.

is due to the AuthNet encoder classifier overfitting on the negative samples. This
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Figure 3.10: ROC comparison on aggregated results of users for faces (a) CMU
Multi-PIE, (b) Face Yale database B, - fingerprint (c) FVC 2006 DB2 datasets.
(a-b); AuthNet is compared with the AuthNet encoder classifier, FaceNet [65] and
ArcFace [66] in (c); with AuthNet encoder classifier, VeriFinger [97] and the hybrid
approach [81] in (b). In all the cases, AuthNet (red) and (black) achieves higher
GAR with respect to other authentication schemes at different values of FAR.

case is seen by looking at Fig. 3.13 where it is depicted the ROC for the consid-
ered approaches when tested on out-of-domain or never-seen negative examples. It
can be seen that the performance drop of the AuthNet encoder classifier is mostly
bounded, and thus the lower performance is due to the lack of regularization of the
decision space. Clearly, the results of this comparison imply that by regularizing
the latent space through well-behaved distributions, it is possible to increase the
system’s accuracy by decreasing the number of false positives. This accentuates the
superiority of the proposed latent space regularization over a traditional classifier.
Further, the achieved EER by FaceNet and ArcFace is also an order of magnitude
less than that of AuthNet. Additionally, for small FAR values, the genuine accep-
tance for these methods significantly reduces, which is not the case with AuthNet.
This indicates a high variability of the results on a per-user basis, which can be
observed from both individual and aggregated user scores in Tab. 3.2.

To better appreciate the effect of latent space regularization for AuthNet, the
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method σa=1 σa=0 β2,a=1 β2,a=0

AuthNet 1.108 1.451 3.369 3.282
AuthNet enc CL 7.176 7.739 3.985 3.809

FaceNet 7.446 8.517 3.843 3.918
ArcFace 6.919 10.183 3.514 4.215

Table 3.4: Standard deviation σ and Kurtosis β2 of normalized test logit scores for
authorized and unauthorized users.

face authentication scores for authorized and unauthorized users are depicted in
Fig. 3.7 and 3.8 for different benchmarking algorithms. The blue curve in the figure
corresponds to the histogram of the score obtained for the authorized users, and the
red curve depicts the histogram of the scores for unauthorized users. The histogram
of the z scores obtained from AuthNet-R and AuthNet-D are depicted in Fig. 3.7a,
3.7b for Multi-PIE and Fig. 3.8a, 3.8b for Yale Face database B respectively. It can
be noticed that for both datasets, AuthNet very effectively separates authorized and
unauthorized user samples, with minimal mixing of authorized and unauthorized
user distributions. The scores of the sigmoid output obtained from the AuthNet
encoder classifiers are shown in Fig. 3.7c and 3.8c. It can be observed that the
output of the sigmoid activation function is peaked at 0 and 1. There is a noticeable
spillover in the area in between. This is the reason behind the lower EER and
GAR at small values of FAR. The histogram of the sigmoid output obtained from
FaceNet and ArcFace embeddings classifiers is depicted in Fig. 3.7d, 3.7e for Multi-
PIE and Fig. 3.8d, 3.8e for Yale Face database B, respectively. In both cases, it
is possible to appreciate a non-perfect separation of the scores: these misclassified
users eventually lead to lower performance.

Lastly, Fig. 3.10a and 3.10b illustrates the ROC comparison of AuthNet to other
benchmark techniques on the users’ aggregated scores. It can be seen that the ROC
curves for AuthNet lie above all other comparison methods and consistently achieve
higher GAR even at very small values of FAR, proving its superiority.

Fingerprint authentication

In order to show that AuthNet works seamlessly across different biometric traits.
We also test AuthNet for fingerprint authentication. For the fingerprints authenti-
cation, we evaluate the methods on FVC 2006 DB2 dataset, detailed in Sec. 3.5.1.

We compare AuthNet with AuthNet encoder classifier, Verifinger [97], and the
hybrid approach described in [81] for benchmarking. Verifinger is a renowned and
commercially available system commonly employed for minutiae extraction and
fingerprint matching achieving state-of-the-art performance in fingerprint identifi-
cation [100].

The comparison of EER, maximum accuracy, and GAR of AuthNet at small
FAR values with the comparison methods is presented in Tab. 3.3. It can be
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Figure 3.11: Normalized logits scores for correctly accepted authorized users (blue),
wrongly rejected authorized users (green), correctly rejected unauthorized users
(red), and wrongly accepted unauthorized users (yellow). (a), (b) Histogram of z
decision statistics of AuthNet; (c) Histogram of the logits scores of AuthNet encoder
classifier; (d) Histogram of the logits scores of FaceNet embeddings classifier; (e)
Histogram of the logits scores of ArcFace embeddings classifier.

observed from Tab. 3.3, that the proposed AuthNet achieves the lowest EER and
highest accuracy, significantly outperforming all benchmark methods. Regardless,
differently from the previous results, it can be noted that AuthNet-D has a slight
performance advantage over AuthNet-R. In general, it is hard to state which flavors
of two AuthNets achieve higher performance. Undoubtedly, AuthNet performance,
to some extent, is independent of the encoder network architecture. As long as the
encoder network has enough capacity, any recent CNN architecture will reach, on
average, high performance.

Further, for small FAR values, both AuthNet-R and AuthNet-D achieve high
values of GAR. The other approaches including Verifinger, AuthNet encoder classi-
fier, and hybrid approach also achieve small EER values; yet, it can be noted that
the GAR values significantly drop as the FAR values are decreased, which is not
the case with AuthNet.
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Figure 3.12: Correct mapping of the misclassified users by other methods using
AuthNet: mapping of the wrongly rejected authorized users (green) and wrongly
accepted unauthorized users (yellow) by competing methods on AuthNet, (a) mis-
classified users of AuthNet encoder classifier mapped on AuthNet; (b) misclassified
users of FaceNet embeddings classifier mapped on AuthNet; (c) misclassified users
of ArcFace embeddings classifier mapped on AuthNet.

Further, Fig. 3.9a and 3.9b show that the proposed method AuthNet very well
separates the authorized and unauthorized users. Contrarily, when using non-deep
learning approaches including Verifinger as shown in Fig. 3.9d, and the hybrid
approach in Fig. 3.9e, the authorized and unauthorized users do not have a clear
separation of scores. As a result, the corresponding regions are not well-behaved.
From Fig. 3.9c it can be noticed that similarly to the case of face datasets, while
AuthNet encoder classifier provides a separation between the scores, some “leakage”
is also introduced.

Finally, in Fig. 3.10c, the ROC comparison of AuthNet to other fingerprint
authentication methods is illustrated. In Fig. 3.10c, the red curve shows the GAR
at different FAR values obtained by AuthNet. It can be observed that the ROC
curve of AuthNet lies above other benchmarking methods. Furthermore, it can be
clearly observed here that at small values of FARs, AuthNet surpasses all the other
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Dataset Method ∆GAR@10−1FAR% ∆GAR@10−2FAR% ∆GAR@10−3FAR% ∆Max accuracy
AuthNet-R 0* 0.056 5.852 0.487

AuthNet enc. classifier 0* 0.227 22.273 0.658
FaceNet 0.632 18.309 22.038 0.897YTF

ArcFace 1.132 11.989 22.501 1.842
AuthNet-R 0* 0* 3.068 0.309

AuthNet enc. classifier 0* 0.283 9.773 0.621
FaceNet 0.611 19.762 22.102 0.960LFW

ArcFace 1.189 24.829 45.965 0.387
AuthNet-R 0* 0* 1.080 0.136

AuthNet enc. classifier 0* 0.227 35.568 0.648
FaceNet 0.622 18.521 21.725 1.100CALFW

ArcFace 1.330 8.057 15.001 1.770
AuthNet-R 0* 0* 6.762 0.381

AuthNet enc. classifier 0* 13.068 88.470 1.468
FaceNet 0.609 22.497 25.341 1.190Caltech 101

ArcFace 1.130 5.398 15.342 1.421

Table 3.5: Absolute performance drop comparison of AuthNet and benchmarking
methods when trained on MultiPIE and tested on different datasets. We mark as
0* values below the minimum achievable precision, i.e. smaller than 5.6 · 10−4.

competing algorithms significantly by achieving the highest GAR values.

3.6 In-depth analysis of AuthNet
To better understand the performance improvement of AuthNet concerning

competing methods, a more in-depth technical analysis is provided to explain how
the regularization of the distributions performed by AuthNet yields fewer misclas-
sifications than existing methods. Further, it is shown how AuthNet can correctly
classify samples that are misclassified by competing approaches.

3.6.1 Motivation behind higher misclassification rate by
competing methods:

Firstly in Fig. 3.11 the latent space outputs of AuthNet and the logit scores ob-
tained through the competing methods, normalized to the target means of µ1 = 0
for the authorized users and µ0 = 40 for unauthorized users are presented; this
normalization permits us to compare these methods with AuthNet directly. It can
be noted that the logit scores of the other methods naturally tends to be Gaus-
sian, from the central limit theorem [95, 96]. During the training of AuthNet, the
target distributions are enforced to follow well separated Gaussian distributions,
with predefined mean and standard deviation. This is not particularly enforced for
traditional classification methods, which leads to distributions with unpredictable
mean and standard deviation. Consequently, it can be observed in Fig. 3.11 that
compared to AuthNet, higher variance with heavier tails is exhibited by the nor-
malized logit score distributions of the competing methods. Moreover, in Fig. 3.11
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normalized logit scores for correctly accepted authorized users (blue), wrongly re-
jected authorized users (green), correctly rejected unauthorized users (red), and
wrongly accepted unauthorized users (yellow) are highlighted. It can be clearly
observed that for AuthNet, the authorized and unauthorized users scores are well
separated based on the predefined target distributions, resulting in very few mis-
classifications, i.e., false rejections of authorized users (green) and false acceptance

65



Adversarial learning of mappings onto regularized spaces for biometric authentication

10 -3 10 -2 10 -1 10 0

Probability of false alarm

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

P
ro

b
a
b
ili

ty
 o

f 
d
e
te

c
ti
o
n

AuthNet CALFW

AuthNet MultiPIE

AuthNet enc CL CALFW

AuthNet enc CL MultiPIE

FaceNet CALFW

FaceNet MultiPIE

ArcFace CALFW

ArcFace MultiPIE

(c) CALFW

10
-3

10
-2

10
-1

10
0

Probability of false alarm

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ro

b
a

b
ili

ty
 o

f 
d

e
te

c
ti
o

n

ROC curve

AuthNet Caltech 101

AuthNet MultiPIE

AuthNet enc CL Caltech 101

AuthNet enc CL MultiPIE

FaceNet Caltech 101

FaceNet MultiPIE

ArcFace Caltech 101

ArcFace MultiPIE

(d) Caltech 101

Figure 3.13: ROC comparison of AuthNet and benchmarking methods when tested
on the same dataset used during training (MultiPIE) and on face (YTF, LFW,
CALFW) and non-face (Caltech 101) datasets that have not been used during
training. In all the cases, AuthNet performs consistently and give stable GAR at
different FAR values.
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of unauthorized users (yellow) area. However, for the competing methods, the logit
score distributions of the authorized and unauthorized users are broader, leading to
a higher number of misclassifications as can be observed from the green and yellow
areas.

Standard deviation σ and kurtosis β2 of the latent space features of AuthNet and
the normalized logit scores obtained by different methods are reported in Tab. 3.4.
The table shows that the lack of regularization of the distributions in the competing
methods tends to have much higher σ. Similarly, the competing methods’ distri-
butions are heavy-tailed, which can be seen from the measured values of β2. This
points out a higher spread of the authorized and unauthorized user distributions
with respect to the mass center, resulting in a higher number of misclassifications.

In Fig. 3.12, depicts latent features obtained by AuthNet, green highlights the
latent feature outputs corresponding to authorized users that are wrongly rejected
by competing networks, whereas yellow highlights the features corresponding to
wrongly accepted unauthorized users.

In all the cases, AuthNet maps the wrongly accepted unauthorized users near
the mass center of correctly rejected unauthorized users, i.e., the red area. Also,
AuthNet correctly maps the wrongly rejected authorized users in the right class in
the blue area.

In summary, defining well-separated target Gaussian distributions having spec-
ified mean and standard deviation during training avoids the spread of the autho-
rized and unauthorized users samples yielding a lower number of misclassifications.

3.7 Robustness analysis
In this second set of experiments, we show that regularizing the latent space to

simple target distributions not only leads to improved accuracy but also more ro-
bust authentication. Particularly AuthNet and the benchmark methods trained on
MultiPIE are tested on datasets that the network has not seen during the training.
Additionally, we also test the robustness of the proposed approach against targeted
perturbations.

3.7.1 Evaluation on new datasets not seen during training
To show the robustness and resilience of AuthNet against face datasets that the

network has never seen during training, we test AuthNet-R and competing methods
trained on MultiPIE on LFW [101], YTF [102], and CALFW [103] datasets. Fig.
3.13 shows the ROC comparison of methods trained and tested on MultiPIE versus
the same methods trained on MultiPIE and tested on YTF, LFW, and CALFW
datasets, for the class of unauthorized users (note that in this setup the unautho-
rized users are not present in the test dataset). The solid curves depict the results
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Figure 3.14: Probability of success of FGSM for authorized, unauthorized users and
overall success as a function of the noise strength for AuthNet-R and AuthNet-R
encoder classifier.

when methods are trained and tested on the same dataset, the dotted curves depict
the test results on the datasets which the network has not seen during training.
The robustness is measured in terms of the performance drop on the datasets that
have not been seen during the training. It can be observed that AuthNet is robust
against the datasets which were not presented at training time: it correctly maps
the samples from these datasets to the unauthorized target distribution. This ef-
fect is more significant at small FAR (10−3) where a large performance drop can be
observed for the competing methods, whereas AuthNet maintains high GAR value,
outperforming them by a big margin.

For a more detailed analysis, Tab. 3.5 reports the absolute difference in GAR at
different values of FAR and the maximum accuracy difference achieved by different
methods when tested on MultiPIE versus the other datasets. It can be seen that
AuthNet consistently outperforms all competing methods, yielding a very small
performance drop when tested on different datasets. The effect is very evident at
small values of FAR.

To further evaluate the robustness of AuthNet, we also considered a non-face
dataset: we test AuthNet and competing methods trained on MultiPIE on Caltech
101 [104] dataset. This dataset does not include faces and it is made of images
of objects belonging to 101 different categories. From both Fig. 3.13d and Tab.
3.5 it can be observed that the performance drop is very significant for the com-
peting methods. Conversely, AuthNet still maps the images of Caltech 101 to the
unauthorized distribution giving stable results even at small FAR values.
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Figure 3.15: Trajectory of decision statistics for a perturbed sample (from an unau-
thorized user) in the latent space at different noise strength levels.

The results in this section show that regularizing the latent space using well-
behaved target distributions leads to robust authentication against features that
have never been seen before. Furthermore, the behavior of the non-authorized
region of AuthNet is consistent across different datasets.

3.7.2 Evaluation on targeted perturbations
Further, we analyze the robustness of the proposed AuthNet against the targeted

perturbations. We consider the white-box Fast Gradient Sign Method (FGSM) [16]
due to its simplicity and speed in crafting the perturbations. In FGSM, the input
samples are modified to maximize the loss based on the backpropagated gradients.
The model back propagates to the input data to calculate ∇xJ(θ, x, a), then the
input samples are adjusted by a step of ϵ in the direction of sign(∇xJ(θ, x, a)) that
will maximize the loss.

To highlight the advantages of learning the mapping instead of the boundaries,
we compare AuthNet-R with the AuthNet encoder classifier trained on Multi-PIE.
The motivation is to show that for traditional methods producing arbitrary bound-
aries, it is possible to craft samples that lead to incorrect classification with minimal
perturbation. In contrast, for the proposed method, this is much more difficult,
leading to improved robustness.

We perturb every test sample with ℓ∞ bounded perturbation and aggregate the
results both for AuthNet and AuthNet encoder classifier. Noise vector n is defined
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such that ∥(n)∥∞ ≤ ϵ where noise strength ϵ is defined as the ratio ∥(n)∥∞/∥(x)∥∞.
As an example, 100% noise strength indicates the model can corrupt the image with
noise values within the input image’s full range.

Fig. 3.14 illustrates the probability of success of FGSM as a function of the noise
strength. For AuthNet, it can be observed that to move the authorized users into
the unauthorized region (z < 20), we need a large noise strength, i.e., greater than
10% of the maximum pixel values of the input images, to have a high probability of
success. The probability of success decreases by lowering ϵ accordingly. Conversely,
it is more challenging to grant access to unauthorized users. The maximum prob-
ability of success is 0.27, which is reached at 2% noise strength. Additionally, even
for substantial perturbations, the probability of success in such a setting is close to
zero. This is attributable to the latent space regularization of AuthNet: authorized
users are strictly enclosed within the high mass region of P1. For strong pertur-
bations, the likelihood of the perturbed samples for unauthorized users increases.
Additionally, we investigate this effect in Fig. 3.15 where we show the trajectory of
z in the latent space: for a perturbed sample of an unauthorized user as a function
of the noise level. It can be observed for large perturbations that z stays within
the high mass region of P0. Also, for limited values ofϵ, i.e., less than 1%, the value
of z remains close to 40. The region between these limits may lead to misclassifica-
tion of unauthorized users. This behavior is interpreted as follows; the regularized
decision boundary provided by AuthNet does not allow to choose an easy path for
crossing the boundary from a generic point within the decision region, i.e., every
point on the other side of the boundary tends to be equally far away. In Fig. 3.14
we compare these results of AuthNet with those of the AuthNet encoder classifier;
it is immediate to notice that overall FGSM is much more successful for large noise
strength. Furthermore, in this case, FGSM targeting authorized users is more suc-
cessful. This proves our conjecture that the likelihood of targeted perturbations
to succeed can be reduced by properly regularizing the latent space. The highly
complex boundaries learned through a classifier are more vulnerable to adversarial
perturbations.

3.8 Conclusions
A novel approach for biometric authentication based on adversarial learning in

which the latent space regularization leads to improved robustness and accuracy of
the biometric authentication is presented. The behavior can be attributed to the
fact that the non-linear boundaries learned by standard deep learning classifiers
become very complex as they try to fit the training data, leaving room for misclas-
sification. For AuthNet, adversarial learning enables much simpler boundaries by
mapping the input space into the latent space. Experimentation on multiple large
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biometric datasets with several state-of-the-art benchmark methods show that Au-
thNet consistently outperforms existing techniques. Additionally, it was shown that
regularizing the latent space makes the architecture less vulnerable to targeted and
untargeted perturbations.
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Chapter 4

Learning mappings onto
regularized latent spaces for
biometric authentication

Like the previous chapter, this chapter also takes into account the generic bio-
metric authentication scenario. For introduction and background review, please
refer to sections 3.1 and 3.2. This chapter illustrates that the mapping of biometric
traits onto target distributions can also be achieved using statistical approaches.
The resulting method, RegNet, uses KL-divergence to shape the latent space ac-
cording to the target distributions. Additionally, the chapter compares the two
methods based on adversarial learning and statistical approach.

4.1 Proposed Method
The key aim of RegNet is to learn a mapping onto well-behaved target distribu-

tions in latent space from the distribution of the input biometric traits of authorized
and unauthorized users using a statistical method alternative to adversarial learn-
ing as done in chapter 3. In RegNet we propose a network that directly generates
samples from the intended distribution instead of adversarial training. The au-
thorized user’s biometric traits should be mapped into a target distribution whose
mass center is far enough from the unauthorized user’s target distribution. Since
the latent space is well behaved, it is possible to distinguish between two classes
using a simple thresholding decision.

RegNet works in two phases: enrolment and authentication as a biometric au-
thentication method. In the following, these two stages, which are specifically
linked to training and testing phases within the context of deep neural networks,
are discussed.
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Figure 4.1: RegNet architecture. The biometric traits are given as input to the
encoder; the output is a sample z from either P1 or P0. During the authentication
phase, given z a thresholding decision can be applied to determine the user’s class.

4.1.1 Enrollment
In this phase the network has to learn the distribution of the biometric traits of

the authorized user (respectively unauthorized users) and has to generate a sample
drawn from the authorized (respectively unauthorized) target distribution. It be-
comes evident that, in order to define a proper loss function, we should minimize a
suitable distance metric between the distributions of the generated samples and the
target ones. Let B = {Ba=0, Ba=1} denote the set of all possible biometric traits and
a ∈ {0,1} an indicator variable such that a = 1 represents the authorized user and
a = 0 represents all other unauthorized users. Thus, let us first define the desired
target distributions P1 and P0 (for authorized and unauthorized users respectively)
as two multivariate Gaussian distributions over a d-dimensional space:

P1 = N (µT 1,ΣT 1), P0 = N (µT 0,ΣT 0),

where ΣT 1 = σ2
T 1Id and ΣT 0 = σ2

T 0Id are defined as diagonal covariance matrices
and µT 1 = µT 11T , µT 0 = µT 01T are the mean vectors.

At this point, in order to define a suitable distance metric let us define the
output of the encoding network as z = H(x), where z ∈ Rd is the latent mapping
and x ∈ Rn is the input biometric trait. The goal is to learn an encoding function
of the input biometric trait z = H(x) such that z ∼ P1 if x ∈ Ba=1 and z ∼ P0 if
x ∈ Ba=0, with P1 and P0 the target distributions in the latent space.

We are now interested in computing the statistics of the generated samples z,
thus we should recall that during the training the network is given as input a batch
of biometric traits X ∈ Rb×n with b being the batch size, thus resulting in z ∈ Rb×d

after the encoding. Therefore, we can compute the first and second order statistics
(over a batch) of the encoded representations za, zb related to authorized (µO1,ΣO1)
and unauthorized (µO0,ΣO0) input biometric traits respectively. More specifically,
we have that µ

(i)
O1 = E[z(i)

a ] and Σ
(ii)
O1 = var(z(i)

a ), where (i) denotes the i-th colum
and (ii) the i-th diagonal entry.

Having defined the statistics of both target and encoded samples distributions,
we can define a suitable metric to compare how far the distributions are from each
other. More in detail we employ the KL divergence, which for multivariate Gaussian
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distributions (in case of authorized input biometric traits) can be written as:

La = 1
2

[︄
log |ΣT 1|

|ΣO1|
− d + tr(Σ−1

T 1ΣO1) +

+ (µT 1 − µO1)⊺Σ−1
T 1(µT 1 − µO1)

]︂
For the case of diagonal covariance matrices we are considering can be rewritten as

La = 1
2

⎡⎣log σ2d
T 1∏︁

i Σ
(ii)
O1

− d +
∑︁

i Σ
(ii)
O1

σ2
T 1

+ ||µT 1 − µO1||2
σ2

T 1

⎤⎦ .

In a similar fashion we can obtain Lu by considering the statistic’s of both target
and encoded distributions in the case of unauthorized input biometric traits.

Then, the loss function which the encoder network has to minimize is given
by L = 1

2La + 1
2Lu, which achieves its minimum when the statistics of the two

generated distributions will match that of the target ones.
At this point we note that we are shaping the distribution of the encoded samples

by only enforcing first and second order statistics. Indeed, from our experiments
we have observed that these statistics are sufficient to shape the encoded samples
distributions to closely follow the target ones. This leads us to conjecture that the
encoder output tends to a maximum entropy distribution (Gaussian) and thus first
and second order moments are sufficient to shape the latent space as intended.

4.1.2 Authentication
Similar to AuthNet, the trained encoder is used for user authentication after

the enrollment phase is completed; see section 3.3.4.

4.1.3 Architecture details
RegNet addresses image biometric data. Contrarily to AuthNet, which employ-

ees encoder and discriminator sub-networks during the training phase, RegNet only
employees the encoder network same as of AuthNet, see Fig. 3.3 which significantly
reduce the total parameters. The encoder is a convolutional neural network, we use
in particular a four-block ResNet-18 architecture [105] consisting of increasing 3×3
filters. The last layer is a fully connected layer which maps the final filter output
to z: the d-dimensional latent representation. The biometric traits are given as
input to the encoder; the output is a sample z from either P1 or P0. We set d = 3
for the experiments, as it results in better separation and higher performance. In
addition, we set µT 1 = 0, µT 0 = 40 and σT 1 = σT 0 = 1. We use Adam optimizer
to optimize the network and apply stochastic gradient descents to mini-batches of
100 samples. During the authentication phase, given z a thresholding decision can
be applied to determine the user’s class.
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Dataset Method EER% GAR@10−1FAR% GAR@10−2FAR% Accuracy@EER
RegNet 0.023 100.0 100.0 99.977

RegNet enc. classifier 0.040 100.0 100.0 99.960
AuthNet 0.019 100.0 100.0 99.991
FaceNet 1.286 98.819 98.712 98.714
ArcFace 0.893 99.159 99.108 99.107Face - Yale B

Fisherfaces 15.351 84.215 61.135 84.649
RegNet 0.045 100.0 100.0 99.955

RegNet enc. classifier 0.676 100.0 99.432 99.324
AuthNet 0.001 100.0 100.0 99.998
FaceNet 0.930 99.368 99.201 99.070
ArcFace 1.811 98.811 98.125 98.189Face - Multi-PIE

Fisherfaces 32.620 10.002 2.800 67.379

Table 4.1: Performance comparison of RegNet with respect to other biometric
authentication schemes for faces. Average values computed on the aggregated scores
are reported.

Dataset Method EER% GAR@10−1FAR% GAR@10−2FAR% Accuracy@EER
RegNet 0.476 100.0 99.934 99.524

RegNet enc. classifier 0.565 100.0 99.845 99.435
AuthNet 0.339 100.0 100.0 99.740
Verifinger 0.758 100.0 99.796 99.361Fingerprint FVC 2006

Hybrid approach [81] 3.200 98.182 94.854 96.799

Table 4.2: Performance comparison of RegNet with respect to other biometric
authentication schemes for fingerprints. Average values computed on the aggregated
scores are reported.

Preprocessing and training parameters

The network is trained using Adam optimizer [88] with an iterative algorithm, as
discussed in [52]. Weight decay of 0.0004 and dropout of 0.7 is employed. Initially,
for the first 5000 iterations, the learning rate is 0.001 and is then decreased by a
factor of 10 after every 2000 iteration. In total, the network is trained for 10000
iterations. In RegNet, the only preprocessing considered is the energy normalization
of the input images

4.2 Experimental settings and results

4.2.1 Datasets
Similar to AuthNet, for Face authentication task we employ the CMU Multi-

PIE Dataset [90] and cropped version of extended Yale Face Database B [91]. Fin-
gerprint authentication experiments are carried out on Fingerprint Verification
Competition (FVC 2006) DB2 dataset [92]. For details please refer to section
3.5.1.
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Figure 4.2: Face authentication scores for authorized users (blue) and unauthorized
users (red) for Yale B. (a) Histogram of ||z||2 decision statistics of RegNet; (b)
Histogram of the sigmoid outputs of RegNet encoder classifier; (c) Histogram of
the sigmoid outputs of FaceNet embeddings classifier; (d) Histogram of the sigmoid
outputs of ArcFace embeddings classifier; (e) Histogram of the normalized matching
distances of Fisherfaces. The plots in (b)-(c) depict a detailed view to better
appreciate the leakage effects.
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Figure 4.3: Face authentication scores for authorized users (blue) and unauthorized
users (red) for Multi-PIE. (a) Histogram of ||z||2 decision statistics of RegNet; (b)
Histogram of the sigmoid outputs of RegNet encoder classifier; (c) Histogram of
the sigmoid outputs of FaceNet embeddings classifier; (d) Histogram of the sigmoid
outputs of ArcFace embeddings classifier; (e) Histogram of the normalized matching
distances of Fisherfaces. The plots in (b)-(c) depict a detailed view to better
appreciate the leakage effects.
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Figure 4.4: Fingerprint authentication scores for authorized users (blue) and unau-
thorized users (red). (a) Histogram of ||z||2 decision statistics for RegNet; (b)
Histogram of the sigmoid outputs of the RegNet encoder classifier; (c) histogram
of the matching scores of Verifinger; (d) histogram of the matching scores of the
hybrid approach. The plot in (b) depicts a detailed view to better appreciate the
leakage effects.

4.2.2 Results
Face authentication. In this case, we compare the RegNet results with Au-

thNet, the RegNet encoder classifier, the Fisherfaces approach [57], the FaceNet
[65] and the ArcFace [66]. The RegNet encoder classifier has the same structure
as the RegNet encoder but has been trained in a more traditional fashion via sig-
moid cross-entropy loss. This network does not use a variational loss function, so
it allows us to evaluate how the learning of mapping leads to an improvement in
performance over a conventional neural network. As far as FaceNet and ArcFace
are concerned, since it is not possible to train them from scratch due to the extreme
data scarcity, we compute the 512-dimensional embedding of the input images us-
ing the pre-trained CASIA WebFace dataset [99] network. The classifier is then
independently trained on the embedding of each user.

AuthNet obtains the highest performance for all metrics, as shown in Tab. 4.1.
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It is important to note that while sharing RegNet architecture, the RegNet encoder
classifier results in lower performance in particular at low FAR, see Fig. 4.5(a)-
(b). This implies that a more robust classification scheme is obtained by having
well-defined regions in target distributions latent space. As shown in Fig. 4.3(a)
RegNet efficiently separates the authorized and unauthorized users. Other methods
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Figure 4.5: ROC comparison on overall results of 32 users for faces (a)-(b) and
fingerprint (c) datasets. RegNet is compared with the RegNet encoder classifier,
FaceNet [65], ArcFace [66] and Fisherfaces [57] in (a)-(b); with RegNet encoder
classifier, VeriFinger [97] and the hybrid approach [81] in (c).

also lead to a good separation, see Fig 4.3(b)-(c) and 4.2(b)-(c); but they fail to
assign the correct score to all the unauthorized users and inflict a “leakage”. The
ROC comparison in Fig. 4.5(a)-(b) more clearly illustrate this behavior. Further,
it can be noted that when compared to the RegNet encoder classifier, the proposed
method performs better at low FAR values.

At this point, it is interesting to note that deep learning methods can achieve
higher performance when tested on the Multi-PIE data set. Although this dataset is
more complex than Yale B, it has more samples due to unconstrained acquisitions.
For this reason, methods that can learn complex data features will benefit. While
relying on properly aligned and constrained images, traditional approaches, such as
Fisherfaces, display a drop in performance when tested on the complex Multi-PIE
dataset.

Fingerprint authentication. For fingerprint authentication, we compare
RegNet to AuthNet, the RegNet encoder classifier, the Verifinger [97], and the
hybrid approach described in [81]. As for the EER, the proposed method achieves
an EER of 0.476% outperforming all other methods. The proposed methods out-
performs the hybrid method and improves over the RegNet encoder classifier and
verifinger in terms of genuine acceptance rate (GAR) for small FAR values. As
previously observed, in the case of face authentication, it can be seen in Fig 4.4(a)
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Properties AuthNet RegNet
Performance high slightly lower

Training complexity hard easy
Predictability less high

Table 4.3: Comparison of RegNet with AuthNet in terms of performance, training
complexity, and predictability of the distributions.

how RegNet effectively separates authorized and unauthorized users. However, it
should also be noted that the distribution of authorized users spread more in the
case of a face dataset. This could be due to the relatively limited number of train-
ing samples for the authorized user, which is only 10 prior to the augmentation.
For non-deep learning methods (see figure 4.4(c)-(d), there is no clear separation
between the scores of the authorized and unauthorized users. Furthermore, the
RegNet encoder classifier also introduces some “leakage”. In Fig 4.5(c), this aspect
can be further analyzed: RegNet outperforms all other methods by achieving the
highest GAR values, even for low FAR values.

The above results greatly motivate the intuition behind RegNet: learning the
mapping rather than classification boundaries results in an improved performance
and classifiers robustness.

4.3 Conclusions
We presented two novel approaches addressing the biometric authentication

problem with deep neural networks. Rather than learning complex boundaries,
the proposed methods aim to learn to map onto the target distributions allowing
for simple threshold-based classification. With extensive experimentation on differ-
ent biometric traits, we demonstrate that both RegNet and AuthNet are effective
general-purpose biometric authentication frameworks capable of achieving low EER
and good latent space separation.

However, the experiments demonstrate that training AuthNet is very difficult;
it takes a much longer time for the network to converge; however, RegNet training
is fast and straightforward. Further, RegNet’s latent distributions are more pre-
dictable compared to AuthNet’s. In conclusion, the general comparison shows that
RegNet is easier to train and offers high precision, making it a preferred choice.
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Chapter 5

BioMetricNet: deep
unconstrained face verification
through learning of metrics
regularized onto Gaussian
distributions

5.1 Introduction
Early attempts in biometric authentication needed to design handcrafted fea-

tures that could capture each person’s most significant traits. Moreover, a precisely
aligned and illumination normalized picture was needed for them to perform well.
The complexity of handling the non-linear variations which may occur later in the
face image has shown that in non-ideal conditions, those techniques tend to fail.

The use of features learned from CNN networks, e.g., DeepFace [106], and
DeepID [107], made a breakthrough possible. As in previous methods, the dis-
tance measure (typically ℓ2 norm) was being employed for the verification task
once the features of two test faces have been computed: if the distance is below a
certain threshold, the two test faces are classified as belonging to the same person,
otherwise not. The softmax cross-entropy loss is used to compute those features.
Indeed, it has been found that the ability to generalize can be improved by maxi-
mizing inter-class variance and reducing the intra-class variance. This strategy was
adopted by works like [108, 69], which take into account the large margin between
“contrastive” embeddings in Euclidean space. FaceNet [65] introduced the triplet
loss, whereby the distance between embeddings is relative rather than an absolute
distance. The introduction of anchor samples into the training process enables
learning embedding, which reduces the anchor-positive distance while maximizing
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matching 
pairs

non-matching 
pairs

Figure 5.1: The goal of BioMetricNet is to map the input pairs onto target dis-
tributions in the latent space. Matching pairs (same user - blue) are mapped to
a target distribution whose mean value is far from that of the non-matching pairs
(different users - red).

the anchor-negative distance. Although this latter work has resulted in better em-
bedding, however, it was shown that training is often complex [109]. Finally, the
focus was shifted to the design of new architectures with other metrics than the
ℓ2 norm to provide tighter margins. The authors in [110] and [111] propose to use
angular distance metrics to enforce a large margin between the negative examples
and thus to reduce the number of false positives.

A pre-determined analytical metric for the distance between the two embeddings
is employed for all the above-mentioned methods. The loss function is designed to
ensure that the negative pairs have a large margin (in terms of the metric employed)
while also compacting the distance between positives pairs. It is important to
emphasize that the metric chosen in designing such neural networks is crucial.
Indeed, shifting from the Euclidean to angular distance metrics [112, 113] lead to
a major improvement in performance.

We propose a different approach: we strive to learn the most discriminative
features and learn the best (possibly highly non-linear) metric to compare such
features. The only condition we impose is how the metric should behave, based
on whether the features are matching or not. In particular, the metric output is
regularized such that the values in it follow two distinct statistical distributions:
one for matching pairs and the other for non-matching pairs (see Fig. 5.1).

[114] discussed the idea to focus on the empirical distribution of feature dis-
tances to enhance their discrimination. The authors introduce the histogram loss
to minimize the overlap of matching and non-matching feature pairs to obtain more
regularized features. However, while this method is well suited to clustering tasks
where only the relative differences between pairs are compared, it does not match
the verification problem that we examine: the boundary of decision between the
two histograms depends highly on the data set employed. It does not generalize
well across different data distributions. The method we follow is rather different:
by regularizing the latent space using target distributions, we have a known and
fixed decision boundary, which generalizes well across different datasets. In [115]
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and [116], this seminal idea of employing the target distributions was first presented
and it is described in detail in Chapter 3 of this thesis. However, it must be em-
phasized that in the case of [115] and [116] latent space regularization was used to
address the one-vs-all classification problem, such that biometric traits of a single
user would be mapped onto a distribution and those of any other user on a different
distribution. The above methods also required user-specific training, that can be
inconvenient is some practical settings..

The neural network proposed here, which we refer to as BioMetricNet, in addi-
tion to learning features, shapes the decision metric so that pairs of similar faces
are mapped to a distribution, while pairs of different faces are mapped to another
distribution, thus eliminating the need for user-specific training. This approach
has several advantages: i) The distributions are known and generally simple, the
decision boundaries are also simple. This contrasts the typical behavior of neural
networks, which tends to generate highly complex boundaries; ii) If the distribu-
tions are taken as Gaussian with equal variance, the optimum decision boundary is
a hyperplane. This leads to a very simple classifier that learns a complex mapping
to a simple latent space that mimics kernel-based methods. Moreover, Gaussian
distributions are amenable to writing the loss function in closed form; iii) Mapping
to known distributions allows confidences to be obtained for every test sample, as
difficult pairs are mapped to the distribution tails. The distribution of the met-
ric output values is known in BioMetricNet; this makes it possible to change the
decision threshold to the desired level of false alarm or genuine acceptance rates.

The resulting design, with the best-learned metric, allows for improvement over
the state-of-the-art performance on several challenging datasets, as will be shown
in Sec. 5.3.7. We underline that while BioMetricNet is used on faces in this thesis,
the method is general and can be used for other biometric traits.

5.2 Proposed Method
BioMetricNet strives to learn meaningful features of the input faces along with

a discriminative metric to be used to compare two sets of facial features. More
specifically, as depicted in Fig. 5.2, BioMetricNet is made of two sub-networks:
FeatureNet and MetricNet. The former is a siamese network which processes pairs
of input faces x = [x1, x2] and outputs a pair of facial features f = [f1, f2] for both
matching and non-matching input pairs. MetricNet is then employed to map these
feature pairs onto a point z in a p-dimensional space in which a decision is made.
These two networks are trained as a single entity to match the desired behavior.
Their architecture is described more in detail in Sec. 5.2.1.

The novelty of our approach is that we do not impose any predetermined metric
between f1 and f2: the metric is rather learned by MetricNet shaping the decision
space according to two target distributions through the loss function, as described
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Figure 5.2: BioMetricNet architecture during the training phase. After face de-
tection and alignment, matching and non-matching face pairs are given as an in-
put to the FeatureNet to extract the discriminative face features from the image
space x into feature vector space fi ∈ Rd. The feature vectors are concatenated
f = [f1f2] ∈ R2d and passed to the MetricNet which maps f onto well-behaved
target distributions z ∈ Rp in the latent space.

in the following. The loss function forces the value of the learned metric to follow
different statistical distributions when applied to matching and non-matching pairs,
respectively. Although arbitrary target distributions can be employed, a natural
choice is to use distributions that have far-enough mass centers, lead to simple
decision boundaries, and lend themselves to writing the loss function in a closed
form.

For BioMetricNet, let us denote as Pm and Pn the desired target distributions
for matching and non-matching pairs, respectively. We choose Pm and Pn to be
multivariate Gaussian distributions over a p-dimensional space:

Pm = N (µm,Σm), Pn = N (µn,Σn), (5.1)

where Σm = σ2
mIp and Σn = σ2

nIp are diagonal covariance matrices and µm = µm1T
p ,

µn = µn1T
p are the expected values. The choice of using Gaussian distributions is

a very natural one in this context. Because of the central limit theorem [95],
the output of fully connected layers tends to be Gaussian distributed. Moreover, if
Σm = Σn, then a linear decision boundary (hyperplane) is optimal for this Gaussian
discrimination problem. Therefore, while in general BioMetricNet can be trained
to match arbitrary distributions, in the following we will describe this specific case.
It can also be noted that using different variance for the two distributions would
complicate the choice of the parameters, since the optimal variance will be specific
to the considered dataset in order to match its intra and inter-class variances.

As said above, in the Gaussian case the loss function can be written in closed
form. Let us define xm and xn as the pairs of matching and non matching face
images, respectively. In the same way we define fm and fn as the corresponding
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features output by FeatureNet. MetricNet can be seen as a generic encoding func-
tion H(·) of the input feature pairs z = H(f), where z ∈ Rp, such that zm ∼ Pm

if f = fm and zn ∼ Pn if f = fn. As previously described, we want to regular-
ize the metric space where the latent representations z lie in order to constrain
the metric behavior. Since the distributions we want to impose are Gaussian, the
Kullback-Leibler (KL) divergence between the sample and target distributions can
be obtained in closed-form as a function of only first and second order statistics
and can be easily minimized. More specifically, the KL divergence for multivariate
Gaussian distributions can be written as:

Lm = 1
2

[︄
log |Σm|

|ΣSm|
− p + tr(Σ−1

m ΣSm) + (µm − µSm)⊺Σ−1
m (µm − µSm)

]︂
. (5.2)

where the subscript S indicates the sample statistics.
Interestingly, since we only need the first and second order statistics of z, we

can capture this information batch-wise. As will be explained in detail in Sec.
5.2.2, during the training the network is given as input a set of face pairs from
which a subset of b/2 difficult matching and b/2 difficult non-matching face pairs
are extracted, being b the batch size. Letting X ∈ Rb×r with r the size of a face
pair, this results in a collection of latent space points z ∈ Rb×p after the encoding.
We thus compute first and second order statistics of the encoded representations
zm, zn related to matching (µSm,ΣSm) and non-matching (µSn,ΣSn) input faces
respectively. More in detail, let us denote as Σ

(ii)
Sm the i-th diagonal entry of the

sample covariance matrix of zm. The diagonal covariance assumption allows us to
further simplify (5.2) as:

Lm = 1
2

[︄
log σ2p

m∏︁
i Σ

(ii)
Sm

− p +
∑︁

i Σ
(ii)
Sm

σ2
m

+ ||µm − µSm||2
σ2

m

]︄
. (5.3)

This loss captures the statistics of the matching pairs and enforces the tar-
get distribution Pm. For brevity we omit the derivation of Ln which is obtained
similarly.

Then, the overall loss function which will be minimized end-to-end across the
whole network (FeatureNet and MetricNet) is given by L = Lm + Ln.

5.2.1 Architecture
Below we discuss FeatureNet and MetricNet’s design and implementation ap-

proach.

FeatureNet

FeatureNet attempts to extract from the input pairs the most distinctive facial
features. FeatureNet’s architectural design is crucial. In general, one can use any
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advanced neural network architecture that is capable of learning good features. We
use a siamese Inception-ResNet-V1 [117] in our tests thanks to its quick conver-
gence. The output block in Inception-ResNet size is 35 ×35 × 256, followed by five
blocks of Inception-ResNet-A, ten blocks of Inception-ResNet-B, and five blocks of
Inception-ResNet-C. At the end of the network, we use a fully connected layer with
an output dimension equal to d. The dropout rate of 0.8 is employed. The pairs
of feature vectors f1 and f2 in output of FeatureNet are concatenated resulting in
f = [f1f2] ∈ R2d and given as input to MetricNet.

MetricNet

MetricNet aims to learn the best metric based on the f vector and map it to the
latent space target distributions. MetricNet consists of 7 fully connected layers,
with ReLU activation functions at each layer’s output. No activation function
is used in the last layer. The input size of MetricNet is equal to 2d; the size
progressively decreases by a factor of two; the final layer has an output size equal
to p.

It is also noted that MetricNet can model arbitrary nonlinear correlations be-
tween the feature vectors by inputing f = [f1, f2]. Indeed, it has proved highly
efficient to use an arbitrary combination of input feature entries, see e.g., [118,
119].

5.2.2 Pairs Selection during Training
BioMetricNet chooses the hardest matching and non-matching pairs during the

training, i.e., those far from the mean of target distributions and near the threshold
for improved convergence. At the end of the forward pass, we pick the pairs with
the zm output which are sufficiently away from the mass center of Pm, i.e., ||zm −
µm||∞ ≥ 2σm. Similarly, for non-matching pairs, we pick those that result in||zn −
µn||∞ ≥ 2σn. Then we minimize the loss with the backward pass over a subset of
b/2 difficult matching and b/2 difficult non-matching pairs, with b as the mini-batch
size of difficult pairs. The backward pass can be executed only if we can obtain
b/2 hard matching and b/2 hard not matching pairs; otherwise, the mini-batch is
discarded.

The reasoning behind this option is the outcome of the latent space regulariza-
tion. Indeed, when one traverses the latent space from µm to µn, one moves from
very similar face pairs to very dissimilar ones. Points near the threshold can be
considered as pairs with a high degree of uncertainty. The network improves the
mapping of “difficult” pairs as training is carried out on pairs for which it is more
difficult to determine whether or not they constitute a match.
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Figure 5.3: During the testing phase, we obtain the latent vectors of the input image
pair and its three horizontal flips. For all experiments, the final latent space vector
is calculated as z̄ = 1

4

(︂∑︁4
i=1 zi

)︂
. Pairs are classified as matching and non-matching

by comparing z̄ with a threshold τ .

5.2.3 Authentication
A pair of images is passed through the entire network during the testing phase

to compute the corresponding z metric value. Then a decision is based on this
value. As stated, a hyperplane can be used for optimal decision for our choice of
target distributions, i.e., we can use the test

(µm − µn)T z ≶ (µm − µn)T (µm + µn)/2. (5.4)
For p = 1, this boils down to comparing the scalar z with a threshold τ = (µm +
µn)/2.

However, we do consider an improved approach that can capture additional
information: we use flipped images as done in the recent literature [111, 113] to
capture additional features. Namely, when we have an image pair, we calculate
the metrical z output on the original pair of images, with 3 pairs that result from
the combinations of flipped and non-flipped images. We employ a horizontal flip
defined as (x, y) −→ (width − x − 1, y). As a result, four metric values are obtained.
Then a decision is taken on a z̄ = 1

4

(︂∑︁4
i=1 zi

)︂
value, where zi is the performance of

the i-th image flip combination; see Fig.5.3. The predicted value of z̄ for matching
and non-matching pairs is still equal to µm and µn respectively. Thus the test will
continue to be valid at z̄ (5.4) . BioMetricNet is shown during the authentication
phase in Fig. 5.4. P1 represents the pair of input images, and the three horizontal
flips are represented as P2, P3, and P4.

5.3 Experiments

5.3.1 Experimental Settings
The network is trained using a stochastic gradient descent [120, 121] with Adam

optimizer [88]. Each epoch consists of 720 individuals and has at least 5 images to
ensure that the matching and non-matching pairs are enough. We set the batch
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Figure 5.4: BioMetricNet architecture during the testing phase. Given a pair of
images to be tested, after face detection and alignment, by accounting for all the
possible horizontal flip combinations, we obtain 4 image pairs, i.e. P1, P2, P3 and
P4. The latent vectors of the corresponding pairs are computed and aggregated to
z̄ and compared with a threshold τ .

size b to 220 to collect statistically significant first and second-order statistics. It
comprises half matching and half non-matching pairs, i.e., each batch is balanced.
The initial learning rate is 0.01 with a 0.98 decay factor for every 5 epoch. The
network is trained for a total of 500,000 iterations. The Weight decay is set to
2×10−4. We also use dropout with a keep probability value of 0.8. All experiments
are conducted in TensorFlow [122]. For the augmentation, the images are flipped
horizontally.

5.3.2 Preprocessing
For preprocessing, we follow the strategies used in the recent papers [112, 113,

111]. We employ MTCNN [123] to generate normalized facial crops of size 160×160
based on five facial points both for training and testing sets. The final step is to
normalize the images and constrain them to [−1,1], as in [113, 111, 112].

5.3.3 Datasets
Training

The data sets of training are the ones used commonly in recent works. In
more detail, we use different datasets in the train and test phases. For training
we employ Casia [124] (0.49M images having 10K identities) and MS1M-DeepGlint
(3.9M images with 87K identities) [125].
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Figure 5.5: Kurtosis and skewness of the latent space metric on LFW when Pn =
N (w,1) where w = [0.5,120], and Pm = N (0,1). If the means of the two distribution
are too far apart the training process becomes unstable, hence it affects the kurtosis
and skewness of the imposed distributions.

Testing

BioMetricNet has been developed for 1:1 verification in a face authentication
scenario in the current setting, particularly when there is a single image template
per subject. BioMetricNet has therefore been validated for 1:1 verification on six
popular unconstrained face datasets, with the exceptions of large-scale data sets
such as MegaFace [126] and the IJB [127] for set-based face recognition, i.e., deciding
whether two sets of images of a face belong to the same person or not.

The most commonly used data sets for unconstrained face verification on images
and videos are Labeled Faces in the Wild (LFW) [128] and The YouTube Faces
(YTF) [129]. LFW is composed of 13233 images of 5749 people. The YTF is
comprised of 3425 videos of 1595 people. The latest deep learning models for face
verification are strong enough to achieve nearly perfect accuracy on LFW and YTF,
making the associated results not very informative. We further test BioMetricNet
for comprehensive insights on more challenging data sets, including Cross-Age LFW
(CALFW) [130], which is constructed by selecting 3000 positive facial pairs with an
age gap from LFW, which is intended to add the aging process in intra-class variance
and Cross-Pose LFW (CPLFW) [131] designed from 3000 LFW face pairs with pose
difference to add intraclass variance pose variance. Finally, we test the method on
Celebrity data set for a front and profile view (CFP) [132] with 500 identities with
7000 images and age database (AgeDB) [133] with 16488 images with 568 images.
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Dataset d = 128 d = 256 d = 512 d = 1024 p = 1 p = 3 p = 8 p = 16
LFW 99.47 99.51 99.80 99.63 99.80 99.75 99.74 99.72
YTF 97.57 97.76 98.06 98.0 98.06 97.85 97.73 97.76

CALFW 96.48 96.59 97.07 96.78 97.07 97.02 96.92 96.93
CPLFW 94.89 94.81 95.60 95.25 95.60 95.57 95.13 95.43
CFP-FP 99.01 99.08 99.35 99.25 99.35 99.33 99.33 99.47

Table 5.1: Accuracy (%) for different feature vector d and latent vector p dimen-
sionality. Highest accuracy is obtained for the feature vector of size d = 512 and
for p = 1

We report results for all datasets for 6000 pairs of test images and videos with 3000
matching and 3000 non-matching pairs. We follow the standard unrestricted with
labeled outside data protocol for reporting the results, as done in [65, 112, 113].

5.3.4 Effect of Feature Vector Dimensionality
We explored the effect of different dimensionality of the feature vector by fixing

p = 1, and varying d, see Tab. 5.1. It can be observed that small values of d are not
sufficient to capture the most discriminative facial features. On the other hand, a
too large feature space (1024) causes overfitting and thus a performance drop. We
picked the best value, i.e. d = 512, since in our experiments as this choice leads to
the highest accuracy.

5.3.5 Effect of Latent Space Dimensionality
We have tested various dimensionalities by fixing d = 512 in order to choose

the optimal latent space size. The results can be seen in Tab. 5.1. In this case, an
increase in p leads to a drop in performance as general behavior.

Because p affects the number of parameters at the very bottom of MetricNet
(an FC network), its choice greatly influences overall performance. We assume that
large p values can be advantageous to a very complex dataset with a typically large
amount of training data. Indeed, samples are linearly more separable in higher
dimensional latent space. This is even more important when there are very large
numbers of data points. On the other hand, too large values of p can lead to a drop
in performance because mapping on a large latent space becomes difficult to learn.
Tab. 5.1 shows that p = 1 is sufficient for most datasets. The CFP-FP, on the
other hand, shows that the highest precision is achieved for p =16 (even if relatively
small amounts). Perhaps a higher latent space dimensionality, in this case, provides
room for better separation. Since p = 1 gives optimal or near-optimal outcomes in
all instances, we choose this value for the experiments.
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Method # Image LFW YTF CALFW CPLFW CFP-FP AgeDB
SphereFace [111] 0.5M 99.42 95.0 90.30 81.40 94.38 91.70

SphereFace+ [134] 0.5M 99.47 - - - - -
FaceNet [65] 200M 99.63 95.10 - - - 89.98

VGGFace [106] 2.6M 98.95 97.30 90.57 84.00 - -
DeepID [107] 0.2M 99.47 93.20 - - - -
ArcFace [112] 5.8M 99.82 98.02 95.45 92.08 98.37 95.15

CenterLoss [135] 0.7M 99.28 94.9 85.48 77.48 - -
DeepFace [64] 4.4M 97.35 91.4 - - - -
Baidu [136] 1.3M 99.13 - - - - -

RangeLoss [137] 5M 99.52 93.7 - - - -
MarginalLoss [138] 3.8M 99.48 95.98 - - - -

CosFace [113] 5M 99.73 97.6 - - 95.44 -
BioMetricNet 3.8M 99.80 98.06 97.07 95.60 99.35 96.12

Table 5.2: Verification accuracy % of different methods on LFW, YTF, CALFW,
CPLFW, CFP-FP and AgeDB. BioMetricNet achieves state-of-the-art results for
YTF, CALFW, CPLFW, CFP-FP, and AgeDB and obtains similar accuracy to the
state-of-the-art for LFW

5.3.6 Parameters of Target Distributions

5.3.7 Performance Comparison
Tab 5.2 reports the maximum verification accuracy obtained on several datasets

through various methods. For YTF and LFW, it can be observed that BioMetric-
Net achieves higher accuracy than other approaches as stated in the Tab 5.2. The
accuracy for YTF and LFW datasets, in particular, is 98.06% and 99.80%, respec-
tively. ArcFace achieves a similar accuracy on these two datasets.

We further test BioMetricNet on more challenging datasets, such as CALFW,
CPLFW, CFP-FP, and AgeDB, for a more in-depth comparison. State-of-the-art
results for these datasets are far from the “near-perfect” accuracy that we observed
previously. As is noted in Tab. 5.2, BioMetricNet outperforms the baseline methods
(CosFace, ArcFace, and SphereFace) significantly. For CPLFW, the accuracy of
BioMetricNet is 95.60%, resulting in a 3.52% lower error rate than previous state-
of-the-art results outperforming ArcFace by a significant margin, as Indicated in
Tab 5.2. For CALFW, a 97.07% accuracy is achieved by BioMetricNet, which is
1.62% lower than previous state-of-the-art results. For the CFP dataset, 99.35%
accuracy is achieved by BioMetricNet and ArcFace’s error rate is reduced by around
1%. Finally, BioMetricNet achieves 96.12%, decreasing the error rate for AgeDB
in comparison to ArcFace by approximately 1%.

To sum up, BioMetricNet consistently achieved greater accuracy in comparison
with state-of-the-art approaches, showing that the network’s discrimination ability
is improved by learning the metric in a regularized space to compare face features.
This becomes more evident for challenging datasets where the distance from perfect
accuracy is higher.
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Figure 5.6: ROC curve of BioMetricNet on LFW, YTF, CFP, CALFW, CPLFW
and AgeDB.

Dataset GAR@10−2FAR% GAR@10−3FAR%
LFW 99.87 99.20
YTF 96.93 90.87

CALFW 94.63 88.13
CPLFW 87.73 61.27
CFP-FP 99.43 97.57

AgeDB-30 89.23 74.70

Table 5.3: GAR obtained for LFW, YTF, CFP, CALFW, CPLFW and AgeDB at
FAR={10−2, 10−3}

5.3.8 ROC Analysis
An overview of the ROC is illustrated in the Fig. 5.6. This curve shows the

GAR, the relative number of matching pairs accepted correctly as a function of
FAR, which is the relative number of incorrectly accepted non-matching pairs. In
addition, in Tab 5.3 we are documenting GAR at various FAR values, namely
FAR={10−2, 10−3}. With the ROC, we can examine how BioMetricNet’s verifica-
tion task is generalized across various datasets.

It is immediately apparent that since the region between matching and non-
matching distributions is clearly separate and barely contaminated, high GARs are
obtained in low FAR settings. This is generally true at different “complexity” levels
as exposed by the considered datasets. In more details, for LFW at FAR=10−2 and
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Figure 5.7: Histogram of z decision statistics of BioMetricNet matching and non-
matching pairs from (a) LFW; (b) YTF; (c) CALFW; (d) CPLFW; (e) CFP-FP.
Blue area indicates matching pairs while red indicates non-matching pairs.

FAR=10−3 high GARs of 99.87% and 99.20% are obtained, see Tab 5.3. GARs of
96.93% and 90.87% was obtained for YTF at FAR =10−2 and FAR = 10−3.

For the CFP, the same behavior can be observed. It can be noted that the ob-
tained ROC curves are comparatively lower for the challenging datasets CALFW,
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Figure 5.8: Histogram of z̄ decision statistics of BioMetricNet matching and non-
matching pairs from (a) LFW; (b) YTF; (c) CALFW; (d) CPLFW; (e) CFP-FP.
Blue area indicates matching pairs while red indicates non-matching pairs.

CPLFW, and AgeDB than LFW, YTF, and CFP. GARs at FAR=10−2 and FAR=10−3

are 94.63% and 88.13% respectively for CALFW, 87.73% and 61.27% respectively
for CPLFW and 89.23% and 74.70% respectively for AgeDB.
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5.3.9 Analysis of Metrics Distribution
BioMetricNet closely maps the matching and non-matching pair to the imposed

target Gaussian distributions. To further evaluate the effects of latent space regu-
larization, we present the z and z̄ histograms computed over different test datasets
in Fig. 5.7 and Fig. 5.8 respectively. At first, it can be seen that for both z and
z̄ the proposed regularization can shape the latent space as intended by provid-
ing Gaussian-shaped distributions. Observing the z and z̄ histograms, it can be
noted that for all datasets, BioMetricNet very effectively separates matching and
non-matching pairs.

In the case of non-matching pairs, the distributions of z are Gaussian with the
parameters chosen. For matching pairs, it should be noted that the z score has
the right mean but tends to have a lower variance than the target distribution.
A potential explanation is that matching and non-matching pairs exhibit different
variability, so it is difficult to match them to the same variance distributions. In-
deed, for a fixed number of persons, the number of possible non-matching pairs
is much greater than the number of possible matching pairs. Moreover, the KL
divergence is not symmetrical, and the chosen loss tends to favor the distribution
of the sample with a smaller variance than the target one, rather than a larger
variance. Thus a solution where matching pairs have a smaller variance than the
target distribution is favored with respect to a solution where non-matching pairs
have a greater variance than the target distribution. We can also note that for
more difficult datasets, such as CALFW and CPLFW, the distribution obtained
for matching pairs has heavier tails than the target distribution.

The z̄ score histogram in Fig 5.8 shows that the variance of both matching and
non-matching pairs is slightly lower than that of z. Since reduced variance means
improved accuracy of verification, this justifies using z̄ over z. Besides, the decision
boundary that we use depends only on the mean values that are retained and are
thus not affected by a small decrease in variance.

5.4 Conclusions
We have presented a novel and innovative approach for unconstrained face ver-

ification mapping learned discriminative facial features onto a regularized metric
space, in which matching and non-matching pairs follow specific and well-behaved
distributions. The proposed solution, which does not impose a specific metric, but
allows the network to learn the best metric given the target distributions, leads
to improved accuracy compared to the state-of-the-art. In BioMetricNet distances
between input pairs behave more regularly, and instead of learning a complex parti-
tion of the input space, we learn a complex metric over it which further enables the
use of much simpler boundaries in the decision phase. With extensive experiments,
on multiple datasets with several state-of-the-art benchmark methods, we showed
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that BioMetricNet consistently outperforms other existing techniques. Future work
will consider BioMetricNet in the context of 3D face verification and adversarial
attacks. Moreover, considering the slight mismatch between metric distributions
and target distributions, it is worth investigating if alternative parameter choices
for the target distributions can lead to improved results.
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Chapter 6

Beyond cross-entropy: learning
highly separable feature
distributions for robust and
accurate classification

In recent years, deep neural networks have achieved accuracy comparable to or
even greater than that of humans in visual tasks such as [4], write the task in text [6],
and [7]. They also demonstrated excellent success with learning complex mappings
[9] and handling challenging classification tasks [5]. But as their integration in
contemporary society expands, the behavior of deep neural networks is becoming
ever more subject to the action of malicious adversaries.

Despite the success of deep neural networks, many barriers still hinder their use
in areas where safety is important, such as autonomous driving systems and medical
diagnostics [12, 15]. Adversarial perturbations, a set of techniques used to tamper
with the neural network’s inputs, pose a major threat. The modifications are mostly
invisible to the human eye, but they can still interrupt algorithm activity and cause
unpredictable, undesirable outputs. Malicious attackers might exploit such flaws
to cause device malfunctions, and the attack would be tough to detect.

While various countermeasures have been proposed, an efficient defense mech-
anism against a large range of adversarial perturbation is not yet available. In
particular, the drawback of deep learning techniques is that the learned decision
boundaries in the feature space are highly complex and non-linear [53]. Works ad-
dressing this particular issue [53, 54] concluded that most data points are gathered
near to decision boundaries and could have a substantial effect on the robustness of
the classifier against perturbations. Recent techniques to address this problem can
be found in [139] and [140], where logit regularization and curvature regularization
methods are used as adversarial defenses, and also in [141], and [142], where theo-
retical insights on the impact of the use of unlabeled data and noise injection are
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Figure 6.1: The GCCS architecture takes input data and learns discriminative
features that are mapped onto Gaussian target distributions in the latent space.

given. At the same time, new strategies are also being developed to create more
effective adversarial attacks [21]. In this work, adversarial training is not consid-
ered as it entails the cost of producing and training on a large amount of additional
input samples; furthermore, adversarial training usually offers robustness against a
particular attack, whereas we are interested in tackling the problem of robustness
with a more general approach.

In order to improve the robustness of the classifier in the presence of adversar-
ial perturbation, we propose a novel classifier design that goes beyond the cross-
entropy loss function. The proposed approach uses a novel objective function that
enables the learning of features that maximize inter-class separation and decision
variables with well-defined and straightforward distributions linearly separable in
latent space. The proposed objective function provides state-of-the-art classification
accuracy while at the same time ensuring robustness against adversarial attacks. In
order to correctly evaluate the robustness against adversarial examples, we follow
the methodological foundations established in [143] and [19].

The resulting classifier uses simple threshold-based decisions in the regularized
latent space. This design has several advantages: on the one hand, the accuracy is
usually improved with respect to cross-entropy, even in the case of no attacks. On
the other hand, such a classifier exhibits remarkably improved robustness against
adversarial attacks; indeed, due to the uniformity of the distribution of features in
the latent space and the lack of a short path to the adjacent decision region, the
attack intensity must be much larger in order to generate misclassification. Finally,
the proposed approach can be easily applied to an existing pre-trained cross-entropy
based classifier by continuing the training of features and the classification process
using our proposed loss function.

In this chapter, we provide a detailed assessment and analysis of the proposed
Gaussian Cross Conditional Simplex (GCCS) loss based method in a variety of
image classification problems, providing accurate results on well-known datasets
such as MNIST [144], FMNIST [145], SVHN [146], as well as more challenging
datasets such as CIFAR10, and CIFAR100 [147]. In particular, we have shown that
our loss function is inherently more robust than cross-entropy. We support our
argument by adopting the state-of-the-art robustness evaluation frameworks [143].
We validate our approach by comparing it to state-of-the-art adversarial robustness
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techniques and prove that GCCS outperforms these methods under both untargeted
(PGD [148]) and targeted attacks (JSMA [149], TGSM [150]).

6.1 Related works
Adversarial robustness is a measure of a network’s resilience towards adversarial

inputs produced by slightly perturbing inputs in a way that allows them to be
misclassified by the network [151].

The concept of adversarial perturbation was first introduced for spam email
detection [152, 153]. In the following years, Szegedy et al. [151] showed how neural
networks could easily be misclassified if they were fed with specifically altered inputs
produced based on the loss function gradient with respect to inputs. In works such
as [16, 17, 18], adversarial samples are used as a specific form of data augmentation
during the training phase to improve robustness. However, such adversarial training
does not prevent adversaries from effectively tampering with the final classification
stage [19]. Rather, it has been shown that universal adversarial perturbations can
be crafted to induce incorrect classification with high probability independently of
the dataset used [20], and also to generalize well over various network structures
[150, 154, 155]. Recent theoretical studies have also shown that the robustness of
adversarial attacks for classification problems is bound by limits that cannot be
avoided by any classifier because they rely on the datasets used, the strength of the
attack, and how the perturbations are measured [156].

The authors in [157] investigated how the effectiveness of adversarial attacks
could be transferred to models other than the targeted one and demonstrated that
adversarial examples that are created to fool a specific model are likely to have
an impact on all models that are trained in the same dataset. [150] concluded
that adversarial-generated images are misclassified even when printed on paper
and digitally re-acquired, thereby showing that the phenomenon is true in both the
digital and the physical domains. Furthermore, [158] has shown that deep facial
recognition learning methods can incorrectly identify faces when users wear ad-
hoc adversarial glasses. Finally, [159] described the method for generating image
patches to be placed on the input target image to cause the neural network to output
the desired class. This type of attack is constructed and carried out without the
awareness of the target image and theoretically enables the adversarial patch to be
widely used for malicious intent after it is spread over the Internet.

Several papers have studied defense techniques against attacks. The authors of
[157] suggest an input gradient regularization approach used during the training
process to push the model to have smooth gradients. They believe that a gradient-
trained model with less extreme values is more resistant to adversarial perturbations
and that its behavior in response to such attacks is also easier to interpret. In
addition, [160] calculates an instance-specific lower bound on the input perturbation
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level required to alter the classifier’s decision, providing a formal characterization
of its robustness. The article also introduces the Cross-Lipschitz regularization
function, which forces the classifier’s differences to be constant at the data points.
Instead, Jakubovitz et al. [161] propose a low-complexity regularization technique
that uses the Jacobian Frobenius norm of the network, which is applied to already
trained models as post-processing, robustness-improving stage. In particular, while
not being an active defense method, the proposed GCCS method ensures improved
robustness against adversarial perturbations, as it is.

If standard approaches focus on learning the classification boundaries, the pro-
posed GCCS approach instead learns to map the input classes to the latent space’s
target distributions. Specifically, the encoder maps each class’s features to the
Gaussian distributions on a simplex for an arbitrary number of classes, maximizing
classes’ separability. Other papers also suggest learning how to map to a regularized
space, such as [162] and [163], which incorporate adversarial and variational autoen-
coder techniques. In [164], Stuhlsatz et al. present a feature extraction method that
generalizes the classical Linear Discriminant Analysis (LDA) of neural networks.
The authors in [165] nonlinearly extend LDA by placing it on top of a deep neural
network and maximizing LDA’s values in the last hidden representation.

The primary goal of the most discriminant analysis methods is the dimension-
ality reduction [166]. One of the drawbacks of these approaches is that they seek
to increase the distance between classes that are already well-separated at the cost
of poorly-separated neighboring classes, leading to a non-hierarchical pattern of
inter-class separability. Another related work is RegNet [167], a deep biometric
authentication learning technique that deals with the one-vs-all classification prob-
lem of distinguishing authorized users from non-authorized users. This technique
regularizes two-dimensional latent space via a loss function based on a simplified
Kullback-Leibler divergence equation; however, this method is not suitable for high-
dimensional classification problems as addressed by GCCS.

6.2 Proposed Method
The proposed approach is based on the architecture shown in 6.1. Labeled

training data X for a D-class classification problem is given as input to a neural
network consisting of a feature extractor and a latent space mapper. The feature
extractor aims to learn non-linear transformations from arbitrary data distributions
and extract distinctive and highly separable features. The latent space mapper
consists of one or more fully connected layers to map the output z to specific target
distributions in the D-dimensional latent space (i.e., as many dimensions as the
number of classes); no non-linear activation function is employed in the last layer
of the mapper. It is worth noting that the proposed approach does not rely on
a specific feature extraction architecture, so existing state-of-the-art architectures
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Figure 6.2: Classification accuracy (%) for GCCS and cross-entropy on MNIST
with ResNet-18.

can be used for this task.
In order to achieve the desired purpose, the proposed method needs to define

three key components: a target model for the distribution of features in a latent
space; a loss function to achieve that distribution; and, finally, a decision rule. The
specifics are the following.

6.2.1 Model for the target distributions
GCCS aims to learn the most discriminative features and maximize the inter-

class separability by finding a nonlinear projection of high-dimensional observations
onto a lower-dimensional space. This is obtained by regularizing the latent space to
D different statistical distributions, where D is the number of classes the data be-
longs to. Let us first define the desired target distribution Pi for class Ci, i = 1, . . . D,
as a D-variate Gaussian distribution, i.e. Pi = N (µT i,ΣT ), with µT i = µT ei and
ΣT = σ2

T ID, where ei is the ith standard unit vector and ID is the D × D identity
matrix. µT and σT are user-defined parameters that are related to inter-class sep-
aration and are discussed later in the manuscript. Here, it should be noted that in
order to have separable distributions we should have µT /σT >

√
2D, otherwise as

D grows the classes will inevitably mix.
Because each distribution Pi has a mean value proportional to ei, the statistical

distributions are based on the vertices of the regular (D − 1)-simplex at µT ei, as
shown in Fig 6.1. The target model has several advantages. Firstly, this choice
ensures that each class is at the same distance from all other classes. Due to the
uniformity of the latent space distributions and the consequent lack of a short
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Method MNIST FMNIST SVHN CIFAR-10 CIFAR-10 CIFAR-100
ResNet-18 ResNet-18 ResNet-18 ResNet-18 Shake-Shake-96 Shake-Shake-112

GCCS - regular training 99.58 92.69 94.20 82.97 96.19 76.53
GCCS - fine tuning 99.64 93.83 95.58 81.52 97.06 77.48

No Defense - cross-entropy 99.35 91.91 94.12 78.59 95.78 76.30
Jacobian Reg. - regular training [161] 98.99 91.79 94.11 70.09 - -

Jacobian Reg. - fine-tuning[161] 98.53 92.43 93.54 82.09 - -
Input Gradient Reg. - regular training

[157]
97.98 88.45 93.77 78.32 96.50 74.89

Input Gradient Reg. - fine-tuning
[157]

99.11 92.55 93.17 76.15 96.90 75.68

Cross Lipschitz regular training [160] 96.78 92.54 91.42 80.10 - -
Cross Lipschitz - fine-tuning [160] 98.77 92.41 93.50 79.39 - -

Table 6.1: Maximum test accuracy obtained through regular training vs fine-tuning
over different benchmark datasets with different competing techniques in the case
in which no adversarial attack is performed.

path, the attack strength must be much greater to generate a misclassification
leading to improved robustness. Moreover, provided that the distributions are
Gaussian, the decision boundaries are straightforward to compute. This contrasts
with the standard behavior of neural networks, which appear to generate very
complex boundaries, promoting accuracy and adversarial robustness.

6.2.2 Loss function
To train the network, we need to introduce a loss function that helps us minimize

the appropriate distance metric between the distributions of latent output variables
and target distributions.

Let us refer to the output of a encoding neural network as z = H(x), where
[z1, . . . , zD] ∈ RD indicates latent mapping, and x ∈ Rn indicates input data be-
longing to D of different classes. The goal is to learn the encoding function of the
input z = H(x) such that z ∼ Pi if x ∈ Ci.

During the training phase, the network inputs a batch of samples X ∈ Rb×n,
where b is the batch size and computes the encoded outputs z ∈ Rb×D. We are
interested in their first and second-order statistics, which can be estimated as a
sample of µOi and a sample covariance of ΣOi for each class. Considering that
the target statistics are known, and the sample statistics for the batch have been
computed, we can establish an effective loss to calculate how far the distributions
are from each other. More in-depth, we use the Kullback-Leibler divergence (KL).

For the sample distribution of any class Ci, the difference between the KL and
the Gaussian target distribution can be written as:

Li = log |ΣT |
|ΣOi|

− D + tr(Σ−1
T ΣOi) + (µT i − µOi)⊺Σ−1

T (µT i − µOi) (6.1)

We consider the cumulative loss L = ∑︁D
i=1 Li. This loss is minimized when the

sample statistics of the D encoded distributions match the target distributions.
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However in the case of a limited batch size, it may be difficult to control the behavior
of the tails of the distributions obtained by relying solely on KL. Therefore, we also
consider the Ki,j, [168] of the jth component of the ith target distribution, specified
as Ki,j =

(︂
zi,j−µOi,j

σOi,j

)︂4
.

In the case of multiple i.i.d. univariate normal distributions, such as those we
enforce during training, the target Kurtosis for each class is Ki,j = 3. This can be
applied to the cumulative loss, obtaining the loss LGCCS as follows:

LGCCS =
D∑︂

i=1
[Li + λ(Ki − 3)] , (6.2)

where Ki = 1/D
∑︁

j Ki,j and λ determines the strength of the Kurtosis term and is
set to λ = 0.2.

6.2.3 Decision Rule
Once the preconditions are fulfilled, GCCS allows defining optimal decision

boundaries in the resulting latent space. For the given target distributions, the
optimal boundaries are obtained by partitioning the space into Voronoi regions such
that all points in a region are closer to the respective centroid (the mean vector
µT i) than to any other centroid in the (D − 1)-simplex. The resulting decision
rule consists of computing the distance of the feature point from all centers and
choose the class with the minimum distance. To determine which class a test image
belongs to, the following decision rule is employed:

ˆ︁y = arg max
i

zi, (6.3)

which returns the index of the predicted class for the test image.

6.3 Experiments

6.3.1 Datasets and Training Parameters
The performance of classifiers trained using the GCCS loss was evaluated on

MNIST [144], FMNIST [145], SVHN [146], IFAR-10 and IFAR-100 [147]. For
less complex datasets such as MNIST, FMNIST, and SVHN, experiments were
performed using ResNet-18 [55] as a feature extraction network. Shake-Shake-96
and Shake-Shake-112 [169] regularization networks have been used for for the more
challenging CIFAR-10 and CIFAR-100 datasets, respectively, using a widen factor
equal to 6 for the former and 7 for the latter. The encoder’s last layer is preceded by
a fully-connected layer that outputs a vector with dimension D. Each network was
trained for a total of 1800 epochs. In order to boost network convergence, we used
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cosine learning rate decay [170] with an initial value of 0.01 as well as weight decay
with a rate of 0.001. Finally, dropout regularization [171] with 0.8 keep probability
value was applied to all fully connected layers in the network.

Target Distributions Parameters

In this section, we perform an experiment to explore the behavior of target
distributions for different mean and variance values. Since we set the mean µT and
the variance σT for the target distributions so that they are centered on the vertices
of the regular (D − 1)-simplex, the only parameter that affects our design is the
ratio µT /σT , i.e., how far apart the distributions are from the chosen variance.

In this experiment, we set σT = 1, so that the target distributions are Pi =
N (µT ei, ID); then we compute the accuracy of the classification as a function of
µT ∈ [0.5,300]. Fig. 6.2 shows the accuracy as µT /σT for MNIST-10 dataset. It
can be observed that the accuracy of the µT ≥ 20 region is even higher than that
achieved with the traditional cross-entropy loss.

In the following, we will pick µT = 70 and σT = 1. This choice ensures that we
work in that region and that the target distributions are sufficiently distant from
each other.

6.3.2 Classification accuracy
As a first experiment, we compared the classification accuracy of GCCS with

that obtained by an equivalent network trained with cross-entropy loss (no defense)
and state-of-the-art defense techniques such as Jacobian Regularization [161], Input
Gradient Regularization [157], and Cross Lipschitz Regularization [160] in the case
in which no adversarial attack is performed. As seen in Tab. 6.1, GCCS delivers
high classification accuracy both when networks are trained from scratch (normal
training) and when they are first trained using regular cross-entropy losses and
then fine-tuned with either GCCS loss or other protection techniques (fine-tuning).
In particular, Tab. 6.1 shows that the proposed method outperforms the standard
cross-entropy loss and other existing approaches [161], [157] and [160] over the
datasets considered. More comprehensive evidence can be drawn from the results;
other techniques generally lead to a small decrease in accuracy with respect to the
standard cross-entropy loss function, while GCCS improves accuracy, especially in
challenging datasets CIFAR-10 and CIFAR-100.

In comparison to other methods, the highest classification accuracy yielded by
GCCS is due to the high separability of the target distributions in the latent space.
To illustrate this better, the output distribution for three different MNIST classes
[0, 1, and 9] is shown in Fig 6.3. Looking at the Fig 6.3-a versus Fig 6.3-b, Fig 6.3-
c, Fig 6.3-d, and Fig 6.3-e, the distributions of the output of the three classes are
immediately less spread out and more separated than the other cases.
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(a) GCCS (b) ND

(c) JR (d) IR

(e) CL (f) GCCS
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(g) ND (h) JR

(i) IR (j) CL

Figure 6.3: (a-e) Visual representation of latent space output distributions on
MNIST for regular training in the case that no adversarial attack is applied. For
better visualization of the separability, only three classes are shown, and an ap-
propriate scale is used for each plot. (a) GCCS; (b) standard cross-entropy; (c)
Jacobian Regularization [161]; (d) Input Gradient Regularization [157]; (e) Cross
Lipschitz Regularization [160]. (f-j) Visual representation of latent space output
distributions on MNIST for TGSM (5 steps, ϵ = 2e−3) is applied. For better visu-
alization, only three classes are shown. (f) GCCS; (g) standard cross-entropy; (h)
Jacobian Regularization [161]; (i) Input Gradient Regularization [157]; (j) Cross
Lipschitz Regularization [160].

Fig 6.3 also demonstrates that GCCS provides lighter distribution tails than
other methods.
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Figure 6.4: Test accuracy for PGD (5 steps) attack on (a) ([MNIST, ResNet-18]);
(b) ([SVHN, ResNet-18]); (c) ([CIFAR-10, ResNet-18]); (d) ([CIFAR-10, Shake-
Shake-96]) for different values of ϵ.

6.3.3 Robustness Evaluation
This section evaluates how GCCS and other competing techniques degrade un-

der both targeted attacks (TGSM, JSMA) and non-target attacks (PGD) in terms
of classification accuracy. The accuracy is assessed as a function of the tunable
parameter ϵ, which shows how strong the attack is. The noise vector namely n is
added by the attack to the input signal x that satisfies ∥n∥∞/∥x∥∞ ≤ ϵ.
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Non-targeted Attacks

We begin by evaluating the performance of all methods when subjected to the
non-target PGD attack on MNIST, SVHN, CIFAR-10, and CIFAR-100 datasets.
Projected Gradient Descent (PGD) [148], is an iterative FGSM variant that in-
troduces noise in multiple steps. PGD is, in particular, the strongest adversarial
attack that exploits first-order local information about the trained model. In this
work, for PGD, we use 5-iterations attack, i.e., PGD-5 as done in [156, 172, 173].

We set 0 ≤ ϵ ≤ 10e−2 for MNIST, and set 0 ≤ ϵ ≤ 6e−3 for SVHN, CIFAR-
10, and CIFAR-100, since the MNIST is a less challenging dataset, in general. As
shown in Fig. 6.4, GCCS outperforms all competing approaches by a significant
amount on all considered data sets. Our approach is much robust than the others,
especially for stronger attacks. The performance gap is especially evident in PGD,
which is indeed the strongest adversarial attack utilizing local first-order network
information.

Targeted Attacks

Targeted adversarial attacks such as TGSM and JSMA are also considered.
Similar to Sec 6.3.3, we present the classification accuracy curves against the attack
strength ϵ.

TGSM Attack: In TGSM [150], the input samples are disrupted by introduc-
ing noise in the direction of the negative gradient with respect to the selected target
class. Fig. 6.5 presents the results for TGSM-5, 5-iterations of TGSM attacks, over
MNIST, SVHN, CIFAR-10, and CIFAR-100 datasets. In this attack, the target
output class is yl+1 while the true class is yl.

Fig. 6.5 shows that GCCS yields significantly higher robustness compared to
other approaches, across various datasets, and with different attack strength ϵ. In
order to gain a better understanding of why the proposed method performs better
than the others in Fig. 6.3, a visual representation of the target distributions is
illustrated in the latent space after TGSM-5 attack ϵ = 2e−3 has been applied.

Fig. 6.3-g clearly shows the effectiveness of the attack when no defense mech-
anism is being employed in the sense that the output distributions are shifted to
replace the output distribution of the next class. Fig. 6.3-h, Fig. 6.3-i, and Fig. 6.3-j
report the output distributions under TGSM in the case of Jacobian, Input Gra-
dient, and Cross-Lipschitz regularizations, respectively showing that, despite the
defense mechanism, the distributions still appear to shift their position in the latent
space towards the adjacent classes, causing a significant drop in classification accu-
racy as seen in Fig. 6.5. Instead, in the GCCS case (Fig. 6.3-f), even if the tails of
the output distributions become heavier, their positions are not swapped with the
adjacent classes, allowing for better separability and thus improved classification
accuracy and robustness.
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Figure 6.5: Test accuracy when applying the TGSM attack (5 steps) for (a)
([MNIST, ResNet-18]) ; (b) ([SVHN, ResNet-18]); (c) ([CIFAR-10, ResNet-18])
(d) ([CIFAR-10, Shake-Shake-96]), for different values of ϵ.

JSMA Attack: The other target attack we consider is JSMA [149], which
consists of iteratively computing the Jacobian matrix of the network function to
form a saliency map; this map is used at each iteration to pick which pixels to
tamper with such that the probability of changing the output class to the selected
one is increased. In our case, we consider the JSMA-200 with the 1-pixel saliency
map. Similar to the TGSM case, Fig. 6.6 indicates the classification accuracy for
increasing attack strength ϵ. The proposed method confirms its robustness even
in the case of the JSMA attack, achieving higher accuracy than other methods,
especially on the challenging CIFAR-10 dataset.

111



6 – GCCS

0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
a
c
c
u

ra
c
y

GCCS

ND

JR

IGR

CLR

GCCS - AT

ND - AT

JR - AT

IGR - AT

CLR - AT

(a)

0 0.2 0.4 0.6
0.65

0.7

0.75

0.8

0.85

0.9

0.95

a
c
c
u
ra

c
y GCCS

ND

JR

IGR

CLR

GCCS - AT

ND - AT

JR - AT

IGR - AT

CLR - AT

(b)

0 0.2 0.4 0.6
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

a
c
c
u

ra
c
y

GCCS

ND

JR

IGR

CLR

GCCS - AT

ND - AT

JR - AT

IGR - AT

CLR - AT

(c)

0 0.2 0.4 0.6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

a
c
c
u

ra
c
y

GCCS
No Defense
Input Regularization

(d)

Figure 6.6: Test accuracy when applying the JSMA attack (200 steps, 1 pixel) on
(a) ([MNIST, ResNet-18]); (b) ([SVHN, ResNet-18]); (c) ([CIFAR-10, ResNet-18]);
(d) ([CIFAR-10, Shake-Shake-96]), for different values of ϵ.

6.4 Conclusions
We have presented an approach that goes beyond cross-entropy, using a loss

function that promotes class separation and robustness by learning a mapping of
the decision variables onto Gaussian distributions. Our work was inspired by the
idea that mapping the centroids of the distributions on the vertices of the simplex
could lead to the uniformity of the distributions of the features in the latent space
and the lack of a short path to the adjacent decision-region. Experiments on differ-
ent multi-class datasets show excellent performance of the GCCS-trained classifiers,
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both in terms of accuracy and robustness of the adversarial attack classifier, outper-
forming existing state-of-the-art approaches, both when used to train the network
from scratch and when used as a fine-tuning step on pre-trained networks. Perfor-
mance is evaluated for both targeted and non-target adversarial attacks. We have
shown that regularizing latent space on target distributions significantly improves
robustness against adversarial perturbations. Indeed an analysis of the latent dis-
tributions for the proposed GCCS method shows that the different classes tend
to remain separate even in the presence of targeted attacks, although comparable
attack strength inevitably mixes the distributions achieved by competing methods.
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Chapter 7

Conclusion: summary and future
work

7.1 Summary
The conclusions of the dissertation are summarized as follows:

• The dissertation consists of two parts; the first part aims to improve biomet-
ric authentication techniques’ robustness under challenging and limited data
environments. In particular, we presented novel methods for generic biomet-
ric authentication under the constraint of limited data and unconstrained
facial verification. The second part of the dissertation focuses on a robust
and accurate classification system using deep learning.

• Firstly, we presented a novel approach for generic biometric authentication
based on either adversarial learning or statistical techniques. We show that
the latent space regularization leads to improved accuracy and robustness.
Our intuition behind this behavior is that the non-linear boundaries learned
by standard deep learning classifiers indeed become very complex as they
try to closely fit the training data, leaving room for misclassification. Con-
versely, the proposed methods enable much simpler boundaries to be used as
it does not learn how to partition the space but rather how to map the in-
put space into the latent space. With extensive experimentation on multiple
large biometric datasets with several state-of-the-art benchmark methods, we
showed that the proposed approach consistently outperforms other existing
techniques. We further show that regularizing the latent space makes the
architecture less vulnerable to targeted and nontargeted perturbations.

• Furthermore, we advanced the state-of-the-art in face verification by learning
a latent representation in which matching and non-matching pairs are mapped
onto clearly separated and well-behaved target distributions. The proposed
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solution, which does not impose a specific metric, but allows the network to
learn the best metric given the target distributions, leads to improved accu-
racy compared to state of the art. In BioMetricNet, distances between input
pairs behave more regularly. Instead of learning a complex partition of the
input space, we learn a complex metric over it, which further enables the use
of much simpler boundaries in the decision phase. With extensive experi-
ments on multiple datasets with several state-of-the-art benchmark methods,
we showed that BioMetricNet consistently outperforms other existing tech-
niques.

• In the second part of the dissertation, we have presented an approach that
goes beyond cross-entropy, employing a loss function that promotes class sep-
arability and robustness by learning a mapping of the decision variables onto
Gaussian distributions. Our work was motivated by the idea that mapping
the centroids of the distributions on the vertices of a simplex could lead to
the uniformity of the feature distributions in the latent space and the lack of
a short path towards a neighboring decision region. Experiments on different
multi-class datasets show excellent performance of the classifiers trained us-
ing the GCCS loss both in terms of accuracy and robustness of the classifier
against adversarial attacks, outperforming existing state-of-the-art methods,
both when used to train a network from scratch and when applied as a fine-
tuning step on pre-trained networks.

7.2 Future directions
Though contributions were offered across a range of challenges in biometric

authentication and robust and accurate classification, the studies presented in this
dissertation may lead into many new research challenges. Several problems related
to the topics discussed in this thesis are still open and worth investigating. Based on
the contributions of this thesis, the following research directions appear promising.

• Concerning the proposed methods for generic biometric authentication, i.e.,
AuthNet and RegNet adding new users to pre-trained networks and handling
user revocation are still open.

• Regarding BioMetricNet, future work will consider BioMetricNet in the con-
text of 3D face recognition and adversarial attacks. Moreover, considering
the slight mismatch between metric distributions and target distributions, it
is worth investigating if alternative parameter choices for the target distribu-
tions can lead to improved results.
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Chapter 8

Glossary

• CNN: Convolutional Neural Network

• DNN: Deep Neural Network

• EER: Equal Error Rate

• FAR: False Acceptance Rate

• FRR: False Rejection Rate

• FF: Feed Forward

• GAN: Generative Adversarial Network

• GCCS: Gaussian Class Conditional Simplex

• JS divergence: Jensen-Shannon divergence

• KL divergence: Kullback-Leibler divergence

• MLP: Multi-Layer Perceptron

• NN: Neural Networks

• ROC: Receiver Operating Characteristics
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