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Preface to ”Electromagnetic Interference and

Compatibility”

Due to the continuous progress in semiconductor technology and the rapidly evolving 
application scenarios, electromagnetic compatibility (EMC) is constantly raising new challenges and 
is a very dynamic field of research. In this context, this collection of papers, originally published in 
the “Electromagnetic Interference and Compatibility” Special Issue of Electronics for which I served 
as a Guest Editor, offers a vivid picture of the EMC research challenges and directions over the last 
years in this complex and multifaceted field.

Focusing on EMC in communication systems, the paper “Interference of Spread-Spectrum EMI 
and Digital Data Links under Narrowband Resonant Coupling” by Crovetti and Musolino highlights 
how traditional methods like spread-spectrum clock modulation, developed with reference to AM 
and FM radio receivers, are no longer well suited to digital communications.

In the very crucial field of EMC in power electronics, the paper “Signal Transformations 
for Analysis of Supraharmonic EMI Caused by Switched-Mode Power Supplies” by Sandrolini 
and Mariscotti explores advanced signal processing techniques (Wavelet Packet Transform and the 
Empirical Mode Decomposition) in the analysis of electromagnetic emissions of power converters, 
while in “Modeling and Optimization of Impedance Balancing Technique for Common Mode Noise 
Attenuation in DC-DC Boost Converters,” by Shuaitao Zhang et al. more conventional balancing 
techniques are optimized to attenuate common-mode emissions.

For new application scenarios, EMC challenges in emerging electric vehicles are addressed 
in “Electromagnetic Susceptibility of Battery Management Systems’ ICs for Electric Vehicles: 
Experimental Study,” by Aiello. Moreover, IC-level EMC issues in operational amplifiers are 
addressed in “EMI Susceptibility of the Output Pin in CMOS Amplifiers” by Richelli, Colalongo, 
and Kovacs-Vajna, and the susceptibility of Hall Effect sensors is studied in “Hall-Effect Current 
Sensors Susceptibility to EMI: Experimental Study” by Aiello.

New contributions in the area of cross-talk reduction and signal/power integrity are presented 
in “A Novel Meander Split Power/Ground Plane Reducing Crosstalk of Traces Crossing Over” by 
Jung-Han Lee and in “A Dual-Perforation Electromagnetic Bandgap Structure for Parallel-Plate Noise 
Suppression in Thin and Low-Cost Printed Circuit Boards” by Myunghoi Kim.

The active research area on the EMC properties of materials and their application to the 
suppression of interference is represented in this volume by “Shielding Properties of Cement 
Composites Filled with Commercial Biochar” by Yasir et al. and by “Synthesis and Characterization 
of Polyaniline-Based Composites for Electromagnetic Compatibility of Electronic Devices” by Gareev 
et al. Last, but not least, new contributions on ferrite cores and their characterization are presented in 
“Performance Study of Split Ferrite Cores Designed for EMI Suppression on Cables” by Suarez et al. 
and in “Simple Setup for Measuring the Response to Differential Mode Noise of Common Mode 
Chokes” by González-Vizuete et al.

Though not exhaustive, the papers collected in this volume can be useful to address practical 
EMC problems and stimulate future research and should be well received by the EMC community.

Paolo Stefano Crovetti

Editor

ix
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Interference of Spread-Spectrum EMI and Digital
Data Links under Narrowband Resonant Coupling
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Abstract: In this paper, the effects of electromagnetic interference (EMI) coupled to a radio-frequency
(RF) communication channel by resonant mechanisms are investigated and described in the
framework of Shannon information theory in terms of an equivalent channel capacity loss so that to
analyze and compare the effects of non-modulated and random Spread Spectrum (SS) modulated
EMI. The analysis reveals a higher EMI-induced capacity loss for SS-modulated compared to non
modulated EMI under practical values of the quality factor Q, while a modest improvement in the
worst case capacity loss is observed only for impractical values of Q. Simulations on a 4-quadrature
amplitude modulation (4-QAM) digital link featuring Turbo coding under EMI resonant coupling
reveal that SS-modulated EMI gives rise to higher bit error rate (BER) at lower EMI power compared
non-modulated EMI in the presence of resonant coupling for practical values of Q, thus suggesting
a worse interfering potential of SS-modulated EMI.

Keywords: Spread Spectrum; DC–DC power converters; digital communications; channel capacity;
resonant coupling

1. Introduction

Due to the widespread diffusion of highly integrated information and communication technology
(ICT) systems like smartphones, tablets and intelligent sensor nodes, digital communication modules
operate in a more and more harsh electromagnetic environment, in which electromagnetic interference
(EMI) from digital integrated circuits (ICs) and switching mode power converters can be easily coupled
to the nominal signal path via the silicon substrate, the IC package and the power distribution network
of ICs and printed circuit boards (PCBs), resulting in a degraded bit error rate (BER) and possibly in
a complete communication failure [1–7].

As a consequence, the effects of EMI need to be addressed adopting specific countermeasures as
early as possible in the design of circuits and systems and/or by limiting the coupling mechanisms so
that to assure the proper operation with no penalty in terms of costs, time-to-market and performance,
and also in order to meet the stringent Electromagnetic Compatibility (EMC) regulations [8–11].

Electronics 2020, 9, 60; doi:10.3390/electronics9010060 www.mdpi.com/journal/electronics1
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For this purpose, several approaches have been proposed in recent years to mitigate EMI [12–16].
Among them, Spread-Spectrum (SS) techniques, which consist in the modulation of the frequency
of switching signals around the nominal value, so that to spread their spectral energy over
a wider bandwidth [17,18], are often adopted in clock oscillators [19–23] and DC–DC converter
controllers [24–27] since they give rise to a significant (10–20 dB) reduction of EMI spectral peaks
measured following EMC standards [8–11] and make it possible to meet EMC requirements at low
cost. In this field, chaos-based random SS-modulations have proven to achieve the best spectral
characteristics [28–30].

While SS techniques help in complying with EMC regulations, their effectiveness in reducing
the interfering potential of switching signals is more controversial and has been sometimes put in
question [31–34]. Moreover, SS-modulations have found to bring no BER reduction in an I2C link
operating in the presence of EMI generated by a power converter [35] and a worse interfering potential
of SS-modulated compared to non-modulated EMI in Wireless Local Area Networks (WLAN) is
reported in [36].

In this scenario, focusing on the effects of SS EMI on digital communications, the impact of
random SS-modulated interference on baseband digital data lines has been described in [37] in terms of
an equivalent channel capacity loss and compared with non-SS-modulated EMI in practical application
scenarios, revealing that SS-modulated EMI can show a worse interfering potential compared to
non-modulated EMI in a digital link featuring advanced channel coding. The analysis presented
in [37], however, was carried out assuming frequency-independent EMI coupling in the victim channel
bandwidth. This assumption conveniently describes low frequency inductive and capacitive coupling
scenarios in baseband data links but could not be valid in general in the presence of radiated and
conducted EMI resonant coupling mechanisms [38–42], which affect high-frequency EMI propagation
and can be therefore relevant when interference with radio-frequency (RF) digital communications
are considered.

Generally speaking, in the presence of resonant coupling, the adoption of SS-modulations may
lead to a more significant reduction of the EMI power which is actually coupled to the victim equipment
compared with the case of wideband coupling considered in [37], as illustrated in Figure 1, where B and
W are the channel and the EMI bandwidth, respectively. From the figure, it can be observed that under
the same resonant coupling mechanism G( f ), the coupled EMI power can be reduced of more than
50% by adopting SS-modulations compared to the non-SS-modulated case. In this paper the analysis
in [37] is extended to investigate if and to what extent the conclusions on the worse EMI-induced
capacity loss of SS-modulated signals presented in [37] apply to the case of resonant coupling.

The paper is organized as follows: in Section 2, the model of a digital communication channel
under EMI resonant coupling is introduced. With reference to such a model, a description of the
adverse effects of EMI in terms of capacity loss is introduced in Section 3 and discussed in Section 4.
Simulations on the effects of resonant-coupled EMI from a switching mode DC—DC converter on
a 4-quadrature amplitude modulation (4-QAM) data link featuring Turbo coding are then presented
in Section 5 to verify the theoretical results with reference to a practical case. Finally, in Section 6,
some concluding remarks are drawn.
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Figure 1. Effects of resonant coupling mechanisms on non-modulated and SS-modulated EMI.

2. Communication Channel Modeling under Resonant EMI Coupling

In this paper, the interfering potential of periodic and SS-modulated EMI generated by switching
signals and coupled to a digital communication channel by a resonant coupling mechanism, as depicted
in Figure 2, are compared in the framework of Shannon information theory in terms of an equivalent
EMI-induced channel capacity loss [43], following the approach adopted in [37].

2.1. Channel Modelling

A band-limited communication channel corrupted by additive white Gaussian noise (AWGN)
with unilateral power spectral density N0 is considered in what follows. The transmitted signal and
the background noise are both described by two wide-sense stationary (WSS), statistically independent
gaussian random processes. In particular, the signal process is assumed to have a total power PS
and a power spectral density (p.s.d.) PS/B constant over the channel bandwidth B =

(
fBmin , fBmax

)
,

as depicted in Figure 3, while the noise is assumed to have unilateral power spectral density N0.

3
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Figure 2. Digital communication channel with EMI resonant coupling: Block Diagram.

Figure 3. EMI resonant coupling in the frequency domain: power spectral densities of nominal signals,
EMI, background noise and resonant coupling transfer function.

In the framework of Shannon information theory, the upper bound of the information than can
be reliably transmitted over the AWGN channel considered above in the unit time, is given by the
Shannon-Hartley equation [43]:

C0 = B log2

(
1 +

PS

BN0

)
= B log2 (1 + α) (1)

where
α =

PS

BN0

4
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is the signal-to-noise ratio (SNR) of the AWGN channel.

2.2. Modelling of a Communication Channel Affected by EMI

In the above model, it is now assumed that the communication channel is also corrupted by
EMI generated by an aggressor whose operation is based on periodic or randomly SS-modulated
switching signals.

In case of periodic signals, the EMI spectrum has nonzero components only at the harmonics
k f0, with k ∈ N, of the switching frequency f0 of the aggressor. By contrast, when SS techniques are
applied, the instantaneous frequency f of the aggressor varies according to the law

f (t) = f0 + δ f0ξ(t) (2)

where f0 is the central frequency, δ is the modulation depth and 0 ≤ ξ(t) ≤ 1 is the modulation
profile. As a consequence, the EMI spectral power is more or less uniformly spread over the bandwidth
[k f0, k f0(1 + δ)] and the spectral peaks are consequently reduced. By using SS-modulations with
a random modulation profile ξ(t) optimized for this purpose, the EMI power can be effectively spread
over the whole spreading bandwidth [k f0, k f0(1 + δ)] in a nearly uniform way, leading to a reduction
of the EMI p.s.d. to Pk/kδ f0 which makes it easier to comply with EMC regulations.

Under the above hypotheses, EMI around an harmonic k f0 within the bandwidth B of the
communication channel in Figure 2 is modelled by a wide-sense stationary (WSS) narrowband
Gaussian process, independent both of the background noise and of the transmitted signal, with total
power PEMI and bandwidth W, completely or partially overlapping the signal bandwidth B.

2.3. Resonant Coupling Modeling

Even if realistic EMI coupling transfer functions can be rather complex depending on the specific
physical mechanism involved in conducted/radiated EMI propagation, focusing the attention to
the relatively narrow region of the spectrum included in the bandwidth of the victim channel,
practical resonant coupling mechanisms can be conveniently described by a second-order resonant
transfer function:

G( f ) = G0

j f
Q fR

1 + j f
Q fR

− f 2

f 2
R

(3)

where G0 is a frequency-independent coupling factor, fR is the resonance frequency and Q is the
quality factor.

In view of that, for the sake of simplicity and without loss of generality, the effects of resonant
EMI coupling on the EMI-induced capacity loss will be discussed in the following considering the EMI
transfer function G( f ) in (3).

3. EMI-Induced Channel Capacity Loss

Under the hypotheses introduced in the previous Section, the capacity C of a communication
channel in the presence of EMI, for a single EMI harmonic overlapping completely or in part with the
channel bandwith B, as depicted in Figure 3 can be calculated as

C = C1 + C2 (4)

where C1 is the capacity of sub-channel where the signal bandwidth overlaps with the EMI bandwidth,
i.e., over the bandwidth

W� = B
⋂

W = [W�
min, W�

max] =
[
max

(
fBmin , fWmin

)
, min ( fBmax , fWmax)

]
. (5)

5
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and can be expressed as

C1 =
∫

W�
log2

(
1 +

SS( f )
SN( f ) + |G( f )|2SEMI( f )

)
d f (6)

where:
SS( f ) =

PS

B
ΠB( f − fB,min)

is the signal p.s.d.,
SN( f ) = N0

is the background noise p.s.d.,

SEMI( f ) =
PEMI

W
ΠW( f − fW,min)

is the EMI p.s.d. and G( f ) is the resonant coupling transfer function defined in (3).
By introducing in (6) the expressions of SS( f ), SN( f ) and G( f ) derived above, the capacity of the

sub-channel C1 affected by EMI can be explicitly evaluated as

C1 =
∫

B
⋂

W
log2

⎛
⎜⎜⎝1 +

SS( f )
[

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

]

SN( f ) +
[

SN( f )
(

1
Q2 − 2

)
+

G2
0

Q2 SEMI( f )
]

f 2

f 2
R
+ SN( f ) f 4

f 4
R

⎞
⎟⎟⎠d f

=
∫

B
⋂

W
log2

⎛
⎜⎝1 +

PS

BN0

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

1 +
(

1
Q2 − 2 + G0

PEMI
WN0

)
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f

=
∫

B
⋂

W
log2

⎛
⎜⎝1 + α

1 +
(

1
Q2 − 2

)
f 2

f 2
R
+ f 4

f 4
R

1 +
(

1
Q2 − 2 + αβ

)
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f

=
∫

B
⋂

W
log2 (1 + α) + log2

⎛
⎜⎝1 + a1

f 2

f 2
R
+ f 4

f 4
R

1 + a2
f 2

f 2
R
+ f 4

f 4
R

⎞
⎟⎠d f (7)

where

a1 =

1
Q2 − 2 + α (β + 1)

1 + α
,

a2 =
1

Q2 − 2 + αβ

and where α is the signal-to-noise ratio as in (1) and β = PEMI/PS is the overall EMI-to-signal power
ratio. Since the integral in (7) can be calculated analytically in closed form in terms of:

Θ(x, a) =
∫

log2

(
x2 + a x + 1

)
dx

=
1

log 2

[(
x +

a
2

)
log

(
x2 + ax + 1

)
− 2x +

√
4 − a2 arctan

2x − a√
4 − a2

]
(8)

the capacity C1 can be finally expressed as

C1 = W�

B C0 + Θ
[(

W∗
max
fR

)2
, a1

]
− Θ

[(
W∗

min
fR

)2
, a1

]
− Θ

[(
W∗

max
fR

)2
, a2

]
+ Θ

[(
W∗

min
fR

)2
, a2

]
(9)

where C0 is the capacity of the EMI-free channel.

6
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With the same notations, the capacity C2 of the complementary sub-channel B − B
⋂

W,
not affected by EMI, can be expressed as

C2 =
∫

B−B
⋂

W
log2

(
1 +

SS( f )
N0

)
d f

= (B − W�) log2 (1 + α) =

(
1 − W�

B

)
C0. (10)

Replacing (7) and (10) in (4), the overall channel capacity in the presence of EMI can be expressed
in the form

C = C0 + ΔC (11)

where

ΔC = Θ

[(
W∗

max
fR

)2
, a1

]
− Θ

[(
W∗

min
fR

)2
, a1

]
− Θ

[(
W∗

max
fR

)2
, a2

]
+ Θ

[(
W∗

min
fR

)2
, a2

]
(12)

is the channel capacity loss due to the presence of EMI.
The analysis presented so far can be applied to calculate the capacity loss ΔCk in an AWGN channel

due to EMI at frequency k f0 with up-spreading, symmetric and down-spreading SS-modulations and
modulation depth δ, by considering W = δk f0 and appropriate values of W�

min and W�
max in (12) by

the same approach detailed in [37]. Moreover, the EMI-induced capacity loss ΔCTOT due to several
non-overlapping EMI spectral lines can be immediately evaluated by superposition of the capacity
loss contributions due to each spectral line k = N1 . . . N2 in the channel bandwidth as

ΔCTOT =
N2

∑
k=N1

ΔCk. (13)

4. Discussion

Based on the results presented in Section 3, the effects of SS-modulation under resonant EMI
coupling are now investigated and discussed.

For this purpose, a bandpass channel with bandwidth B ranging from fBmin = 4B to fBmax = 5B
is considered and an aggressor generating periodic or random SS-modulated EMI with a fixed total
power 20dB below the total signal power, concentrated in a spectral line at frequency f0 falling in

correspondence of the central frequency of the channel fC =
fBmin+ fBmax

2 = f0 = 4.5B is considered,
as depicted in Figure 4. The signal-to-background noise ratio of the channel is assumed to be 47dB so
that the background thermal noise is negligible compared to EMI.

Moreover, it is assumed that the EMI source is coupled to the victim receiver by a resonant
coupling function G( f ) in (3), with resonant frequency fR and quality factor Q, where the scaling
constant G0 is chosen so that to have unity peak amplitude

max
f

|G( f )| = 1.

The channel capacity is evaluated accordingly as in Section 3 and is plotted in Figure 4 for Q = 100
versus the resonant frequency fR and for different values of the SS EMI bandwidth W normalized
with respect to the channel bandwidth B, for W/B ranging from 0 (no SS) up to 25%. Based on (2),
depending on the EMI harmonic order k, the SS-modulation depth can be expressed in terms of the
normalized bandwidth W/B as

δ =
W
k f0

=
W
B

1
4.5 · k

. (14)

7
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The same analysis is repeated in Figure 5 for different values of the quality factor Q ranging from
1 to 1,000,000 to discuss the effects of SS-modulations on signal capacity under different resonant
coupling quality factors.

Figure 4. Normalized capacity versus resonant frequency fR/B for a communication channel with
bandwidth B = ( f1, f2) in the presence of EMI .

For Q = 1, the resonant behaviour is weak and the situation is similar to that considered in [37]
for wideband EMI coupling (In this study, just the case of EMI bandwidth fully included in the
communication channel bandwidth is considered. For extremely narrow-bandwidth communications,
EMI coupling can be always considered nearly uniform over the channel bandwidth even in the
presence of resonant coupling and the considerations presented in [37] can be directly extended) and
an increasing EMI-induced channel capacity loss, weakly dependent on fR, is observed for an increased
SS spreading bandwdith W/B, i.e., for an increased modulation depth δ, which is consistent with [37].

For an increased quality factor Q, the channel capacity loss decreases since the EMI components
far from the resonant frequency are partially filtered. Moreover, the capacity loss is more sensitive
to the resonant frequency fR and expectedly reaches a minimum when fR is close to the EMI central
frequency, i.e., for fC � fR. Even in this case, however, for Q up to 10,000, the EMI-induced capacity
loss gets worse and worse by increasing the spreading bandwidth W/B of SS-modulations. A beneficial
effect of SS-modulations, which could be possibly expected in view of the reduced SS-EMI coupled
power under resonant conditions, as highlighted in Figure 1, is observed only for extremely high Q
values exceeding 10,000, where the peak capacity loss decreases for an increasing spreading bandwidth
W/B. Even in these cases, for SS-modulations, a capacity impairment is experienced over a wider
bandwidth compared to the case with lower W/B or no SS-modulation. Such extremely high values of
the quality factor, however, are not realistic for EMI coupling.
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Figure 5. Normalized capacity versus resonant frequency fR/B for the channel in Figure 3 for different
values of the resonant coupling quality factor Q under constant peak coupling, reported in each plot
for different SS-modulation depth δ ranging from 0 (no SS) to 30%.

To better highlight the effect of SS-modulations, the worst case channel capacity and the
average EMI-induced capacity loss over different values of fR ranging from 2B to 7B are reported
in Figures 6 and 7, respectively, versus W/B. It can be clearly observed that the worst case capacity
monotonically decreases with W/B for practical values of Q below 10,000 and shows an increasing
behavior only for extremely high values of Q and for quite large W/B ratios, according to the previous
discussion. By contrast, the average channel capacity has found to be monotonically decreasing with
W/B for any value of Q.
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Figure 6. Worst case normalized capacity loss over different resonant frequencies fR versus
SS-modulation depth δ ranging from 0 (no SS) to 30% for different values of the resonant coupling
quality factor Q under constant peak coupling. A detail of the top figure is reported in the bottom figure.

To further investigate the effect of SS-modulation under resonant coupling, the analysis described
above has been repeated choosing the scaling constant G0 in (3) so that the coupling function G( f ) has
unitary energy, i.e., imposing ∫ +∞

−∞
|G( f )|2d f = 1.

In analogy with Figures 6 and 7, the average and the worst case capacity loss over different values
of fR are reported in Figure 8 versus the SS bandwidth W normalized with respect to the channel
bandwidth. In this case, a monotonic decrease of both the average and of the worst case channel
capacity is observed for increased W/B for all the considered values of the quality factor Q.

Under the hypotheses and limitations considered in the proposed analysis, i.e., that SS EMI can be
described as a band-limited Gaussian random process, which is coupled to a wideband AWGN channel
by resonant coupling described by the transfer function (3), it can be observed that the application of
SS-modulations on periodic interfering signals gives rise to a larger EMI-induced capacity loss under
the same EMI total power compared to non-SS-modulated EMI for almost all practical resonant EMI
coupling conditions. In other words, the results on the impact of SS-modulations on EMI-induced
capacity loss studied in [37] for wideband EMI coupling can be extended to practical resonant coupling
conditions according to the proposed analysis.
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Figure 7. Average normalized capacity for resonant frequencies fR ranging from 2B to 7B versus
SS-modulation depth δ ranging from 0 (no SS) to 30% for different values of the resonant coupling
quality factor Q under constant peak coupling. A detail of the top figure is reported in the bottom figure.

As observed in [37], such a larger capacity loss is not always related to an increased bit error
rate (BER) in communication channels operating at sub-capacity bit rates, by the way it is expected
to give rise to a worse and worse BER degradation as far as the data rate approaches the Shannon
capacity limit, as in real world communication channels employing advanced channel coding schemes
(e.g., Turbo coding). Under this perspective, the impact of SS-modulations on the BER of a 4-QAM
digital link featuring Turbo coding will be considered as a test case in what follows.
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Figure 8. Worst case and average normalized capacity loss over different resonant frequencies fR versus
SS-modulation depth δ ranging from 0 (no SS) to 25% for different values of the resonant coupling
quality factor Q under constant coupling integral.

5. Impact of Spread Spectrum Modulations in a 4-QAM Channel under Resonant EMI Coupling

The effects of SS EMI on a communication channel under resonant EMI couping, which have
been discussed in the previous section in a completely general, coding-independent way in terms of
equivalent channel capacity loss, are now investigated with reference to a synchronous buck DC–DC
power converter interfering with a 4-QAM digital link featuring Turbo coding, which makes it possible
to achieve a data rate approaching the channel capacity and is therefore expected to be more sensitive
to EMI-induced capacity loss [37].

Test Setup

The interference generated by a synchronous buck DC–DC converter has been measured and
added in simulation to the input signal of a 4-QAM digital communication channel under resonant
coupling with Q = 1 and Q = 100.

In order to extract the EMI waveforms, the test setup in Figure 9, which is the same presented
in [35], is considered. Here, a DC–DC power converter is intentionally designed to interfere with
a digital data link. The converter is a hard-switched synchronous Buck operated from an input voltage
VIN = 16 V and connected to a load RL = 10 Ω in open-loop mode with a fixed duty cycle D = 0.375.
Such a converter is driven by a 100kHz PWM signal generated by a microcontroller, which can
programmed to operate at constant frequency or with an SS random frequency modulation with
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different modulation depth δ. The EMI voltage vc at the receiver input without SS-modulation and
with random SS-modulation at different modulation depth δ is acquired by a digital scope at 125 MS/s
during the DC–DC converter operation and is stored in a database. The power spectral density of the
measured waveform for periodic and random SS-modulated (δ = 6%) is reported in Figure 10.
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Figure 9. Schematic view of the test setup.

Figure 10. Measured power spectral density of periodic and random SS-modulated (δ = 6%) EMI.

Then, the measured EMI waveforms are added in simulation to the input of a 4-QAM receiver,
modelling the EMI propagation path to the receiver as a resonant transfer function G( f ) with Q = 1
and Q = 100 to discuss the impact of different resonant coupling mechanisms.

For this purpose, a 4-QAM communication scheme over an AWGN channel with B = 600 kHz
bandwidth is considered and the effects of non-modulated and SS-modulated EMI coupled to the
channel bandwidth with a resonant transfer function with Q = 1 and with Q = 100 have been
simulated in the Matlab environment, adding the measured non-modulated and SS-modulated EMI
waveforms generated by the power converter to the received input signal.

In Figure 11, resonant coupling with Q = 1 is considered and the BER is plotted versus the r.m.s.
EMI amplitude (disturbances with different amplitudes have been obtained applying a scaling factor

13



Electronics 2020, 9, 60

to the same measured EMI waveforms) for different values of the modulation depth δ. From the figure,
it can be observed that the EMI amplitude at which BER starts increasing in a significant way is lower
for a larger SS-modulation depth and higher in the non-modulated case or for small values of δ.

Figure 11. Bit error rate of a communication channel corrupted by SS-modulated EMI under weakly
resonant coupling (Q = 1) vs. EMI normalized r.m.s. amplitude at different modulation depth δ.

Comparing non-modulated EMI with SS-modulated EMI, a similar BER is achieved for a 20%
higher EMI amplitude in the non-modulated case. In Figure 12, the same analysis is performed
under resonant EMI coupling with quality factor Q = 100. In this case, a similar BER is achieved for
a 3.4X higher EMI amplitude than in the non-modulated cases, revealing an even worse impact of
SS-modulations on the BER when an EMI resonant coupling with a higher Q factor is introduced.

Figure 12. Bit error rate of a communication channel corrupted by SS-modulated EMI under strongly
resonant coupling (Q = 100) vs. EMI normalized r.m.s. amplitude at different modulation depth δ.

Based on the same analysis described above, the BER has been plotted for different EMI power
levels versus the modulation depth δ in Figure 13 for Q = 1 and in Figure 14 for Q = 100 and also
in this case a worse BER degradation with increased SS-modulation depth is observed for resonant
coupling with an increased quality factor.
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Figure 13. Bit error rate of a communication channel corrupted by SS-modulated EMI under weakly
resonant coupling (Q = 1) vs. different modulation depth δ at different EMI normalized r.m.s.
amplitude values.

Figure 14. Bit error rate of a communication channel corrupted by SS-modulated EMI under strongly
resonant coupling (Q = 100) vs. different modulation depth δ at different EMI normalized r.m.s.
amplitude values.

6. Conclusions

The effects of EMI coupled to a communication channel by narrowband resonant mechanisms
have been investigated in terms of an equivalent channel capacity loss. In this framework, the effects
of non-modulated and random SS-modulated EMI under different resonant frequency and quality
factors of the EMI coupling mechanism have been compared, thus extending the analysis presented
in [37], which was limited to the case of wideband EMI coupling. The analysis has revealed a higher
EMI-induced capacity loss for SS-modulated compared to non modulated EMI under practical values
of the quality factor Q, while a modest improvement in the worst case capacity loss is observed only for
impractical values of Q exceeding 10,000. Simulations on a 4-QAM digital link featuring Turbo coding
under EMI resonant coupling have also revealed that SS-modulated EMI gives rise to higher BER at
lower EMI power compared WITH non-modulated EMI also in the presence of resonant coupling with
practical values, thus confirming a worse interfering potential of SS-modulated EMI.
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Abstract: Switched-Mode Power Supplies (SMPSs) are a relevant source of conducted emissions,
in particular in the frequency interval of supraharmonics, between 2 kHz and 150 kHz. When using
sampled data for assessment of compliance, methods other than Fourier analysis should be considered
for better frequency resolution, compact signal energy decomposition and a shorter time support.
This work investigates the application of the Wavelet Packet Transform (WPT) and the Empirical
Mode Decomposition (EMD) to measured recordings of SMPS conducted emissions, featuring steep
impulses and damped oscillations. The comparison shows a general accuracy of the amplitude
estimate within the variability of data themselves, with very good performance of WPT in tracking
on stationary components in the low frequency range at some kHz. WPT performance however may
vary appreciably depending on the selected mother wavelet for which some examples are given.
EMD and its Ensemble EMD implementation show a fairly good accuracy in representing the original
signal with a very limited number of base functions with the capability of exploiting a filtering effect
on the low-frequency components of the signal.

Keywords: electromagnetic compatibility; conducted emissions; Discrete Wavelet Transform;
electromagnetic interference; Empirical Mode Decomposition; harmonics; Switched-Mode Power
Supplies; transients; Wavelet Packet Transform

1. Introduction

The widespread use of Switched-Mode Power Supplies (SMPSs) can be justified with flexibility,
portability and better efficiency, including superior voltage regulation at the dc load. SMPSs feature
various types of power electronic converters topologies, with conducted emissions that need to be
assessed over a wide frequency range [1]. Conducted emissions caused by the switching process,
in fact, originate from switching fundamentals of some tens of kHz and spread in the hundreds kHz
and MHz ranges, well above the “classical” interval of harmonic and interharmonic penetration studies,
limited in general to some kHz for 50–60 Hz systems. In the last ten years, attention has been extended
to frequency intervals below 150 kHz [2–9], in general not currently regulated by electromagnetic
compatibility (EMC) standards, focusing on the so-called “supraharmonics”. Some standards [10–14]
deal with the 2–150 kHz interval, but do not cover explicitly SMPSs and other similar switching
converters, thus taking into account the characteristics of the related signals. The approach of EMC
standards to the quantification of conducted emissions is quite similar above and below 150 kHz:
resolution bandwidth of 9 kHz and frequency sweep by a spectrum analyzer or EMI receiver is the
reference approach. However, the use of time-domain sampling is a valid alternative for the many data
acquisition boards and digital sampling oscilloscopes available, for the possibility of inspecting the
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“real” waveform when cross-checking the final results (especially in case of noncompliance) and the
possibility of changing and tuning the post-processing methods.

The most popular of these methods is the spectrum calculation by Fourier transform (a Discrete
Fourier Transform (DFT) or a Short-Time Fourier Transform (STFT), tracking Fourier spectrum versus
time): it is a well-known technique that can be mastered after some practice, but may in reality lead to
some disappointment, especially in the case of transient signals with a short time support [15], as it
briefly pointed out in Section 2. Alternative methods better suited to handle signals characterized by
transients may be considered: wavelets with the Wavelet Packet Transform (WPT) [16–22] and the
Empirical Mode Decomposition (EMD), in the Ensemble EMD (EEMD) implementation [23–26]
(to avoid the EMD shortcomings, as shown in Section 2). Although they have both been extensively
described in the literature and the former applied often to Power Quality analysis, the considered
problem is peculiar in two aspects:

• The investigated methods must provide accurate results in terms of amplitude of the signal
components that may be compared to existing or future emission limits, in order to assess
compliance and related margins. Several wavelet applications do not discuss the amplitude
accuracy in the presence of both narrowband and broadband components, as well as of significant
variability of the instantaneous frequency.

• They must support the analysis of the signal and of the control measures necessary in the case
of noncompliance, with clear relationship with the internal sources and switching mechanisms,
as well as also being easily interpretable, at least for the most relevant components critical for
compliance to limits.

Modern controllers for switching converters adopt smart modulation techniques to improve
efficiency, reduce voltage stress on components and reduce EMI. They are able to rapidly switch
between different modulation patterns, each optimized for a range of operations and possibly with
different spectral signatures: this opens the door to potential non-stationarity of the signal and the
need to adopt short time windows, unsuitable for a Fourier-based approach.

Traditional EMC techniques based on frequency sweep have fallen behind the technological
development in some sectors, such as power transfer and conversion [27], as well as in the presence of
significant transients as the first source of emissions [28]. They would benefit from time–frequency
analysis methods that are computationally attractive and preserve the accuracy necessary for the
assessment of compliance. The focus is on amplitude accuracy, with the frequency estimate used only
to locate suitable limit values and track component behavior. The definition of a reference case for
comparison is particularly challenging, as discussed in Section 3.

This work describes the setup and measurement methods in Section 2. Then, after a synthetic
description in Section 3 of the WPT and EMD transforms (with a comparison between EMD and
EEMD), results are compared and discussed in Section 4.

2. Measurement Setup and Signal Transformations

2.1. Measurement Setup

The signals considered in this work are the conducted emissions of SMPSs connected to the AC
mains through a Line Impedance Stabilization Network (LISN). The output of the LISN is fed to an 8-bit
DSO with a sampling rate of 10 MSa/s, to keep records to a manageable size for later post-processing.
Frequency domain sweeps can be carried out as well by means of an EMI receiver, to use as reference
in case of need. The scheme of the setup is shown in Figure 1.
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Figure 1. Scheme of the experimental setup: SMPS under test and its dc variable load,
LISN (Line Impedance Stabilization Network), 50 Ω impedance matching, high-pass filter (1 kHz cutoff)
and low-pass filter (2 MHz cutoff), Digital Storage Oscilloscope (DSO) and EMI Receiver.

An anti-aliasing low-pass filter with a cutoff frequency of 2 MHz is used to feed the DSO:
the resistor R2 is 5 kΩ and the capacitance C2 is the internal input capacitance of the DSO, equal to
15 pF with good accuracy. A high-pass filter with a cutoff frequency of 1 kHz is also included for
additional attenuation of the fundamental and the 100 Hz ripple component possibly leaking through
the LISN: the resistor R1 = 1.5 kΩ is large enough to be neglected in parallel to the impedance-matching
50 Ω resistor Rm, giving a neat 100 nF for C1 to get the desired 1 kHz cutoff.

The tested SMPSs are all AC/DC low-voltage switching converters with a 5 V or 12 V nominal
dc output and a power level in the range of some tens of W. This allowed the use of a 16 A LISN
and no major issues of heating and high-voltage hazards; it is not likewise a limiting factor, since it
is expected that smaller converters will show the most rapid switching transients. As a matter of
fact, the observed switching frequency values are in the range of some tens of kHz, in line with the
dynamics of controllers and MOS transistors available about ten years ago.

The switching byproducts responsible for the conducted emissions are superimposed to the mains
sinusoidal voltage, located at its zero crossings. The signal y1 at the DSO input (qualitatively similar to
the signal y0 as provided at the LISN output) is an intermittent waveform, deprived of the 50 Hz mains
voltage component and of its low-order harmonics, also to improve the dynamic range. The zero-mean
high-pass filtered signal is characterized by steep transients and rapid oscillations, as shown in Figure 2.
The instantaneous frequency of oscillations is in the order of 20–30 kHz and is in relation to the internal
switching frequency; the repetition rate is 100 Hz, twice the mains frequency.

Figure 2. Typical time-domain waveform of an SMPS at the high-pass filtered LISN output measured
as DSO input signal y1.
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2.2. Use of the Discrete Fourier Transform (DFT)

The Fourier-based analysis, for simplicity gathered under the abbreviation DFT, is assumed well
known and is not repeated. As seen, the signal is characterized by bursts with oscillations at low and
high frequency of limited duration. The use of DFT applied to this kind of intermittent rapidly varying
signals has the following drawbacks:

• The signal portion to analyze has a short duration, which contrasts to the desirable or required
frequency resolution. The IEC 61000-4-7 standard [29] indicates an observation time of 200 ms that
is clearly inadequate (equivalent to 5 Hz resolution, suitable for low frequency harmonics, but not
for phenomena at higher frequency with fast dynamics, as in the present case). The EN 55065-1 [14]
and in general EMC standards for conducted emissions below 150 kHz require a 200 Hz resolution
bandwidth. A more suitable approach has been proposed in the IEC 61000-4-30 [13], defining a
frequency resolution of 2 kHz, which goes in the direction of tracking signals with fast dynamics,
as in the present case.

• To avoid spectral leakage, the signal should be cut in the zero-valued short intervals between
pulses, implying a resolution frequency of about 100 Hz. Other window intervals will suffer from
spectral leakage, only partly attenuated by the use of tapering windows.

• Using a long window interval has the drawback of averaging the contribution of the contained
signal components, largely reducing the estimated amplitude of the peak located at the center.

• Using a short window interval reduces the frequency resolution and worsens the spectral
representation and the estimate of the amplitude, this time caused by the short-range spectral
leakage (or “picket fence effect”), if no additional post processing is used.

For all the reasons above and as justified in the Introduction, alternative signal transformations
should be investigated for applicability to the present case, providing spectral representations in a
domain (or combination of domains, e.g., time and frequency) that can still be interpreted and used to
evaluate the degree of compliance, as for conducted emissions in the aforesaid 2–150 kHz interval.
Wavelets have been extensively applied for accurate PQ analysis in the harmonic low-frequency
range [1,16,18–21], as effective alternative method for compliance to the IEC 61000-4-30 processing
requirement and for detection of transient PQ phenomena (e.g., voltage sags, overvoltages, etc.) [17],
the latter without the analysis of the accuracy of the parameters estimate. EMD and EEMD find their
application in the analysis of seismic data, vibrations, speech signals and medical data [23–25], but lack
a clear quantification of component amplitude to support comparison with limits and susceptibility
criteria, defined in the frequency domain. Rather their typical application is more oriented to the
detection and identification of signal features and components hidden by noise and signal compression.

2.3. Wavelet Packet Transform (WPT)

Oppositely to the DFT with its stationary sinusoidal kernel, wavelet analysis relies on
short-duration oscillating waveforms that have zero mean and decay rapidly to zero at both ends [16].
Dilation and shifting of kernel waveforms allow adapting it for variable time and frequency resolution.
Since its first inception, wavelets have been proposed in both wavelet function and multistage filter bank
implementations. The filter bank was built using low-pass (LP) and high-pass (HP) complementary
filters (for reference, they can be created as “quadrature mirror filters”) [16,18]. The first implementation
(Discrete Wavelet Transform (DWT)) applied recursively the LP and HP filters of the successive stage
only to the LP output of the previous stage, and so on. The Wavelet Packet Transform (WPT) uses then
a symmetrical structure, applying the decomposition to both LP and HP outputs, as shown in Figure 3,
which allows a linear, rather than logarithmic, apportionment of the frequency axis, and thus a linear
decomposition of the signal spectrum. This is inline with the 2 kHz group representation uniformly
spread over the frequency axis suggested by the EN 61000-4-30 [13]. At each stage, the outputs of the
LP and HP filters are named “approximation” and “detail”, respectively.
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Figure 3. WPT (Wavelet Packet Transform) tree structure, indicating levels, ordinal indices at each level
and terminal nodes. The down arrow “↓n” indicates a down sampling (or decimation) by a factor of n
(in our case, n = 2).

The output of the WPT decomposition is used for a compact spectrum estimate focused on the
determination of three elements: the amplitude of the component, its location on the frequency axis
and its location on the time axis (or duration). The STFT addresses this third point by assigning a
window length and the amount of overlap between successive windows sliding over the signal along
the time axis.

The WPT spectrum estimate is built on the “details” of the terminal nodes, which are in a number
N = 2L, where L is the number of chosen levels. Details are denoted as dp

l (k), where l indicates the
level (l = 0, 1, . . . L, level 0 being the original signal x), p is the position along the row of nodes in
the tree at the same level (p = 0, 1, . . . 2l) and k is a “time” index (the position along the sequence of
data samples). Each detail in fact apportions the original signal of length M over the N nodes at a
given level with data sequences of length M/N; the lower in the tree, the higher the level l and the
number of nodes (Nl = 2l), and the shorter the length of each sequence K = M/2l. Each data sequence
contained by a detail (for ease of understanding, we consider the last and deeper level, i.e., the terminal
nodes) is a sub-band representation of the original signal: the bandwidth, or frequency resolution,
Δ f is derived from the original sampling fs as Δ f = fs/2L+1, and in general Δ fl = fs/2l+1. In our case
with a downsampled version of the raw data using fs = 1 MSa/s and L = 9, we obtain Δ f = 976 Hz,
which matches the selected RBW for the EMI receiver data used for comparison in Section 3.

To the aim of the quantitative assessment of the accuracy of WPT spectrum estimate, the amplitude
of the components of the spectral representation must be derived: the Matlab function wpspectrum( )
gives such time–frequency representation, where time and frequency resolutions Δt and Δ f are
determined by the selected number of levels L and the original sampling fs.
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The problem is to understand the unity of measure and the meaning of the spectrum values
(pixels, or tiles) in terms of the original quantities; in other words, WPT spectrum extraction needs to
be “calibrated” in order to be used as an EMI assessment tool.

Given the details as sub-banded data sequences, the calculation of the total rms value gives
straightforwardly a measure of the power contained in each sub-band p (the notation l= L in (1) indicates
that the expression is general for whatever l, but we select in the following l = L, so that the terminal
nodes give the desired frequency resolution).

x̃p,l=L =

√√√√∑
k
(dp

l=L(k))
2

Nl=L
(1)

Of course, rms values from adjacent sub-sequences may be aggregated with a concept of overall
rms in a wider band, made of the composition of each respective Δ f p

l (the sub-band of order p at the
level l). Being rms values interpreted in a power perspective, such aggregation is performed by rms
summation over the sub-sequences dp

L(k) with p in the selected α set (written as pα).

x̃[pα],L =

√√√√∑
α

∑
k
(dpα

L (k))
2

NL
(2)

To exemplify, to make an approximately 2 kHz representation from the Δ f = 976 Hz representation,
two adjacent sub-bands must be aggregated, discarding the first one that contains the dc component.
Thus, the p indices would start from 1 and go in pairs: (2,3), (4,5), (6,7), etc. A bandwidth of
approximately 3 kHz is obtained by grouping with a ratio of 3, so (2,3,4), (5,6,7), etc.

2.4. Empirical Mode Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD)

The Empirical Mode Decomposition (EMD) was proposed for attractive characteristics:
the transformation is based on simple operations (and should be relatively light computationally),
its results can be clearly interpreted and it is robust, thus there are no wide or uncontrolled variations
of the results for small changes of the parameters.

The EMD was developed to prepare the data to which the Hilbert Transform (HT) could be
applied; the combination of EMD and HT is the Hilbert-Huang Transform (HHT), which provides a
powerful tool for nonlinear and nonstationary signal processing. The signal is decomposed adaptively
into a finite (often small) number of the so-called Intrinsic Mode Functions (IMFs), not known a priori
(differently than in the Fourier or Wavelet analysis), which represent the oscillation modes embedded
in the data. With the HT, the IMFs yield instantaneous frequencies as functions of time. Each IMF
satisfies the following two conditions:

• In the whole dataset, the number of extrema and the number of zero crossings is either equal or
differ at least by one.

• At any point, the mean value of the envelope defined by local maxima and local minima is zero.

The iterative process of extraction of the IMFs through the EMD method is called the sifting
process. The first IMF contains the highest oscillation frequency in the signal. The difference between
the original signal and the first IMF is called a residue. The residue is then considered as new data to
decompose and the sifting process is applied to it; the same definition thus applies to the difference
between the previous residue and the last IMF at later stages. The sifting process must be repeated
until the extracted signal (the candidate IMF) satisfies the IMF definition or the predefined maximum
number of iterations is exceeded. The number of extrema decreases as the decomposition proceeds,
and the sifting process ends when the residue becomes a monotonic function or a function with only
one extremum from which no further IMF can be extracted [23] (in other words, no oscillations are
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contained in the residue). At the end of the decomposition, we have N IMF functions and one residue,
and the original signal x(t) can be reconstructed as

x(t) =
N∑

i=1

ci(t) + r(t) (3)

where c1 and cN are the highest and lowest frequency IMFs, respectively, and r(t) is the residue.
Besides the harmonic content, IMFs are characterized by different amplitudes. The original signal
may then be fairly approximated by using only a limited set of the IMFs, i.e., those with the largest
amplitudes only.

The major drawback of the EMD method is mode mixing, for which the EEMD method was
introduced [26]. Mode mixing means that different modes of oscillations coexist in the same IMF.
EEMD (Ensemble EMD) consists in adding white noise to the original signal. This procedure is run for
a number of times, thus an ensemble of datasets with different added white noise is generated. The new
obtained data are then decomposed into IMFs with the sifting procedure. Being the added noise
different in each run, the IMFs of the various runs are uncorrelated. Averaging the IMFs eliminates the
added noise and yields then the final result. The truth IMF, cj(t), defined by EEMD is then obtained for
an ensemble number approaching infinity:

cj(t) = lim
N→∞

N∑
k=1

cjk(t) (4)

where
cjk(t) = cj(t) + rjk(t) (5)

is the kth trial of the jth IMF in the noise added signal, being rjk(t) the contribution from the added
white noise of the kth trial to the jth IMF. To minimize the difference between the truth IMF cj(t) and the
IMF cj(t) obtained with N trials, N must be large, as for the well-known statistical rule the difference
between the truth and the result of the ensemble for a finite number of elements of the ensemble
decreases as 1/

√
N.

EEMD represents a major improvement to EMD as it eliminates mode mixing; however, the major
drawback is that the result of EEMD does not strictly satisfy the definition of IMF, as the sum of IMFs
is not necessarily an IMF. A possible solution to this problem is to apply EMD to the IMFs produced
by EEMD.

3. Results

3.1. Introduction and Reference Case

Regarding the accuracy of the estimated amplitude, it is difficult to establish a reference case
for this kind of signals. In other words, what is the real amplitude of the spectrum components of
the signal?

The STFT gives a first indication, although the amplitude is highly variable, as a function of the
frequency resolution, its implicit averaging and the amount of spectral leakage depending on the
characteristics of the adopted tapering window.

It may be objected that an EMI receiver scan returns the reference spectrum, since after all it is the
reference method adopted by EMC standards, against which we check the compliance of emissions.
The “EMC” resolution bandwidth (RBW) values of 200 Hz and 9 kHz used, respectively, below and
above 150 kHz have been considered as a starting point, assessing the variability of the measured
spectrum by changing RBW from 200 Hz to 1 kHz, 2 kHz, 3 kHz and 5 kHz, looking for a compromise
between a neat frequency resolution and an accurate amplitude estimate. The results are reported in
Figure 4 showing a progressive increase of the noise floor (as expected), a substantially stable amplitude
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of the switching peaks at 43.3 kHz and 87 kHz and above, and a variable estimated amplitude for
the low-frequency nonstationary components (with a behavior similar to that of background noise).
The result with 1 kHz RBW is retained for further analysis as a good compromise, also in view of the
necessary time resolution settings in STFT and WPT.

Figure 4. EMI receiver spectra with variable RBW (200 Hz, black; 1 kHz, blue; 2 kHz, light blue; 3 kHz,
magenta; 5 kHz, red) for a SMPS featuring fixed switching frequency (type Black at 90% of rated power).

A slower narrow-RBW scan should be used instead (e.g., with RBW= 10 Hz or 30 Hz): the dynamic
range will be maximized and, using the “max hold” setting at each frequency bin (or step), it is ensured
that the repeatability of the measurement is also maximized. However, such setting is quite far from
those used for measurement of emissions and the necessary scan time is extremely long (about 8 h),
yielding issues of long-term stability of the setup.

3.2. Performance of WPT

3.2.1. Basic Time and Frequency Resolution Performance of WPT

The time resolution of both WPT spectra in Figure 5b,c is superior to that of STFT tracking the
signal with 500 μs and 125 μs steps, respectively; considering the visible signal dynamics and what is
offered by alternative approaches (such as a narrowband DFT or a real-time spectrum analyzer), a time
step in this range is more than adequate. Correspondingly, the frequency resolution also varies by a
factor of 4 in the opposite direction: when using 976 Hz in Figure 5b, the low-frequency portion of the
spectrum is enriched with the details between the second and the sixth bin, which hold alternatively
the maximum of the spectrum around t = 5 ms; this is evident from the asymmetry of the half-cycles
of the oscillatory spike in the center of the waveform of Figure 5a. The comparison of the estimated
amplitudes for the two spectra with different frequency and time resolution indicates that a finer time
resolution gives slightly larger amplitudes (Figure 5c), avoiding the averaging implicit in a larger
time interval. This behavior is common with the DFT and is hardly predictable quantitatively, as it
depends on the characteristics of the signal components (narrowband/broadband and steady/transient).
The average of four adjacent time bins in Figure 5c gives approximately the value of one bin of
Figure 5b (within 1 dB). Nonetheless, the maximum value can differ by up to 3.4 dB, as occurring
in the first frequency bin at 5 ms; this represents then the maximum absolute error between the two
spectral representations.
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Figure 5. WPT spectrum in dBμV/Hz (normalized by frequency resolution). An example of change of
dilation in time and frequency by a factor of 4 with symlet1 wavelet: (a) signal waveform (10 MSa/s);
(b) symlet1 with L = 9 levels and a downsampling of q = 10; and (c) symlet1 with L = 8 levels and q = 5.
SMPS type Black at 25% of rated power.
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The case of two different wavelets is shown in Figure 6, applied to the signal using the same
scaling: the amplitude estimates are quite similar, with the bior1.3 in Figure 6b, showing slightly
smoother amplitude profile than the symlet1. Quantitatively, the average difference for the bins with the
largest amplitude (those in Figure 6 with amplitude above 50 dB) is only 1.3 dB; the peaks, which are
the most relevant for compliance to limits, are reproduced quite reliably with almost identical values
(average difference of less than 0.25 dB). Thus, at least for the considered case, the choice of wavelets
with “similar” characteristics and of suitable order for the observed time support gives repeatable
results, although it represents a source of systematic error and the contribution to the uncertainty of
the estimate of spectrum amplitude is not negligible (0.25 dB on average for the considered case).

Figure 6. (a) Zoom on the frequency axis of Figure 5b for the frequency resolution of 976 Hz, where the
change of the instantaneous frequency between 4 and 6 ms is well visible; and (b) additional spectrum
obtained by replacing symlet1 with bior1.3.

The compactness in time and frequency was evaluated considering two wavelets extensively
used for PQ studies, the db15 (equivalent to the db20) and the sym8. The results shown in Figure 7
(for the SMPS type Black at 90% of the rated power) reveal that sym8 has some spectral leakage at the
occurrence of the two peaks of the signal, at 1 ms and 4.5 ms; db15 instead shows a limited increase of
some scattered components without any visible burst of spectral leakage. Regarding the low frequency
components, db15 also shows a more coherent behavior where the second frequency bin keeps the lead
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for 2 ms giving yield then to fourth bin, with a return around 4 ms. Behavior of sym8 instead is more
chaotic with no definite bin prevailing for at least some ms.

Figure 7. Comparison of two different wavelets in relation to localization on the time axis and spread to
adjacent frequency bins; frequency resolution Δf = 976 Hz, number of levels L = 9: (a) db15; and (b) sym8.
SMPS type Black at 90% of rated power.

As observed for the EEMD in Section 3.3, the best amplitude accuracy is reached for the faster
components (those at about 44 and 88 kHz) that have better localization in both time and frequency:
in this case, agreement for different frequency and time resolutions is within 0.6 dB for the results
shown in Figure 5 (confirmed by some other tests done on different SMPSs). For nonstationary
low-frequency components, the reference measurements themselves for assessment of accuracy are
deemed by variability and uncertainty caused by the very nature of the signals.

3.2.2. Amplitude Accuracy and Spectrum Representation of WPT

The WPT behavior for the SMPS with constant switching frequency (named “Black” SMPS in the
following) is analyzed showing the elements that concur to determine the amplitude accuracy.

As introduced in Section 2.3, the WPT spectra built with wpspectrum( ) is artificially adjusted
so that the local intensity of each tile can be evaluated standalone. The adjustment consists in the
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multiplication by the square root of the number a of tiles in the time direction (a = 20 in the present case)
that is re-absorbed when aggregating in the rms sense all such tiles for each frequency bin to recover its
rms, which for single tone calibration signals corresponds to the rms amplitude of the test signal itself.

The results of a comparison with STFT with 1 kHz frequency resolution and calculated using the
Flat Top window are shown in Figure 8.

Figure 8. Black SMPS tested at 90% of rated power: (a) WPT spectrum obtained with db15, L = 9,
Δf = 976 Hz; and (b) STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms.

The two areas encircled by the pink rectangles are those of the 44 kHz and 88 kHz components,
for which the WPT provides a thorough tracking (see Figure 8a), better than that appearing in the STFT
spectrum (Figure 8b). The comparison between WPT spectrum and STFT shown in Figure 8 reveals that:

• WPT frequency resolution is superior, in terms of spectrum details and reduced leakage,
which instead affect the STFT results (see, for instance, the central portion of the spectrum
between 4 ms and 6 ms and the dynamic range of more than 30 dB for the background components
(blue to light blue color)).

• The time resolution is also superior with the ability of tracking more closely signal dynamics.
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• Regarding amplitude accuracy, we must distinguish between: (i) For narrowband switching
components visible at 44 kHz and 88 kHz, there is a general agreement among WPT, STFT and
the EMI receiver scan in frequency domain. We must observe that the receiver scan was made
for a time interval much longer than the one covered by WPT and STFT, so that using max hold
slightly larger values may be expected. (ii) The low frequency components are a byproduct of
the switching pulses and evidently the instantaneous frequency is slightly variable, as result of
non-linearity during oscillations. WPT confirms good tracking of such components and averaged
values over adjacent bins are quite stable with respect to different frequency resolutions Δf.

Table 1 reports the results of the assessment of the amplitude accuracy for the three most prominent
frequency bins shown in the first column. Reported values are the maxima, in line with the use of Flat
Top for the STFT and max hold for the EMI receiver.

Table 1. Comparison of amplitudes of main spectrum components calculated with WPT and STFT and
measured with EMI receiver (using the 1 kHz RBW results in Figure 4).

Frequency (kHz) EMI Rec. (dBμV) WPT (dBμV) STFT (dBμV)

2–5 93.0 93.75–105.5 (1) 82.73–106.7 (1)

44 70.5 68.07, 71.51 (2) 69.04
88 57.5 60.60 (3) 53.27

(1) Range of maxima in the 2–4 kHz bins over 10 ms for 90% of bins; implicit averaging in this case is extremely
important and WPT has the best resolution and the least averaging. (2) Five bins between 60.64 dBμV and 65.87 dBμV;
with rms summation of adjacent bins carried out to cope with the 1 ms time resolution of the STFT, the results are
71.51 dBμV and 68.07 dBμV centered at 2.5 ms and 6.5 ms. (3) Two bins with 55.27 dBμV and 53.83 dBμV; with rms
summation of adjacent bins carried out to cope with the 1 ms time resolution of the STFT, the result is 60.60 dBμV
centered at 2.5 ms.

3.3. EMD and EEMD Performance

The EMD and EEMD were used in the R interface implementation Rlibeemd [30,31]. The measured
voltage is analyzed first using EMD. As the boundaries of the signal may affect the decomposition of
EMD-based algorithms [32], to avoid boundary problems, particular care was taken in the choice of
an appropriate time record of 10 ms. Figure 9 shows the 12 IMFs extracted from the original signal.
As demonstrated in [33], the EMD performs as a filter-bank sifting out the high-frequency harmonics
first, whereas the low-frequency ones pass through the filter. IMFs 2 and 3 contain the information
needed to represent the significant part of the frequency spectrum, i.e., the three peaks corresponding
to the switching frequency (about 44 kHz) of the SMPS and its second and third harmonics. IMF 2
contains the information related to the second and third harmonics of the fundamental frequency,
whereas IMF 3 contains the information of the switching frequency. Performing a FFT on the sum
of these two IMFs yields the red spectrum in Figure 10, whereas the blue spectrum is the FFT of the
original signal. A Flat Top window is applied to the original signal and IMFs in order to maximize the
amplitude estimate [15].

As shown in Figure 10, the three peaks are predicted with good accuracy, although there is a
difference of about 1 dB with the FFT of the original signal for the peak at the fundamental frequency.
Considering these two IMFs 2 and 3 only has the effect of filtering the low-frequency content of the
measured voltage, which is collected in IMFs 4–13. IMFs 4 and 5 contain the information related to the
100 Hz ripple components (whose period corresponds to 10 ms, as shown in Figure 2). These IMFs are
those with the largest amplitude and represent the low-frequency part of the signal in the frequency
domain. IMFs 2–5 thus contain sufficient information to represent the signal, as shown in Figure 11.
As can be seen, this spectrum slightly differs from the spectrum of the original signal up to 150 kHz.
The fundamental, second and third harmonics are predicted with good accuracy with respect to the
FFT of the original signal. Some information on the fundamental frequency may then be contained
in IMFs 4 and 5 due to mode mixing, as mentioned in Section 2.4. Of course, the upper part of the
frequency range is not predicted accurately, as the lowest order IMF (that containing the information on
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higher frequencies) has not been considered. Nevertheless, the supraharmonics spectrum 2–150 kHz is
well represented with just four IMFs obtained with EMD.

Figure 9. IMFs extracted with the EMD procedure.

Figure 10. Comparison of the FFT spectra obtained from IMFs 2 and 3 extracted with EMD (red) and from
the original signal (blue).

The application of the EEMD yields the same number of IMFs as EMD, 12, as shown in Figure 12.
The information related to the 100 Hz ripple components is contained in IMFs 5–9, being IMFs 6
and 7 those with the largest amplitude. To represent the signal in the frequency domain, only IMFs
2–7 are needed. The high-frequency information of the signal is now distributed over three IMFs
(IMFs 2–4), as shown in Figure 13. The accuracy with which the first two peaks are determined is very

32



Electronics 2020, 9, 2088

good; however, although the amplitude of the third harmonic of the fundamental is predicted quite
accurately, the noise floor beyond 100 kHz raises making it less clearly visible than in the case of the
EMD. The filtering effect on the low-frequency components of the spectrum is still evident. By adding
IMFs 5–7 and performing the FFT on the sum of these six IMFs, the red spectrum of Figure 14 is
obtained, which is in fairly good agreement with that of the original signal.

By means of the application of FFT to the relevant modal components obtained with EMD, it is
shown that the frequency extraction ability of the EMD is consistent and strong [34].

The results of comparison with STFT with 1 kHz frequency resolution, a 1 ms time step and
a Flat Top window are shown in Figures 15 and 16. The former figure refers to the application of
STFT to the signal obtained composing IMFs 2 and 3 extracted with EMD; the latter to the application
of STFT to the signal obtained composing IMFs 2–4 extracted with EEMD. The amplitudes are the
maximum values obtained by the successive FFTs that compose the STFT, as it would be with a
spectrum analyzer set to max hold. It can be noticed that the amplitudes of the first peak (at 44 kHz,
with 68.27 dBμV and 69.97 dBμV, respectively) and of the second peak (at 88 kHz, with 57.59 dBμV
and 58.51 dBμV, respectively) are in agreement with those shown in Table 1 for WPT and EMI receiver
data, thus confirming the suitability of the approach in the analysis of EMI.

Figure 11. Comparison of the FFT spectra obtained from IMFs 2–5 extracted with EMD (red) and from
the original signal (blue).
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Figure 12. IMFs extracted with the EEMD procedure.

Figure 13. Comparison of the FFT spectra obtained from IMFs 2–4 extracted with EEMD (red) and from
the original signal (blue).
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Figure 14. Comparison of the FFT spectra obtained from IMFs 2–7 extracted with EEMD (red) and
from the original signal (blue).

Figure 15. STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms of the signal resulting from the
composition of IMFs 2 and 3 extracted with EMD.
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Figure 16. STFT spectrum with Δf = 1 kHz and time step Δt = 1 ms of the signal resulting from the
composition of IMFs 2 to 4 extracted with EEMD.

4. Conclusions

The problem of the assessment of conducted emissions of Switched Mode Power Supplies
(SMPSs) using time-domain sampled data is considered. Emissions measured with a Digital Sampling
Oscilloscope using a Line Impedance Stabilization Network are characterized by fast switching pulses
and damped oscillations, posing a problem for reconciling amplitude accuracy, suitable frequency
resolution and fast time response to track signal dynamics.

Suitable processing techniques are discussed, contrasted to the most popular approach of using
Discrete Fourier Transform analysis. The DFT drawbacks are pointed out in Section 2, in relation to
the unfavorable time support and frequency resolution, as well as to the known issues of amplitude
accuracy and spectral leakage. Two techniques (Wavelet Packet Transform (WPT) and Empirical
Mode Decomposition (EMD)) based on different principles are then evaluated, with the objective of an
adequate and accurate handling of signal characteristics, as reflected in its spectral components and
their amplitude, for the assessment of SMPS conducted emissions.

WPT and EMD are compared for complexity, ease of implementation and, most of all, usability of
the output and suitability to identify and represent the relevant spectral components. The objective
is that of an accurate amplitude estimate and assessment of hypothetical compliance to limits of
emissions. The output representation of the WPT is more effective, in that the data are represented
as one might expect for not only comparison with limits, but also analysis of short-term disturbance
(e.g., for victim circuits characterized by some transient susceptibility) and in general tracking and
troubleshooting of byproducts along the evolution of the signal.

WPT shows a general consistency and robustness with respect to the change of the number of
levels L and downsampling q (applied to the original 10 MSa/s sample rate). Similarly, the change
of mother wavelet is verified, passing in one case from the symlet (linear phase and asymmetric)

36



Electronics 2020, 9, 2088

to the biorthogonal (linear phase and symmetric), using for each the minimum order, and in a second
case using db15 ad sym8, observing a larger spectrum leakage for the latter. The sensitivity analysis
indicates a variability of less than 1 dB when comparing values averaged with the adjacent time and
frequency bins; maximum observed difference for the peak values is 3.6 dB for the broad 2.2 kHz
component that suffers the largest variability.

The application of EMD and EEMD algorithms yields a limited number of IMFs that are sufficient to
represent the original signal fairly accurately (four and six, respectively). Moreover, the representation
can be made even more compact by exploiting the filtering effect of the IMFs on the low-frequency
components of the signal, thus reducing the number of IMFs necessary to represent the most significant
part of the spectrum to two and three, respectively. EMD represents the spectrum for frequencies larger
than 100 kHz better than EEMD, which seems to produce a higher noise floor.

Future work will be focused on the identification of quantitative indices of performance and a
framework to evaluate systematically the performances of the various implementations, especially for
the WPT, where the number of mother wavelets and filter implementations is almost uncountable.
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Abstract: As an effective means of suppressing electromagnetic interference (EMI) noise, the
impedance balancing technique has been adopted in the literature. By suppressing the noise source,
this technique can theoretically reduce the noise to zero. Nevertheless, its effect is limited in
practice and also suffers from noise spikes. Therefore, this paper introduces an accurate frequency
modeling method to investigate the attenuation degree of noise source and redesign the impedance
selection accordingly in order to improve the noise reduction capability. Based on a conventional
boost converter, the common mode (CM) noise model was built by identifying the noise source
and propagation paths at first. Then the noise source model was extracted through capturing the
switching voltage waveform in time domain and then calculating its Fourier series in frequency
domain. After that, the conventional boost converter was modified with the known impedance
balancing techniques. This balanced circuit was analyzed with the introduced modeling method, and
the equivalent noise source was precisely estimated by combining the noise spectra and impedance
information. Furthermore, two optimized schemes with redesigned impedances were proposed
to deal with the resonance problem. A hardware circuit was designed and built to experimentally
validate the proposed concepts. The experimental results demonstrate the feasibility and effectiveness
of the proposed schemes.

Keywords: common mode noise; EMI modeling; Fourier series; impedance balancing;
resonant frequency

1. Introduction

The switch-mode power supply (SMPS) has played an important role in power generation and
conversion systems, which tend to require a higher reliability, a higher power density, and a longer
working life. However, the controllable switches adopted in SMPS, like metal-oxide-semiconductor
field-effect transistors (MOSFETs), insulated gate bipolar transistors (IGBTs) and especially, the newest
wide bandgap (WBG) semiconductor switches, may generate violent voltage and current gradients
(dv/dt and di/dt). Those gradients bring a serious EMI problem and threaten the normal operation of
electrical equipment. Typically, relevant electromagnetic compatibility (EMC) standards which include
conducted emission and radiated emission must be fulfilled before the products enter the market [1,2].
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Plenty of efforts have been made to investigate the generation and propagation mechanisms of
the conducted noise. Among these investigation approaches, establishing an EMI noise model helps to
predict noise spectrum results and adopt appropriate attenuation strategies in the early stage [3–15].
The lumped circuit modeling method, which depends on the time-domain circuit simulation has been
introduced in [3,4]. This general model contains the coefficients of each element and then give EMI
prediction result by utilizing simulation software. This model exactly corresponds to the actual circuit,
with traits of intuitive and easy to understand. The results comparison shows that the established noise
model gives an accurate prediction of conducted noise up to several MHz. However, the extraction
of detailed parasitic parameters is difficult in practice, not to mention that the simulation process is
time-consuming and may encounter convergence problems.

To process faster and get stable predictions, the frequency domain approach has been
developed [5–15]. The early-stage modeling methods used simplified lumped parameters and ideal
geometric shapes to replace the circuit impedance and the noise source, respectively [5,6]. However,
such approximation has to deal with over-simplification and the accuracy of noise prediction needs
further improvement.

Recently, a new branch of frequency domain modeling, namely the “behavioral modeling method”
has been proposed and received extensive attention [7–9]. Instead of establishing the common
(CM) noise model and differential mode (DM) noise model respectively, the behavioral model could
predict the CM and DM noise in one integrated model. Both the two-terminal (one port) model
and three-terminal (two ports) model have been extracted based on Thevenin or Norton theorems.
This method would work well when the object topology is not very complicated, like non-isolated
converters and half-bridge circuits. Nevertheless, without the analysis of noise propagation, the
impedance identification has always troubled by the lack of a physical meaning. This problem becomes
especially significant when modeling complex circuits. The impedance error would continue to affect
the precision of the prediction results. Even repeating measurements under different series and shunt
conditions may not help to reduce the error.

In order to do further research on the noise generation mechanism and improve the accuracy of
the frequency domain model, some works have been focused on the switch voltage waveform [10–15].
Generally speaking, the switch has been substituted by a voltage or current source to represent the
electric potential fluctuation. By replacing the switch waveform with the trapezoid, the simulation
process was simplified and the predicted conducted emissions could match the experimental results
around 3MHz [10]. Nevertheless, the fact that the real voltage waveform is not exactly a standard
trapezoid should not be neglected. The authors of [11–15] have studied the switching dynamic process
of the semiconductor in depth. More details have been concluded in the noise source model and thus
help to improve the accuracy of the predicted results.

As an effective method to reduce the conducted noise, the impedance balancing technique has been
discussed and implemented in many articles [16–21]. In this technique, the switch is surrounded by the
impedance bridges while the impedance ratios of each two bridge arms remain the same. Therefore,
the noise source could be greatly attenuated and the explanation can stem from the Wheatstone
bridge theory. This technique can be flexibly applied to different circuits by adjusting the propagation
impedance. The conventional boost converter (CBC) is handled so that the power inductor is spilled
into two parts and the parasitic capacitances are adjusted. Furthermore, in the case of inverters,
the general method is to coordinate with the external CM choke circuit [18]. The noise level has
been suppressed well in these situations, but there are still some problems. Firstly, a serious noise
peak occurred because of the impedance resonance. Moreover, it lacks an accurate model that could
effectively estimate attenuation effects.

In this work, a novel CM noise modeling method was introduced to analyze and optimize the
impedance balancing technique. Specifically, the attenuation degree of noise source was investigated by
comparing the impedance and spectra information, and the resonance problem was solved effectively
by redesigning the bridge impedances. Since the application of balance would not affect the operation
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of the switch, the CBC was modeled at first. The accurate noise source method plays a vital role in
improving the accuracy of the overall model.

This paper is organized as follows. Section 2 introduces the CM noise model of CBC and gives
details of noise source modeling. Section 3 analyzes the mechanism of balancing impedance technique
and evaluates the results in the view of impedance and equivalent noise source. Section 4 proposes
two schemes to solve the resonance problem and gives experimental results to certify their validity.
Finally, Section 5 provides conclusions of this work.

2. Formulation of the Modeling Method with an Accurate Noise Source

Figure 1 shows the configuration of a conventional boost converter connecting with the Line
Impedance Stabilization Network (LISN). The LISN is placed between the DC power supply and the
boost converter circuit, which provides a standard impedance to the equipment under test (EUT) and
evaluates the conducted noise level by integrating with a spectrum analyzer. P and N are the positive
pole and negative pole of converter input and G is the frame ground of circuit and LISN. In CBC,
Ci and Co are the input side and output side capacitances, and L is the power inductor. Cg is the
capacitor that connects the ground and the drain of the MOSFET switch, which simulates the parasitic
capacitors between the switch and the heatsink as well as the capacitors between the heatsink and the
frame ground.

dc
d

s

Figure 1. Configuration of the conventional boost circuit (CBC) and LISN setup.

2.1. Propagation Path of CM Noise Current and the Equivalent Model

At the conducted noise frequency band (from 150 kHz to 30 MHz), the relative impedance of the
capacitor is small and the inductor is large. Therefore, Ci (100 μF) and L (500 μH) could be considered
as short and open, respectively, in the CM noise model. The conducted noise was generated by the
high-frequency voltage fluctuation between the drain and source of the switch. Here in the CBC, the
source voltage is almost constant even when the switch is working. On the other hand, as marked
as the high dv/dt node in Figure 1, the drain voltage changes rapidly and large CM current flows
through Cg to the ground. In conclusion, the blue dotted line in Figure 1 indicates the flow direction of
CM current.

The CM noise model resulted from the developed analysis is shown in Figure 2. Here, ZLISN

represents the equivalent resistance of LISN, which could be taken as a 25 Ω resistor in CM noise
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calculation. VN is the noise source, represents the voltage between drain and source of the switch
(namely Vds). ZCg is the impedance of Cg. According to the EMI measurement specification, the length
of the connecting wire between EUT and LISN should be equal to 80 cm. Here, to improve the accuracy
of the noise model, the impedance of the connecting wire is considered and represented as ZW.

 

Figure 2. Common mode (CM) noise model of the conventional boost circuit.

According to the equivalent noise model, the CM noise voltage of CBC could be represented by
Equation (1):

VLISN =
ZLISN

ZLISN + Zw + ZCg
VN (1)

This equation is true in both time and frequency domains, and the calculations in this paper are
performed in a frequency domain.

2.2. Accurate Noise Source Modeling Method

As mentioned in the introduction, the precision of the noise model is largely affected by the noise
source. Thus, plenty of methods have been proposed to obtain the noise source in time or in frequency
domain. In this article, a novel frequency domain modeling method is introduced. The computational
complexity is reduced while the accuracy is guaranteed. Specifically, the switch voltage waveform
during experiment was observed and classified in time domain, and then, the overall spectrum could
be obtained in frequency domain by calculating the Fourier series by parts. The accuracy of the noise
source model is improved remarkably after considering the high frequency ringing.

The general steps for noise source modeling include:
(1) Capture the turning on and turning off waveforms of the switch by the oscilloscope, while

adjusting the appropriate time scale in order to observe the parameters.
(2) Divide the overall waveform into three parts: trapezoid, turn-off ringing, and turn-on ringing.

Extract the necessary parameters for the Fourier transform.
(3) Calculate Fourier series of each component separately and then add them together. Finally, the

overall spectrum could be obtained.
To specify the modeling process, an experimental setup was established according to Figure 1.

Details of the experimental configuration are given in the following section. The key parameters of the
circuit are given in Table 1. In addition, 1nF Y-capacitor was adopted as Cg.

Table 1. Key parameters of CBC.

Parameter Value

Input voltage 12 V

Switch frequency 103 KHz

Duty ratio 0.75

Load 50 Ω
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Figure 3 shows the voltage waveform of switch measured by oscilloscope. The ringing caused by
turn-on and turn-off could be seen clearly from the following magnified images. Note that the turn-on
ringing is quite limited and thus, its effectiveness could be ignored.

Zoom in

 

Figure 3. The experimental voltage waveform of switch measured by oscilloscope.

As the real voltage waveform is an irregular shape, it is difficult to calculate its spectrum directly.
This paper decomposed the switch voltage waveform and the Fourier series could be done in steps.
The corresponding decomposition process of the overall waveform is shown in Figure 4. The overall
waveform is shown at the top of the figure, and it can be divided into the trapezoid component and the
ringing component. This decomposition has reduced the complexity of Fourier transformation and
improved the precision at the same time. The relative parameters are also marked in Figure 4, which
could help to identify the corresponding symbols listed in Table 2.

 

Figure 4. Decomposition diagram of the switch voltage waveform.
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Table 2. Characteristic parameters of the switch voltage waveform.

Parameter Symbol Value

Amplitude of trapezoid Asw 42.3 V

Period of the voltage Tsw 9.7 μs

Switching time period τ 2.47 μs

Rising time tr 70 ns

Falling time tf 29 ns

Duration of the turn-off ringing ton 2.5 μs

Amplitude of the turn-off ringing Ar1 41.5 V

Period of the turn-off ringing Tr1 42.3 ns

According to the mathematical definition [14], the formula for calculating the Fourier series
corresponding to trapezoid could be expressed in Equation (2).

Cn_t = −j
Asw

2πn
e−

jnπ(τ+tr)
Tsw

[
sin c

(
n

tr

Tsw

)
e−

jnπτ
Tsw − sin c

(
n

tf

Tsw

)
e−

jnπτ
Tsw

]
(2)

In order to approximate the experimental waveform, the difference of turn-on time and turn-off
time was also taken into consideration.

Before calculating Fourier series of the ringing waveform, it is better to clarify the corresponding
time-domain expressions. The ringing shown in Figure 4 begins after the switch turns off (t1), and will
last until the switch turns on (t2). Therefore, it could be written as a piecewise function, as is presented
in Equation (3):

Vr(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, 0 < t < t1

Ar1sinωr1(t−tr)

ekr1(t−tr)
, t1 ≤ t < t2

0, t2 ≤ t < T

(3)

According to the definition, the formula for calculating Fourier series can be written as in Equation
(4). Then, the Fourier series of the ringing part can be calculated by substituting Equation (3) into
Equation (4).

Cn_r =
1
T

∫
〈T〉

Vr(t)·e−jnω·dt (4)

Finally, the Fourier coefficient of the overall switch waveform would be expressed as in Equation (5).

Cn = Cn_t + Cn_r (5)

Figure 5 shows the experimental setup for capturing the voltage waveform and measuring the
conducted EMI noise. The connection order is the same with configuration in Figure 1. In addition, the
spectrum analyzer is connected with LISN to receive and analyze the signal, and the PC is used to
display and record the spectra results. The EUT in this article is the conventional boost circuit and the
different balanced boost circuits.
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Figure 5. The experimental setup of conducted noise measurement.

According to Equations (2)–(5) and the measured data, the Fourier series calculation was completed
with Matlab 2015b. Figure 6 shows the noise source spectra comparison between experimental and
calculation results. The calculation results are plotted in the blue line, and the red experimental results
refer to Fast Fourier Transformation (FFT) computed by the oscilloscope. The comparison shows that
the calculation results match the experimental result in all frequency ranges. The high-frequency peak
is caused by the ringing, and this frequency (around 23.5 MHz) agrees with the frequency of ringing
waveform in Figure 3 (Tr1 = 42.3 ns). The effectiveness of this frequency domain modeling method and
the obtained parameters was well verified.

 
Figure 6. The frequency spectra of switch voltage (noise source) comparison between calculation and
measured results.

Furthermore, based on Equation (1), Figure 7 shows the prediction result of CBC by utilizing the
calculated noise source. The experimental result measured by LISN is also given in green. It can be
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observed that the prediction result matches the measurement in the whole frequency band, and this
model is able to predict CM noise with good accuracy.

Figure 7. CM noise spectra comparison of a conventional boost converter (CBC) between prediction
and measured results.

3. Analysis and Modeling of Impedance Balancing Technique

Instead of adding conventional passive or active EMI filters, the impedance balancing technique
could reduce the conducted noise by changing the topology of CBC. The configuration of balanced
boost converter along with LISN is shown in Figure 8. Compared with Figure 1, the power inductor L
was split into two parts (L1 and L2) and another capacitor C2 was placed between the N phase and the
ground. This action changes the path of the noise current without affecting the efficiency of the circuit.

dc

d

s

 

Figure 8. Configuration of the balanced boost converter and LISN.
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3.1. CM Noise Model of Impedance Balanced Boost Circuit

The corresponding CM noise model of balanced boost circuit is shown in Figure 9a. The model
includes the equivalent parallel capacitor (EPC) and equivalent parallel resistor (EPR) of each inductor,
as well asthe equivalent series inductor (ESL) and equivalent series resistor (ESR) of each capacitor.
These parameters may affect the self-resonant frequency and cause impedance unbalancing as well. In
addition, a more simplified model obtained according to the Thevenin theorem is shown in Figure 9b.

(a) (b) 

Figure 9. (a) CM noise model of the impedance balanced boost circuit; (b) simplified CM noise model
by the Thevenin theorem.

VE and ZE in the figure are the equivalent noise source and the equivalent impedance, respectively.
VN is the same with CBC since the driver circuit of the switch is the same with CBC, and the implement
of balancing impedance would not affect the efficiency of the circuit. The relationships between VE, ZE,
VN, and the impedance bridge arms are shown in Equations (6) and (7).

ZE =
ZL1 ZL2

ZL1 + ZL2

+
ZC1ZC2

ZC1 + ZC2

(6)

VE =

(
ZL2

ZL1 + ZL2

− ZC2

ZC1 + ZC2

)
VN (7)

where ZL1, ZL2, ZC1 and ZC2 are the impedance of each arm. Furthermore, the voltage of LISN can be
expressed as in Equation (8), which has a similar form as Equation (1).

VLISN =
ZLISN

ZLISN + Zw + ZE
VE (8)

Specifically, no CM current would flow through LISN if the impedance of each bridge arm could
satisfy the condition in Equation (9):

ZL1

ZL2

=
ZC1

ZC2

= n (9)

where n represents the impedance ratio.
According to the above analysis, the most important step of a balanced circuit is selecting the

appropriate impedance arms and keeping the impedance ratio (n) stable during all the target frequency
bands. The coupled inductor has been previously used in publications due to its smaller size [19–21].
However, unexpected problems have also arisen. Firstly, the coupling coefficient not only affects the
inductance value after decoupling but also imposes specific requirements on the selection of core.
In [19], the toroidal core has been replaced because it is hard to acquire a high coupling coefficient
when the turn ratio is high. Secondly, the parasitic capacitors between the primary side and secondary
side make the route of CM noise propagation really complicated. This component has greatly increased
the difficulty of modeling analysis and may cause poor reduction results at the same time. Therefore,
two isolated inductances were adopted in this paper to prevent these consequences.
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In this article, as the power inductor in the CBC is 500 μH, two 250 μH inductors (L1, L2) and
two 1nF Y-capacitors (C1, C2) were utilized to build the balanced circuit. The magnitude spectra of
impedance bridge arms are shown in Figure 10. The figure shows that both inductors and capacitances
are well matched over the frequency range. The condition of balancing impedance is properly satisfied.

 
Figure 10. Magnitude comparison of bridge arms impedance (ZC1 VS. ZC2 and ZL1 VS. ZL2).

Figure 11 shows the experimental CM noise spectrum of balanced boost circuit, which is plotted
in red. Meanwhile, the green envelope is the CM noise of CBC (same as in Figure 7). By utilizing the
balanced technique, the noise level was well attenuated from 0.5 MHz and upwards. The effect of this
technique is obvious, as much as 40 dB reduction was done at some frequency points. Nevertheless,
the noise peak at low frequency bands degraded the performance. The relative analysis and solution
are given in the following sections.

 
Figure 11. CM noise spectra comparison of balanced impedance circuit.

3.2. Noise Source Evaluation and Noise Spectrum Prediction

As is shown in Figure 11, the CM noise of balanced boost circuit did not dropped to zero, even
if the impedance arms are almost balanced. This means that Equation (7) could not calculate the
equivalent noise source accurately. This error may be caused by the interference of the PCB layout and
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the inevitable mismatch of the impedance. Therefore, this article proposed a novel method to evaluate
the attenuation level of the noise source and give prediction accordingly.

Comparing the voltage of LISN in the CBC and the balanced boost circuits, which are represented
in Equations (1) and (8), respectively, it should be noted that the two formulas have the same form and
the difference is the impedance ZE and ZCg in the denominator. This also means that the first half of
Equations (1) and (8) are the same when ZE equals to ZCg, and then the differences of the two noise
sources can be directly deducted from the CM noise spectra, as shown in Figure 11.

The equivalent impedance of balanced boost circuit ZE could be calculated by Equations (6), or
measured directly. The error between the two results is small. Referring to Equation (6), ZE0 represents
the entire impedance of 250 μH inductors (L1, L2) paralleled with 1 nF capacitors (C1, C2). Figure 12
shows the impedance variation of ZCg and ZE0 through frequency. The ZCg is larger than ZE0 from
0.15 MHz to 0.69 MHz, and then the ZE0 becomes larger from 0.69 MHz.

 
Figure 12. Magnitude spectra comparison between ZE0 (250 μH and 1 nF) and ZCg.

According to Figure 12, it should be noted that ZCg equals ZE0 at the point of 0.69 MHz, where the
noise of balanced circuit is 80 dBμV and the CBC is about 100 dBμV. This spectra difference equals
to 20 dBμV, which means that VN is about 10 times of VE according to the definition. Therefore, this
paper assumed that VE is one-tenth of VN and then substituted other measured impedance values into
Equations (8) for calculation.

The prediction results are plotted in translucent blue in Figure 11 and are basically consistent
with the measured spectrum except for the medium frequency band. This comparison confirms
the hypothesis.

In addition, the resonance frequency of impedance arms could be calculated by Equations (10).

fc =
1

2π
√
(L1//L2)(C1//C2)

(10)

Specially, when L1 and L2 equal to 250 μH, C1 and C2 equal to 1nF, the series resonance of ZE0

happens at 0.37 MHz, which agrees with the noise peak in Figure 10. Therefore, it is necessary to find
corresponding countermeasures to optimize the known impedance balancing technique.

4. Optimized Schemes with Redesigned Impedance Arms

As shown in Figure 11, the noise peak occurs at the resonant frequency; thus, several researchers
have proposed different methods to solve the spike problem. In [17], the authors changed the inductance
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value and added a pF-class capacitor to cooperate with the impedance ratio in Equation (9). However,
this may push the noise spike to the middle or high frequency band. The designing method of the
inductor in [21] achieved satisfactory results, but this result is based on an additional CM choke filter.
As opposed to previous methods, this paper adjusted the values of passive elements to move the
resonance peak out of the conductive frequency range.

As was mentioned in the previous section, a low-frequency peak occurs because of the series
resonance among the four impedance bridge arms. On the other hand, it is hard to further suppress the
equivalent noise source because the impedance arms are well matched, especially at a low frequency.
Thus, the more practical method is to redesign the value of inductors or capacitors. Without changing
the balancing configuration shown in Figure 8. This paper has proposed two alternative schemes to
attenuate the noise peak according to Equations (10). One is increasing the inductor to 1.4 mH and
the other is increasing the value of Y-capacitors to 4.7 nF. The following sections will investigate and
compare the two approaches.

4.1. Balanced Boost Circuit with 1.4 mH Inductors and 1 nF Y-capacitors

After calculation using Equations (10), the inductance should be larger than 1.3 mH if the capacitors
C1 and C2 are kept constant. Here, two1.4mH inductors were utilized to replace the 250 μH inductors.
The experimental results were recorded and drawn with black in Figure 13, compared with the former
balanced boost circuit in red and the green envelope of CBC. These experimental results show that
the proposed balanced scheme with 1.4 mH inductors and 1nF capacitors could attenuate noise level
over all frequency range compared with CBC. Furthermore, the spike at 0.37 MHz was effectively
suppressed. However, the noise at high frequency increased in contrast with the former balanced
boost circuit (250 μH and 1 nF). The valley at 0.8 MHz is due to the self-resonance between the 1.4 mH
inductor and its EPCs.

 
Figure 13. CM noise comparison after replacing the 250 μH inductors with 1.4 mH inductors.

Referring to Equations (6), ZE1 identifies the whole impedance including 1.4 mH inductors and
1nF Y-capacitors. Figure 14 gives its magnitude in black and makes comparison with ZCg in red.
Note that ZE1 equals to ZCg at 0.24 MHz, which means that the noise source attenuation degree
could be speculated quickly With the same analysis method as the one in Section 3. According to
Figure 13, the noise spectra difference around 0.24 MHz reached about 20 dBμV, which indicates that
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the equivalent noise source VE in the optimized scheme was attenuated well compared with CBC.
However, a drawback of this approach is the increased weight and volume of the circuit.

 
Figure 14. Impedance comparison between ZE1 (1.4 mH and 1 nF) and ZCg.

4.2. Balanced Boost Circuit with 250 μH Inductors and 4.7 nF Y-capacitors

Other than using a pair of larger inductors, this scheme utilized greater Y-capacitors to decrease
the series resonant frequency. After calculation, 4.7 nF capacitors were selected to replace the former
1nF capacitors and the other experimental conditions were kept the same.

The CM noise spectra comparison is shown in Figure 15. The purple curve is for the case of an
optimized solution after replacing the 1 nF Y-capacitors with 4.7 nF, the green one is the noise envelope
of CBC, and the red one is for the former balanced circuit boost (250 μH and 1 nF). The comparison
shows that after utilizing the scheme with 4.7 nF capacitors, a low-frequency spike was also moved
out from the frequency band of interest and the CM noise was significantly attenuated. Meanwhile,
at a high frequency, the noise after adopting 4.7 nF capacitors is lower than the former case using
1 nF capacitors.

 
Figure 15. CM noise comparison after replacing the 1 nF Y-capacitors with 4.7 nF Y-capacitors.
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Similarly to ZE1, ZE2 represents the whole bridge impedance of 250 μH inductors and 4.7 nF
Y-capacitors. The comparison between ZE2 (purple) and ZCg (red) is shown in Figure 16. The resonant
frequency of optimized impedance ZE2 was removed to around 0.16 MHz and the performance at
high frequency is almost the same compared to that in Figure 12. At 0.68 MHz, where ZE2 equals
ZCg, about 30 dB reduction was achieved according to Figure 15. Compared with the former balanced
boost circuit (250 μH and 1 nF), the noise source was significantly attenuated and the performance was
improved over the entire frequency range.

 
Figure 16. Impedance comparison between ZE2 (250 μH and 4.7 nF) and ZCg.

There may be some concerns that the greater capacitor may increase the CM current and exceed
relative standards. Figure 17 shows the CM currents comparison between CBC and the optimized
balanced boost circuit (250 μH and 4.7 nF). The results show that with optimized schemes, the CM
current becomes even smaller because the noise source has been effectively attenuated.

 
Figure 17. Experimental CM current waveforms comparison between CBC and optimized impedance
balancing boost converter (250 μH and 4.7 nF).
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In summary, the optimized scheme of changing the capacitors is more effective than replacing
the inductors, which not only considers the attenuation results but also the cost and the difficulty
of implementation.

A comparative investigation between the proposed work and the previously published relevant
arts was carried out and is addressed in Table 3. The comparison reveals the effectiveness and
practicability of the proposed schemes.

Table 3. Comparison of noise optimization effects.

Noise Reduction
Effect

Attenuated the
Resonance Peak?

Required
Additional Filter?

Practicability and
Feasibility

[16] Medium No Yes Medium

[17] Medium No No Medium

[18] Limited No Yes Limited

[19,20] Medium Yes Yes Medium

Proposed work Medium Yes No High

5. Conclusions

Focusing on the noise attenuation with impedance balancing technique, a frequency domain
modeling method and two optimized schemes are introduced in this paper. The accurate noise source
model was extracted by capturing the switch voltage waveform and then calculating its Fourier series.
Furthermore, for both noise source and CM noise of the conventional boost circuit, the accuracy of the
noise model were verified by comparing the prediction results with the experimental measurements.

Then, the impedance balancing technique was adopted to attenuate the noise. Although this
technique is effective to some extent, it suffers from noise spikes and also lacks a model that can
predict the noise quantitatively. In this research, the noise source attenuation degree was evaluated by
combining the noise spectra and impedance information. Furthermore, a quantitative prediction based
on the proposed noise model is provided. A comparison between prediction and experimental results
was conducted and the accuracy of the proposed noise model was practically verified.

Based on the basic impedance balancing configuration and the calculation formula of resonance
frequency, two optimized schemes were proposed to deal with the noise peak in the low-frequency
band. The size of the impedance arms was redesigned and the two schemes were investigated in
different aspects. Finally, the experimental results were presented to demonstrate the analysis. The
contribution of this research is enhancing the feasibility and effectiveness of the known impedance
balancing technique.
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Abstract: The paper deals with the susceptibility to electromagnetic interference (EMI) of battery
management systems (BMSs) for Li-ion and lithium-polymer (LiPo) battery packs employed in
emerging electric and hybrid electric vehicles. A specific test board was developed to experimentally
assess the EMI susceptibility of a BMS front-end integrated circuit by direct power injection (DPI) and
radiated susceptibility measurements in an anechoic chamber. Experimental results are discussed in
reference to the different setup, highlighting the related EMI-induced failure mechanisms observed
during the tests.
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1. Introduction

A greater and greater increase in the amount of electronic devices is expected in new vehicles
to make cars capable of running self-diagnostics and interacting with the surrounding environment.
On-board electronics systems for implementing safety features to reduce the number of accidents
and fatalities on the roads have to properly operate in any operating conditions [1]. Smart power
integrated circuits (ICs) employed in automotive front-end electronics have stringent requirements in
terms of accuracy, even in an electromagnetically polluted environment, where relevant conducted
and radiated interference are generated by the electric powertrain, by on-vehicle electronics and by
mobile phones and/or other information and communication equipment carried by the driver and by
the passengers in the cockpit [1]. Therefore, the susceptibility to electromagnetic interference (EMI) of
smart power electronics and its on-board monitoring and control functions (i.e., thermal shutdown,
current sensors and overvoltage protection) has to be considered. This to prevent malfunctions and
guarantee the correct/expected functioning of the electronic system in any operating conditions [1–6].

Critical safety EMI-induced failures could be also a major threat to the safety in emerging electric
and hybrid electric (EV/HEV) vehicles powered by batteries [7]. A battery management system
(BMS) IC manages the state of charge of the battery pack, protecting it from operating outside its
safe operating conditions [8–13]. Electromagnetic interference can be easily picked up by the long
wires that connect BMS front-end ICs to each other, to the BMS control unit, to the terminals of the
electrochemical cells and to the temperature sensors, which are spatially distributed over the whole
battery pack module [14], and can easily impair the operation of data acquisition circuits [15–18].

Battery packs based on the most advanced lithium-ion (Li-ion) and lithium-polymer (LiPo)
electrochemical technologies are nowadays the only viable options to address the challenging demands
in terms of the electric energy storage and deliverable power per unit mass of electric vehicles
(EVs) and hybrid electric vehicles (HEVs) [19–22]. Unfortunately, unlike lead-acid batteries and
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other more conventional electrochemical accumulators, Li-ion and LiPo cells can be permanently
damaged and can also originate life-threatening hazards such as fires and explosions in the event
of overdischarging, overcharging and/or overtemperature operation [21–23]. An electronic battery
management system (BMS), which quickly detects the onset of dangerous conditions and takes the
appropriate countermeasures to avoid hazards, is therefore necessary to safely operate Li-ion and LiPo
cells in vehicles [21–23]. A BMS, which is schematically depicted in Figure 1, typically includes several
front-end modules that acquire critical cell information, such as terminal voltages and temperatures,
and a digital control unit that runs specific control and management algorithms.

Battery Pack

Li-Ion Cells

BMS
Control

Unit

V+

V-

BMS
Control

Unit

CAN Bus

Li-Ion Cells

Li-Ion Cells Li-Ion Cells Li-Ion Cells

BMS
Front-end

BMS
Front-end

BMS
Front-end

BMS
Front-end

BMS
Front-end

Safety
switch

Data/CTRL Bus

Figure 1. Architecture of a battery management system (BMS) for EV/HEV applications.

The typical BMS application scenario in Figure 1 and the EMI susceptibility issues of BMS systems
for electric vehicles are addressed in this paper on the basis of the results of direct power injection
(DPI) tests (IEC-62132-4 standard [24,25]) and radiated susceptibility tests (ISO11452-2 standard [26])
on a commercial smart power IC, widely employed as a BMS front-end in EV/HEV applications.
In particular, the specific susceptibility level of the main IC pins and their different EMI-induced failure
mechanisms were observed. The effectiveness of filtering techniques that can be adopted to enhance
the immunity to EMI of a BMS, is also discussed.

The paper is organized as follows: in Section 2, the BMS IC is presented, and the printed circuit
board (PCB) developed to perform EMC tests is introduced; in Section 3 the test bench and the test
procedure adopted for DPI measurements are described. DPI test results are presented in Section 4
and discussed in Section 5. The results of radiated susceptibility measurements are presented in
Section 6 and compared to the DPI tests in Section 7, and finally, in Section 8, some concluding remarks
are drawn.

2. The BMS Front-End for the Tests

In order to investigate the susceptibility to EMI of a BMS for electric vehicles and perform the
related conducted (DPI) and radiated (in anechoic chamber) tests, a PCB was specifically designed,
and it is described in this Section.
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2.1. BMS Front-End IC Structure and Operation

The simplified block diagram of the BMS front-end IC, which is considered in what follows
as the device under test (DUT), is reported in the pink box of Figure 2. Such an IC is designed to
monitor the terminal voltages of up to twelve series-connected electrochemical cells using a 12-bit
analog-to-digital converter (ADC). To that end, the IC includes 12 cell input pins, internally connected
to the ADC’s differential input by a 12-channel, isolated, high-voltage analog multiplexer to measure
the (differential) voltages across each of twelve series-connected cells, whose common-mode voltage
can be up to 50 V with respect to the IC reference.
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Figure 2. Simplified schematic diagram of the BMS integrated circuit (IC) direct power injection (DPI)
test board.

The same IC can be also exploited for cell temperature measurements by using external negative
temperature coefficient (NTC) sensors and including power drivers suitable for performing passive
Li-ion cell voltage equalization. These functions have not been considered the susceptibility assessment
and will not be mentioned hereafter.

The IC is designed to be operated by an external BMS control unit via a serial peripheral interface
(SPI), through which acquired data can also be retrieved. The same SPI interface can be employed
to connect the BMS IC to N similar devices in a daisy chain structure, as shown in Figure 1, so as to
monitor up to 12N cells, addressing the requirements of high voltage battery packs including 100 or
more series-connected cells. The frame of the specific SPI protocol implemented in the DUT includes a
packet error code (PEC), by which SPI bus errors can be detected on the basis of the received data.

The IC operates from a DC supply voltage ranging from 10 V up to 55 V, which can be obtained
either from the electrochemical cells to be monitored or from an external isolated DC/DC converter,
and includes an internal voltage reference for the ADC and a 5 V linear voltage regulator to supply the
low voltage analog and digital circuitry.

2.2. DPI Test Board

Firstly, the susceptibility to EMI of the DUT has been tested by the DPI method [24,25]. The dual
layer PCB reported in Figure 2 has been designed to inject RF power into the IC pins which are
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connected to the external wires. These possibly long wires are likely to collect a relevant amount of
EMI in a realistic EV/HEV application. Two DPI injection points are established to superimpose an RF
power into a couple of cell input pins and into the SPI pins of the IC, as depicted in Figure 2.

The cell input injection point includes an SMA connector and two RF coupling networks (each
made up of a 6.8 nF capacitor and a 6 μH inductor), designed so as to inject RF power onto the cell
input pins connected to the positive and to the negative terminals of cell #6 in the stack, as depicted
in Figure 2. A differential RF injection on a single cell input pin (cell #6 plus in Figure 2) can be
performed by connecting only the injection capacitor C+

inj to the signal terminal of the SMA connector.
A common-mode injection can be performed by connecting both the injection capacitors C+

inj and C−
inj

to the SMA signal line.
Figure 2 shows how the cell input injection points include an SMA connector and two RF coupling

networks (each made up of a 1 nF CHECK capacitor and a 6 μH inductor). Two RC filters with
R = 100 Ω, C = 100 nF implemented using 0603 SMD components (sketched in the yellow area)
are mounted on the PCB immediately before the IC pins. The SPI injection point includes an SMA
connector and four RF coupling networks (each made up of a 1 nF capacitor and a 6 μH inductor),
designed to perform DPI on all the SPI inputs at the same time, or alternatively, on a single SPI line.

3. Direct Power Injection Tests

The failure criteria considered in the DPI tests are stated along with the reasoning in this section.

3.1. DPI Test Bench

The PCB in Figure 2 has been employed to perform the DPI method according the setup in
Figure 3. The DUT is operated from an external 20V power supply and the cell inputs of the DUT
are connected to six series-connected commercial nickel metal hydride (NiMH) cells mounted on a
separate board and tied to the DUT cell inputs by twisted wires. The current flowing through the cells
during the DPI test is monitored by an amper meter, as shown in Figure 3.

The SPI lines of the DUT are connected to an automotive microcontroller evaluation board, which
acts as the BMS control unit shown in Figure 1. Such a BMS control unit includes a controller area
network (CAN) bus interface that is connected to a personal computer (PC) via a Vector CANCaseXL
dongle. The microcontroller on the BMS control unit is programmed so as to forward the data content
of the CAN packets with a specific identifier (ID) to the DUT SPI, and to send back to the CAN bus,
with a different ID, the data retrieved from the DUT SPI during the same transaction. In this way,
the DUT can be fully operated and monitored from the PC via the CAN bus. The CAN bus and the
measurement instruments are managed by Matlab. The BMS IC is configured to be initialized, start the
ADC conversion and read the register.
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Figure 3. Direct power injection. Experimental test setup.

The continuous wave (CW) RF power injection is performed by means of an RF source connected
to a 10 W RF power amplifier with a 1 MHz to 2 GHz bandwidth. The output of the power amplifier
is fed to the injection points of the test board through a −20 dB directional coupler, whose forward
and reverse coupled ports are connected to an RF power meter so as to monitor the incident and the
reflected power. The RF source, the amper meter and the RF power meter are connected to the same
PC employed to control the DUT via a general purpose interface bus (GPIB) dongle. Both the CAN
bus and the GPIB are fully controlled by the PC in the Matlab environment.

3.2. DPI Test Procedure

During DPI tests, the DUT is operated from the PC in Figure 3 so as to periodically acquire the
voltages of all the cells in the battery pack. The acquired data are then retrieved from the DUT SPI
by the BMS control unit and forwarded to the PC via the CAN bus, together with the corresponding
SPI PEC code. The same operations are first performed without injecting RF power (i.e., with the RF
source in Figure 3 off) and then while injecting RF power at a given test frequency. The data retrieved
from the DUT, with and without EMI injection, are finally compared and an EMI-induced failure is
recorded if one of the following conditions occurs:

1. An SPI transmission error is detected (i.e., the received PEC is not consistent with the received
data);

2. An EMI-induced offset in the cell voltages acquired with RF injection exceeding an error threshold
VT is detected.

Taking into account of the accuracy level that is required to safely manage Li-ion cells [23], and
the declared maximum error of the IC, an error threshold VT = 10 mV is considered in this paper.

Considering the above failure criteria, DPI tests have been performed for each test frequency
in the 1 MHz to 2 GHz bandwidth by increasing the injected RF incident power until a failure is
detected. Notice that the IEC 62132-4 frequency bandwidth (1 MHz–1 GHz) has been extended to
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2 GHz to include the 1.8 GHz frequency, widely employed in wireless communications. The minimum
RF incident power giving rise to the failure is then reported as the DPI immunity level at the test
frequency. If no failure is detected at the maximum test incident power Pmax = 37 dBm, no immunity
level indication is reported. The results of DPI tests performed according with the above procedure are
presented in the next Section.

4. DPI Experimental Results

The DPI immunity tests on the DUT cell inputs and SPI injection points in Figure 2 are reported
in this Section. The different failure mechanisms observed are highlighted and the effectiveness of
PCB level filtering on cell inputs is discussed.

4.1. Injection of Cell Inputs

The EMI robustness of the DUT undergoing DPI on the cell input injection point is considered
comparing a differential (DM) excitation and a common-mode (CM) one. Differential (DM) excitation
is performed by connecting only the injection capacitor C+

inj to the signal terminal of the SMA connector
in Figure 2. Common-mode (CM) excitation is performed by connecting both the injection capacitors
C+

inj and C−
inj to the SMA signal line. Both the tests have been repeated without the RC filters in Figure 2

(i.e., using 0 Ω 0603 SMD resistors and not mounting the filter capacitors) and with the 100 Ω–100 nF
RC filters prescribed by the IC manufacturer.

The respective measurement results are reported in Figure 4. The DPI immunity level of the DUT
without filters is very similar for CM and DM injection and it is mostly in the range of 5–15 dBm over
the 1 MHz to 1 GHz bandwidth. A very high susceptibility to EMI (immunity level of less than 0 dBm)
can be observed at 16 MHz and harmonic frequencies, which are likely to be related with the internal
clock frequency of the sigma-delta converter built-in the BMS IC. As such, EMI-induced failures do not
seem to be specifically related to EMI superimposed onto the differential cell voltage to be acquired,
but rather to other mechanisms involving the RF voltage between each test pin and the IC reference
(ground) voltage.

The presence of RC filters provides a significant immunity enhancement in the 20–600 MHz band
(a single failure is experienced at 150 MHz at the 37 dBm test level), whereas their effectiveness is lower
above 600 MHz. This can be explained by considering that the impedance of the 0603, 100 nF capacitor
of the filter, dominated above 20 MHz by the parasitic inductance ESL � 1 nH, in series with the PCB
track and via inductance (Ltrack � 1 nH and Lvia � 1 nH), gives rise to a parallel resonance with the
input capacitance of the BMS IC (CIN � 15 pF from S-parameters measurements) at a frequency:

f0 =
1

2π
√
(ESL + Ltrack + Lvia)CIN

� 700 MHz. (1)

Close to this frequency, the actual impedance of the parallel element of the RC filter (capacitor C
and parasitics) is very high and its filtering effectiveness is therefore impaired.
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Figure 4. Measured immunity level (expressed in terms of RF incident power) for DPI on the cell input
pins: differential (DM) and common-mode (CM) injection, with and without RC 100 Ω, 100 nF RC
filters in Figure 2.

4.1.1. Test Port Voltage Estimation

To gain further insights into the intrinsic susceptibility level of the IC and the effectiveness of the
filters, the peak RF voltage at the test board injection port giving rise to the failures reported in Figure 4
has been estimated on the basis of the reflection coefficient Γ at the test board injection port, measured
by a calibrated vector network analyzer (VNA). Taking into account that the peak RF voltage at the
test port Vrf can be expressed in terms of the RF incident power Pinc as

Vrf = |1 + Γ|
√

2RGPinc, (2)

where RG = 50 Ω is the reference port resistance, the incident power immunity levels have been
translated into the corresponding test port voltages in Figure 5. On this basis, it can noticed that an
injected RF voltage with a peak amplitude even lower than 1 V (lower than 0.5 in the worst case) is
sufficient to induce a failure in the BMS IC without filters. Moreover, by comparing the failure levels
in Figure 4, expressed in terms of incident power, and the results in Figure 5, expressed in terms of
injection port voltage, it can be appreciated that the immunity enhancement brought by the filters in
the 800 MHz to 2 GHz range is much lower if expressed in terms of the injection port voltage than in
terms of incident power, and both the filtered and the unfiltered ICs undergo a failure for an injected
EMI peak amplitude of about 3 V.
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Figure 5. Total RF voltage induced at the DPI injection port corresponding to the DPI immunity levels
in Figure 4.

4.1.2. Failure Mechanisms

During EMI induced failures reported in Figure 4, no SPI communication failure (inconsistent
PEC) was reported when performing DPI injection on the cell inputs. In all cases, in fact, failures
events were related to an EMI-induced offset exceeding 10 mV in the cell voltage readings. Such an
offset voltage, defined for each cell i as

VOFF,i = VADC,i,EMI − VADC,i (3)

where VADC,i,EMI is the i-th cell voltage acquired by the DUT while injecting an RF power corresponding
to the immunity level in Figure 4, and VADC,i is the voltage of the same cell acquired by the DUT
without RF power injection, is plotted for each cell in Figure 6 for the unfiltered IC, and in Figure 7 for
the IC including RC filters. In both cases, DM injection is considered.

Figure 6 shows how that failures up to about 300 MHz are related to an EMI-induced offset
exceeding 10 mV in the acquired voltage of cell #6; i.e., on the cell on which DPI is performed. On the
contrary, for EMI frequencies above 300 MHz, all the acquired cell voltages show a similar offset. Such
a behavior can be related to the direct propagation of EMI to the internal ADC and/or to its reference
voltage source.
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Figure 6. EMI-induced offset in the cell voltage readings obtained in accordance with DPI failure levels
of Figure 4 (DM injection performed on the 6th cell positive terminal, without RC filters).

Wrong
readings

Figure 7. EMI-induced offset in the cell voltage readings obtained in accordance with DPI failures level
of Figure 4 (DM injection performed on the 6th cell positive terminal, with RC filters).

Figure 7 shows a different failure mechanism for the filtered device undergoing RF DPI in the 8–12
MHz band (reported as a wrong reading gray area). In this case, injected EMI gives rise to completely
wrong ADC readings, corresponding to the maximum or to the minimum values of the ADC range.
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At lower and higher frequencies the failure mechanisms related to the offset presence are observed.
Similar results have been obtained performing CM injection.

Finally, the DC current delivered by the battery pack and measured by the DC amper meter (see
Figure 3) in accordance with the DPI failure levels shown in Figure 4, is plotted in Figure 8 for DM
DPI performed without (a) and with (b) the RC input filters in Figure 2. Notice that such a current
does not include the DC current sunk by the IC for its operation, and no external load is connected to
the cells. Figure 8 shows how such a DC current delivered by the battery pack in accordance with the
DPI failure levels, (whose measured value without EMI is about 170 μA), can be significative of being
affected by the injected disturbances if the RC filters are not included, reaching 6 mA for a 40 MHz
EMI injection frequency. It is interesting to observe that the measured DC current is negative (current
delivered to the battery pack) for most EMI injection frequencies.

Figure 8. DC current absorbed from the battery pack by the BMS IC cell inputs in accordance with DPI
failures levels in Figure 4 for DM injection performed on the 6th, without (a) and with (b) the RC filters.

4.2. SPI Injection

The immunity level of the DUT undergoing DPI on the SPI injection point in Figure 2 has also
been investigated. Figure 9 reports measurement results for RF injections performed on the four SPI
lines at the same time and injection performed on the SCK (serial clock) SPI line only. The respective
total RF induced voltage at the same pins is reported in Figure 10. In the first case the four SPI injection
capacitors to the signal terminal of the SMA connector in Figure 2 are all connected. In the latter case,
only one injection capacitor between the signal terminal of the SMA connector in Figure 2 and the SCK
pin of the IC is mounted on the PCB.
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Figure 9. Measured immunity level for DPI on the SPI input pins: simultaneous injection on the four
SPI lines and injection on the single SCLK line.

Figure 10. Total RF voltage induced at the SPI input pins: simultaneous injection on the four SPI lines
and injection on the single SCLK line.
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Failure Mechanisms

By comparing the immunity level reported in Figure 9 for the SPI injection with the immunity
level reported in Figure 4 for cell inputs injection, it can be highlighted that the immunity level for SPI
injection is lower than the immunity level of the unfiltered cell inputs. This is a serious concern, since
the EMI immunity for SPI injection cannot be improved by filtering [16] because EMI filters would
give rise to an unacceptable degradation of nominal digital waveforms.

An analysis of the mechanisms giving rise to EMI-induced failures when DPI is performed on
SPI lines has been carried out on the basis of the data retrieved during the DPI tests, in analogy to
what was discussed in Section 4.1.2. Based on these data, failures below 100 MHz are related, as one
could expect, to errors in the SPI transmission detected by checking the PEC code. At higher frequency,
however, EMI failures for SPI injection are related to an offset in the acquired cell voltages, equal for
all the six cells, as shown in Figure 11. Such a behavior, which is similar to what was highlighted for
DPI on the cell inputs in the high frequency range (Figure 6), can be related to EMI propagation inside
the DUT to the internal ADC and/or to its reference voltage source.

Figure 11. EMI-induced offset in the cell voltage readings obtained in accordance with failure levels of
Figure 9 above 50 MHz (simultaneous injection on the four SPI pins).

5. Discussion: DPI Tests

DPI measurements have been performed in the bandwidth 1 MHz to 2 GHz up to a maximum
incident power of 37 dBm on a commercial BMS. A test board has been specifically designed
and fabricated in order to perform DPI in compliance with IEC 62132-4. In particular, DPI has
been performed:

• On the cell monitoring inputs of the BMS IC connected to the top cell in the stack to be monitored
(DM and CM injection), with and without RC low-pass filters recommended by the manufacturer;

• On the SPI lines.

During the tests, the following malfunctions in the operation of the BMS IC have been reported:

• Offset in the acquired cell voltages (considering that the target accuracy level of the IC an offset
exceeding 10 mV has been considered as a failure);

• SPI communication failures (PEC failure and/or communication impaired).
• An increase in the current absorption from the power supply.
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Offsets in acquired cell voltages have been reported both by DPI on the cell monitoring inputs and
on the SPI communication lines. For what concerns cell monitoring input injection, an offset voltage
has been reported for the cell undergoing injection, but also for other cells, depending on frequency.
Communication failures have been reported for DPI in the communication lines only.

For what concerns DPI on cell monitoring inputs without the RC filters, a DPI immunity level
from 5dBm to 15dBm has been reported up to 1 GHz. No substantial difference can be noticed for
CM and DM injection. For what concerns DPI on cell monitoring inputs with the RC filters, a DPI
immunity level exceeding the test level of 37 dBm has been reported for most frequencies above 5 MHz.
Nonetheless, an immunity level as low as 20 dBm (for DM injection) has been reported in a frequency
band around 700 MHz, in accordance with the parallel resonance of the filter capacitor (which is
operating above its self-resonant frequency and shows an inductive impedance) and PCB parasitics.
When filters were mounted, a slightly higher immunity level was measured for CM rather than for
DM injection.

For what concerns DPI on SPI lines, a DPI immunity level lower than 5 dBm has been measured
both at low frequency (<30 MHz) and in the bandwidth 700 MHz to 1 GHz. A slightly worse behavior
has been reported for simultaneous injection on all the four SPI lines at the same time, rather than for
injection performed on a single line. It is worth noting that unlike cells inputs, SPI communication lines
cannot be filtered in order to avoid unacceptable degradation of the digital signal to be transmitted.

On the basis of the results of DPI tests, it can be observed that the immunity level of the BMS IC
can be severely limited by its susceptibility to EMI superimposed onto the SPI line inputs.

6. Radiated Susceptibility Tests

In order to further investigate the BMS IC susceptibility, radiated EMI tests of a BMS IC have
been performed in anechoic chamber in compliance with ISO11452-2 [26]. The DPI injection networks
have been removed and the EMI filters on the cell inputs prescribed by the manufacturer have been
included. The antenna has been placed both in front of the DUT and the cable harness. The DUT is
located inside an anechoic chamber over a metal plane and it is remotely controlled and monitored
by means of optical links. A sketch of the measurement setup is reported in Figure 12. The two
terminals of the battery pack, monitored by the BMS, are connected through a 1.5 m-long cable to two
LISNs. According to [26], the operation of the DUT has been tested radiating the DUT with a 200 V/m
incident EM field, a typical test level for safety critical automotive applications, in the 200 MHz–1.4
GHz bandwidth, considering both horizontal and vertical polarization.

Figure 12 shows the radiated test setup with the antenna placed in front of the equipment under
test (EUT corresponds to the PCB with the DUT and the battery pack). Referring to the this test
setup, the EMI-induced wrong readings (area in gray) and the offset in the cell voltage readings in
the anechoic chamber for vertical an horizontal polarizations are reported respectively in Figures 13
and 14. Both for vertical and horizontal polarization, the radiated field gives rise to completely wrong
ADC readings, corresponding to the maximum or to the minimum values of the ADC range for a
frequency lower than 400 MHz in the gray area in both Figures 13 and 14). The same phenomena
are also observed in the range 850–950 MHz for horizontal polarization. Moreover, the results of
radiated tests in Figures 13 and 14 highlight an EMI-induced offset in the acquired voltages in the
range 650–900 MHz.
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Figure 12. Radiated susceptibility test setup. Antenna in front of the equipment under test (EUT).

Figure 13. EMI-induced offset in the cell voltage readings. Antenna in front of the EUT (Figure 12).
Vertical polarization.
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Figure 14. EMI-induced offset in the cell voltage readings. Antenna in front of the EUT (Figure 12).
Horizontal polarization.

The same measurements have been repeated by moving the antenna in front of the cable, obtaining
a similar phenomena. The respective wrong readings and EMI-induced offsets in the cell voltage
readings in the anechoic chamber for vertical and horizontal polarizations are reported respectively in
Figures 15 and 16.

Figure 15. EMI-induced offset in the cell voltage readings. Antenna in front of the cable. Vertical
polarization.
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Figure 16. EMI-induced offset in the cell voltage readings. Antenna in front of the cable. Horizontal
polarization.

7. Discussion: DPI vs. Radiated Immunity Tests

The radiated susceptibility measurements performed in compliance with ISO 11425-2 [26] aimed
for establishing a correlation between the EMC performance of the BMS IC, previously assessed by
the DPI method, and the susceptibility to EMI of a realistic BMS system IC. For a direct comparison,
Figure 17 reports the immunity level measured by DPI tests on cell inputs (Figure 4)—its respective
peak value in volts (from Figure 5)—and on the SPI lines (Figure 9); see Figure 17a–c respectively.
Moreover, see the EMI-induced offsets in acquired cell voltages measured during radiated susceptibility
tests in Figure 17d,e—for vertical and horizontal polarizations with the antenna placed in front of the
EUT, respectively.

To obtain an approximate relation between DPI immunity level and radiated field strength, it has
been observed that the failure threshold considered in DPI tests (EMI-induced offset in acquired cell
voltages equal to 10 mV) has been reached irradiating the EUT in the bandwidth from 600 to 900 MHz
by a vertically polarized E field Ev = 100 V/m, which approximately induces a CM voltage on the
BMS PCB lines connected to the cell inputs with a peak amplitude

Vcm =
∫ h

0
Ez(z)dz � Ev · h = 8.5 V, (4)

where h = 8.5 cm is the height of the harness connecting the BMS to the cells with respect to
the ground plane. The EMI amplitude estimated by (4) is consistent with the results of the DPI
immunity test reported in dBm and in volts as EMI peak amplitudes, respectively, in Figure 17a,b.
In fact, in the bandwidth around 700 MHz where the effectiveness of RC filters is impaired by the
resonance highlighted in (1), the EMI immunity level both for CM and DM injections is similar to that
defined in (4).
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Figure 17. (a) Measured immunity level for DPI on the cell input pins: differential (DM) and
common-mode (CM) injection, with 100 Ω, 100 nF RC filters in Figure 2, and (b) respective EMI
peak amplitudes. (c) Measured immunity level for DPI on the four SPI lines. (d) EMI-induced offset in
the acquired cell voltages, E = 200 V/m. Vertical polarization. (e) EMI-induced offset in the acquired
cell voltages, E = 200 V/m, horizontal polarization.

Considering the significant differences of the injection mechanisms and of the test setup in DPI
and radiated tests, further considerations on the correlation between IC-level DPI test results and
system-level radiated immunity tests are difficult to be established and are also scarcely significant,
since the results of radiated tests could be strongly influenced by the actual structure of the battery pack,
including the BMS, which, in real applications, could be rather different with respect to the prototype
considered in our investigation. Nonetheless, the same failure mechanisms (offset in acquired cell
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voltages and SPI communication failures) and the same critical EMI bandwidth highlighted during
DPI tests have been found in system level tests.

In particular, an offset voltage of 10 mV, corresponding to the susceptibility level considered in
DPI tests, has been observed by irradiating the system with an antenna placed in front of the EUT with
a vertical polarization for a test frequency from 600–900 MHz. Considering that the board undergoing
radiated tests includes the RC filters, such results are consistent with the results of DPI according to
which the immunity of the EUT is particularly critical in the bandwidth around 700 MHz, where an
immunity level of about 20 dBm was reported.

8. Conclusions

The susceptibility to EMI of a BMS front-end IC for EVs and HEVs has been investigated in this
paper by DPI tests performed according with IEC 62132-4. On the basis of the experimental results,
it has been highlighted that the BMS IC under test can be significantly susceptible to EMI injected on
its cell input terminals and on its digital communication (SPI) lines. For what concerns cell inputs
injection, in particular, it has been observed that low pass RC filtering can be effective at improving the
immunity to EMI of the DUT in the 10–600 MHz bandwidth, but its effectiveness is reduced above
600 MHz. On the other hand, the susceptibility to EMI applied on the SPI input lines, which cannot be
filtered, is likely to be a major concern for the specific application. Finally, the different mechanisms
giving rise to EMI induced failures of the specific DUT have been highlighted. Depending on the EMI
frequency and on the injection points, an EMI-induced offset in the cell readings, SPI failures and
completely wrong acquired values have been reported. An abnormal current absorbtion from the cells
while performing DPI has also been observed.

The immunity to EMI of the same BMS system has been addressed even by radiated susceptibility
measurements performed in compliance with ISO 11425-2 to establish a correlation between the EMC
performance of the BMS IC, previously assessed by the DPI method, and the susceptibility to EMI of a
realistic BMS system based on the same IC. During the radiated tests, which have been performed
for a field strength of 200 V/m, the same failure mechanisms highlighted during DPI tests have been
observed (offset in acquired cell voltages and SPI communication failures).
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Abstract: Measurements in commercial devices demonstrate a considerable susceptibility of the
operational amplifiers to the electromagnetic interferences coupled to their output pin. This paper
investigates some basic architectures starting from single stage amplifiers up to a whole operational
amplifier. The result is a correlation between the different amplifier configurations, the output
impedance and the susceptibility to the interferences. The simulations are perfomed by using the
standard CMOS UMC 180nm technology and by running the netlist of the schematics extracted from
the layout.

Keywords: Electromagnetic Interferences; Amplifiers; CMOS integrated circuits; susceptibility of the
output pin

1. Introduction

The assessment of IC immunity to EMI is presently compulsory for many applications, because,
thanks to the progress of VLSI, electronics is ubiquitous. It is evident in the following industries:
computing, communication, manufacturing, transport, entertainment, business, health. We can find
ICs nearly everywhere: in computers (of course), in cellphones, watches, medical devices, cars....
Moreover, in recent years, raises serious preoccupations on the vulnerability of electronic equipment to
intentional EMI attacks [1–5]: sources capable of producing very high RF power over a wide frequency
range are, indeed, presently easily available or even home-made manufacturable. In general, as shown
in Figures 1 and 2, Electromagnetic Compatibility issues can be divided into two parts: emissions and
susceptibility. Both of them should be as low as possible. This paper will focus on susceptibility, in
particular of the analog ICs to conducted interferences. Due to the small dimensions of Integrated
Circuits indeed, susceptibility and emission via conduction are more important than via radiation.
The susceptibility of analog integrated circuits to conducted EMI has been modelled and verified with
simulations as well as experimentally in several works, and analytical models predicting high-power
EMI effects in CMOS operational amplifiers and offering a good matching with experimental results
have been presented in [6]. On the other hand, the exact repercussion of electromagnetic interference
(EMI), which is injected conductively into arbitrary pins of an integrated circuit (IC), is very hard
to predict owing to the fact that all the existing coupling paths need to be taken into account [7].
Several works can be found in the literature, describing the susceptibility of analog ICs, as these are
more sensitive to EMI. Most of this research focuses on operational amplifiers and other widely used
analog blocks, such as for example voltage references, because of their high sensitivity to EMI and their
prevalence in electronic circuits [8–15]. The EMI signals are considered directly injected into the gate of
the differential pair or into the power supply pins (Vdd and Vss). On the other hand, all the pins can be
a possible injection point as demonstrated, for example in [16], where the susceptibility of a bulk-driven
CMOS amplifier is investigated by injecting the interferences into the bulk pin. Moreover, the direct
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injection of the interferences is not the only path available for the EMI. Indeed in [17], the interferences
reach the IC (a Local Interconnect Network (LIN) integrated output driver) by means of a parasitic
capacitive coupling between the output pin and the conductive ground plane. The unwanted RF
signals may indeed be transmitted through the copper plane, often shared with other analog, digital or
mixed ICs, and can be capacitively coupled to all the pins, including the output one [18–20].

Figure 1. EMC issues.

Figure 2. Possible coupling mechanisms for EMI attack.

Precisesly, the susceptibility of the Operational Amplifiers to the Electromagnetic Interferences
capacitively coupled to the ouput pin has been demonstrated in recent works [18–20], involving both
commercial amplifiers and custom CMOS integrated ones. The results show a considerable
vulnerability and exacerbate the scenario of EMI pollution. Moreover, it follows that the PCB ground
plane, commonly shared with other analog, digital or mixed-signal circuits, can be a critical point of
EMI pickup and injection. For the sake of clarity, the most relevant measurement results, provided
by the literature [18,19], are plotted in Figures 3–8. The first four graphics show the EMI induced
offset in well-known commercial amplifiers (ua741, OPA705, NE5534 and ICL7611). We can see that
regardless the techonology and the architecture of the amplifiers (bipolar, CMOS or BiCMOS), they are
all suscpetible to the interferences coupled to the output pin. Also, the offset is very high around
the hundreds of MHz and it depends on the amplitude of the interferences. The second couple of
figures refers to some commercial voltage references. They are very sensible to the EMI coupled to the
output pin.
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Figure 3. EMI induced offset in ua741: interferences coupled to the output pin.

Figure 4. EMI induced offset in OPA705: interferences coupled to the output pin.
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Figure 5. EMI induced offset in NE5534: interferences coupled to the output pin.

Figure 6. EMI induced offset in ICL7611: interferences coupled to the output pin.
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Figure 7. EMI induced offset in series voltage references: interferences coupled to the output pin.

Figure 8. EMI induced offset in shunt voltage references: interferences coupled to the output pin.

Therefore, it is of paramount importance to deeply understand the reason of the susceptibility,
the possible injection paths and the differences between the amplifier configurations. This paper
has been organized as follows. In the second section, an overview about the simulation settings,
the amplifier configurations and the transistors sizing will be provided; in the following section,
a single stage common source amplifier will be studied when subjected to the EMI coupled to its
output node (i.e., the drain terminal); in the fourth, fifth and sixth sections the same will be done for
the other simple topologies (common gate, common drain and cascode, respectively); in Section 7
a two stages differential input Miller amplifier will be analyzed both in open loop and closed loop
configurations. Finally, in Section 8, the discussion of the main results will be drawn and Section 9
concludes the paper.

2. Definition of the Simulation Settings

To reproduce the EMI pollution coming from the PCB, or from a generic ground plane or from
close high-frequencies signal traces, an ideal sinusoidal voltage source is connected to the output pin
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of the generic amplifier, by means of an ideal capacitor, representing the capacitive coupling. A few
picofarad forms a realistic value of the parasitic capacitance between a middle length trace and the
PCB ground plane, as stated in [21–23]. The amplifiers are designed in a standard CMOS technology
(the UMC 180nm) and the simulations are performed using the software Virtuoso, developed by
Cadence, and, in particular, the Analog Design Environment (ADE) tool. In this way, the investigation
of the EMI effect can be carried out with the biggest flexibility. Indeed, the sizing of the transistors can
be easy changed, all the possible configuration of the amplifier can be simulated and the effect of the
amplitude and the frequency of the interferences can be easy checked. The experimental measurements
offer more eminent and complete results, but in this technology the simulations and the measurements
of susceptibility fit rather well, Ref. [18,20,24]. Moreover, the simulations (if well supported by the
transistor models) are a powerful instrument to understand the possible reasons of the suscepetibility.
They indeed allow changing the conditions, the sizing, the settings, and so on..., and allow analyzing
the effect of every change individually. Here, a list of the amplifier stages subjected to the interferences
is briefly depicted. The DC and AC parameters and the transistors sizing are summarized in the
following tables. The details on the circuit architectures, the schematics and the behavior of the
amplifiers when subjected to the EMI are, instead, discussed in the corresponding sections. Table
1 refers to the common source stage shown in Figure 9; Table 2 summarizes the parameters of the
common drain stage shown in Figure 10; in Table 3 the parameters of the cascode stage shown in
Figure 11 are listed.

Table 1. DC and AC parameters and Transistor Sizing of the Common Source Stage.

DC Biasing and AC Parameters Components Sizing

Common Source with R VbiasN = 500 mV, 16 dB gain W = 20 μm, L = 1 μm
(passive load) 1.5 MHz cut-off freq., 11 MHz GBW R = 10 kΩ

Common Source with PMOS VbiasN = 500 mV, VbiasP = 1 V, 35 dB gain Wn = 20 μm, Ln = 1 μm
(active load) 180 kHz cut-off freq., 10 MHz GBW Wp = 20 μm, Lp = 1 μm

Table 2. DC and AC parameters and Transistor Sizing of the Common Drain Stage.

DC Biasing and AC Parameters Components Sizing

Common Drain with R VbiasN = 1.2 V, −1dB gain W = 20 μm, L = 1 μm
(passive load) 13 MHz cut-off freq. R = 10 kΩ

Common Drain with NMOS VbiasN = 1.2 and VbiasN2 = 500 mV, 0 dB gain Wn = 20 μm, Ln = 1 μm
(active load) 9.6 MHz cut-off freq. Wn2 = 20 μm, Ln2 = 1 μm

Table 3. DC and AC parameters and Transistor Sizing of the Cascode Stage.

DC Biasing and AC Parameters Components Sizing

Cascode with R VbiasN1 = 0.5 V, VbiasN2 = 1 V, 16 dB gain Wn1,2 = 20 μm, Ln1,2 = 1 μm
(passive load) 1.5 MHz cut-off freq., 10 MHz GBW R = 10 kΩ

Common Drain with NMOS VbiasN1 = 0.5 V, VbiasN2 = 1 V, VbiasP = 1.015 V Wn1,2 = 20 μm, Ln1,2 = 1 μm
(active load) 45 dB gain, 0.6 MHz cut-off freq., 10 MHz GBW Wp = 20 μm, Lp = 1 μm
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Figure 9. Schematics of the common source stage, with passive (A) and active (B) load respectively.

Figure 10. Schematics of the common drain stage, with passive (A) and active (B) load respectively.

Figure 11. Schematics of the cascode stage, with passive (A) and active (B) load respectively.

3. Susceptibility of the Common Source Stage

As a first step, a common source stage (CS) is investigated. The CS amplifier is based on a
NMOS transistor, designed in the standard CMOS UMC (United Microelectronics Corporation) 180 nm
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technology; it is a N_18_MM device (which means regular threshold transistor for 1.8 V nominal
voltage supply), with aspect ratio 20, length 1 μm and width 20 μm. The biasing point of the device is
given by an ideal voltage source of 500 mV at the transistor gate and a resistor of 10 kΩ connected
between the drain and the Vdd (1.8 V), as shown in Figure 9A. The resistor acts also as the active load of
the CS stage. With the threshold of 374 mV, the biasing point sets the current at 57 μA and these small
signal parameters: gm 690 μS and gds 7.2 μS. As a single stage amplifier it exhibits a gain of 16 dB,
a cut-off frequency of 1.5 MHz and a gain bandwidth product (GBW) of 11 MHz. The interference
is represented by means of a sinusoidal signal with large amplitude and medium-large frequency.
In particular, the amplitude is 1 V peak to peak and the frequency is ranging between 10 kHz and
10 GHz. The capacitive coupling versus the noisy ground plane is set to 1 pF. In this case, the comomon
source amplifier exhibits a very low EMI induced offset (a few mV at maximum) and therefore a high
immunity to the interferences coupled to the output pin. If a PMOS transistor takes the place of the
resistor, as active load, the immunity changes. The new schematic is shown in Figure 9B. The resistive
load has been substituted by an active load made of a PMOS transistor in saturation region, with the
same aspect ratio of the NMOS counterpart. The gate of the PMOS is biased at 1V and the threshold
voltage is around 500 mV. The operating point is slightly different to that of the first circuit and the
current is now 54 μA. The small signal simulations show a gain of 35 dB, a cut-off frequency of 180 kHz
and a GBW of 10 MHz.

In this second case (with active load), the common source stage presents a large susceptibility
to the interferences coupled to its output pin. Indeed, the EMI induced offset on the output voltage
reaches about 200 mV and it is rather large in a wide frequency range, starting from 500 kHz (offset is
100 mV) up to 10 GHz. The results of the simulations performed on both the amplifiers are shown
in Figure 12. If the amplitude of interfering signal increases, the induced offset has a large raise, as
expected. For example, if the EMI amplitude is 1 V, the maximum offset becomes 400 mV.

Figure 12. EMI induced offset in the common source stage.

4. Susceptibility of the Common Gate Stage

The behavior of the common gate stage (shown in Figure 13) is exactly the same of the common
source stage. This is because the injection point (the drain of the transistor) is the same.
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Figure 13. Schematics of the common gate stage, with passive (A) and active (B) load respectively.

5. Susceptibility of the Common Drain Stage

The behavior of the common drain stage is now investigated. The first case is the schematic
shown in Figure 10A, with the resistive load.

The NMOS device is a regular threshold transistor, with aspect ratio 20, length 1μm and width
20 μm. The biasing point of the device is given by an ideal voltage source of 1.2 V at the transistor gate
and a resistor of 10 kΩ connected between the source and gnd acts as a passive load. In this operating
point the small signal parameters are: gm 763 μS and gds 8.2 μS. The current is 68 μA and the threshold
voltage is 379 mV. The AC gain is −1 dB and the cut-off frequency is 13 MHz. The second case is
the common drain with the active load (as in Figure 10B). The input transistor is biased at the same
1.2 V, while the active load NMOS is biased by an ideal voltage source of 0.5 V connected to its gate.
The operating point is slightly different from that of case A: the current is now indeed 50 μA. The small
signal parameters of the input transistor are now: gm 635 μS and gds 6.8 μS. The active load NMOS
has similar parameters: gm of 633 μS and gds of 7.1 μS. The AC gain is 0 dB and the cut-off frequency
is 9.6 MHz. To evaluate the susceptibility of the common drain stage the interferences are coupled
to the transistor source (which is the output pin in this configuration) by means of a 1 pF capacitor.
The EMI amplitude is 1 V peak to peak and the frequency is ranging between 10 kHz and 10 GHz.
The results of the simulations performed on both the amplifiers are shown in Figure 14. As one can see
both the schematics (A and B, with resistive or active load) are rather susceptible to the interferences,
starting from a few MHz of the interfering signal frequency.
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Figure 14. EMI induced offset in the common drain stage.

6. Susceptibility of the Cascode Stage

To have a complete overview of the single stage susceptibility, a cascode stage (common source
+ common gate) is also considered. The schematic is shown in Figure 11 with passive resistive load
(A) and with active load (B). The transistors have always a length of 1 μm and a width of 20 μm.
The common source transistor is biased with 0.5 V at the gate, while the common gate has a biased of
1V. The PMOS transistor in the schematic B is biased at 1.015 V in order to have operating points very
similar between the circuits A and B, with the same current of about 50 μA and the same small signal
parameters. In particular, the common source transistor has: gm 633 μS and gds 7.1 μS. The common
gate transistor has: gm 633 μS and gds 7.4 μS. Finally, the active load PMOS transistor has: gm
301 μS and gds 3.5 μS. In the first case (schematic A), the AC gain is 16 dB, the cut-off frequency is
1.5 MHz and the GBW is around 10 MHz. In the second case (schematic B), the AC gain is 45 dB,
the cut-off frequency is 0.6 MHz and the GBW is around 10 MHz. The behavior of the cascode stage
seems very similar to that of the common source stage. The circuit with passive load presents a
negligible EMI-induced offset, while the circuit with active load is rather susceptible. The results of
the simulations performed on both the amplifiers are shown in Figure 15.
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Figure 15. EMI induced offset in the cascode stage.

7. Susceptibility of a Two Stages Amplifier

The next step is to investigate the susceptibility of a two stages differential input single ended
amplifier. Therefore, a Miller amplifier has been considered. The Miller amplifier is indeed one of the
most common CMOS OpAmp. It is based on a differential input stage with single ended conversion
which has a behavior similar to that of a common source stage. The second gain stage is usually a
common source plus an active load. Sometimes, depending on the applications, a voltage buffer is
added after the second stage, to have a low output impedance.

7.1. Susceptibility of a Two Stages Amplifier in Open Loop Configuration

In this subsection, we consider a two stages amplifier in an open loop. This is usually the case of
an amplifier used as a comparator. The schematics of the circuits are shown in Figure 16. On the left
(Figure A) there is the amplifier with a resistive load, while on the right (Figure B) there is the same
amplifier with active load. Concerning the A circuit, the AC simulations show a gain of 55 dB, a cut-off
frequency of 22 kHz, a GBW of 12 MHz. Regarding the B circuit, the gain is 72 dB (thanks to the active
load), the cut-off frequency is 2.8 kHz and the GBW is 12 MHz. Although both the circuits are now
used in an open loop configuration, they have a frequency compensation RC network that ensures
75◦ of phase margins if the circuits are in a closed loop. The main small signal parameters and the
operating point are also listed in Table 4.
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Figure 16. Schematic ofthe Miller amplifier: (A) with active load, (B) with resistive load.

Table 4. DC and AC parameters and Transistor Sizing of the Two Stages Amplifier.

DC Biasing and AC Parameters Components Sizing

Miller with R (passive load) Vb1 = 1.16 V, 55 dB gain Wn1,2 = 20 μm, Ln1,2 = 1 μm;
Wp3,4,6 = 25 μm, Lp3,4,6 = 0.5 μm

22 kHz cut-off freq., 12 MHz GBW Wn5 = 20 μm, Ln5 = 1 μm; R = 10 kΩ

Miller with NMOS (active load)
Vb1 = Vb2 = 1.16 V, Wn1,2 = 20 μm, Ln1,2 = 1 μm;

Wp3,4,6 = 25 μm, Lp3,4,6 = 0.5 μm
72 dB gain, 2.8 kHz cut-off freq.,

12 MHz GBW
Wn5 = 20 μm, Ln5 = 1 μm;

Wn7 = 8.5 μm, Ln7 = 0.5 μm

The offset induced by the interfering signals capacitively coupled to the output pin is shown in
Figure 17: the blue line represents the Miller amplifier with active load (A circuit in Figure 16) and
the red one represents the amplifier with the passive load (B circuit in Figure 16). The output stage
of the amplifier in the open loop configuration is exactly a common source stage and a similar EMI
susceptibility could be expected. Instead, as shown by the simulation results plotted in Figure 17,
the EMI induced offset has two main differences. The first one is the susceptibility of the amplifier with
passive load: although it is much less than the amplifier with active load, it is rather high, much higher
than the susceptibility of the simple common source stage with passive load (which is negligible).
The maximum offset is indeed 600 mV and the critical frequencies range from tens of MHz up to Ghz.
The second difference is that the susceptibility of the amplifier with active low decreases at very high
frequencies. It does not happen in the simple stages (common source, gate, drain and cascode).
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Figure 17. EMI induced offset in the Miller amplifier, open loop configuration.

Finally, another huge difference is the value of the offset, which is much larger than that of the
single stage: indeed, the maximum offset is above 1 V in the Miller amplifier, while it is less than
200 mV in the common source stage. One of the possible reason of the different behavior could be
the RC network for the frequency compensation. It is indeed in the amplifier schematic, even if it is
used in an open loop. The sizing of the RC network is: 3 kΩ for the resistor and 1 pF for the capacitor.
The RC network is directly connected to the output pin, it is across the first and the second stage and it
may cause a typical phenomenon, Ref. [25–27], called EMI charge pumping, which leads to a severe
DC shift of the biasing point. To investigate this, a schematic without the RC network (see Figure 18)
has been simulated and the simulation results are plotted in Figure 19.

Figure 18. Schematic ofthe Miller amplifier without the RC network for the frequency compensation:
(A) with active load, (B) with resistive load.
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Figure 19. EMI induced offset in the Miller amplifier without RC network, open loop configuration.

By comparing Figures 17 and 19, it results that: the EMI induced offset is much reduced, and
it is almost negligible in the case of resistive load (B circuit). On the other hand, there are still some
differences which can be due to the first stage of the amplifier, which polarizes the second stage and is
also weakly connected to the ouput node by means of the parasitics.

7.2. Susceptibility of a Two Stages Amplifier in Closed Loop Configuration

The circuits shown in Figure 16 are now connected in a closed loop and the effect of interferences
are investigated. The feedback loop decreases the output impedance and a reduction of the EMI
induced offset is reasonably expected. The results are indeed plotted in Figure 20.

Figure 20. EMI induced offset in the Miller amplifier with RC network, closed loop configuration.

The susceptibility is similar to that of a simple common source stage (the maximum EMI induced
offset is the same); the behavior of the amplifier with the active load is very similar to that of the
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amplifier with resistive load and the range of uncritical frequencies is enlarged up to a few hundreds
of MHz.

8. Overview of the Obtained Results

The exact repercussion of electromagnetic interference, which is injected into arbitrary pins of an
integrated amplifier, is very hard to predict owing to the fact that all the existing coupling paths need
to be taken into account.

The investigation of single stage amplifier, such as common source, common gate, common drain
and cascode, is easier, but non trivial. The susceptibility can be related, indeed, to the output impedance.
The common source, common gate and cascode stage have a high impedance output node and it is
known that the high impedance (floating) node are more prone to pick up the noise. The behavior
of the common drain stage is less intuitive, but it can be still attributed to the impedance: at large
frequencies the output impedance of the common drain (which is small at low frequencies) grows
up. Moreover, the parasitic gate-source capacitance of the common drain creates a feedback from the
output to the input and the charge pumping is maximum. This explains the increasing of the EMI
induced offset above the hundreds of MHz.

Regarding the two stages amplifier, a distinction must be done between the open loop and closed
loop configuration. For the closed loop configuration, it results that the Miller amplifier (independently
on the passive or active low) has a negligible offset until 100 MHz. This result is reasonable because
the feedback reduces the output impedance and therefore the susceptibility. Moreover, in this case,
by choosing one of the several architectures depicted in the literature, with a high immunity to
the EMI injected into the input pin [8–10,13–16], the susceptibility to the output pin can be further
reduced, ref. [20]. For the open loop configuration, the behavior is rather unpredictable, but it does
not depend on the transistor sizing because a common source stage with the same size and biasing
has a different behavior (similar to the one depicted in section III). By removing the RC network, the
EMI-induced offset assumes more reasonable values. Therefore, a possible cause of the very large
offset at the middle high frequencies can be found by comparing the output node with and without
the frequency compensation network. We found that the RC decreases the impedance seen from the
drain of the PMOS transistor, making it similar to that of the passive load. In brief, the output node
could be in a kind of tri-state. An additional voltage buffer could be useful in this case to reduce the
output impedance and therefore the susceptibility. The results obtained in the open loop configuration
can be also exemplary to understand the behavior of several circuits, such as digital ones and logic
gates. Finally, a general consideration is that the behavior at very high frequencies is always difficult
to predict. Neither the measurements are so determining, because of the parasitics of the IC package
which complicate the analysis.

9. Conclusions

This paper compares the susceptibility to the interferences coupled to the output pin in several
different topologies, starting from the single stage amplifiers up to the whole operational Miller
amplifier. The output pin is indeed a critical point of injection and therefore effort and attention must
be spent to understand the coupling mechanism. The investigation of single stage amplifiers, such as
common source, common gate, common drain and cascode, is easier, but non trivial. The susceptibility
can be related, indeed, to the output impedance. Regarding the two stages amplifier, similar
considerations can be drawn but also a distinction must be done between the open loop and closed loop
configuration. In general, the open loop configuration exhibit a larger and less predictable EMI induced
offset, while the amplifier with the feedback loop shows a good immunity up to hundreds of MHz.
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Abstract: The paper deals with the susceptibility to Electromagnetic Interference (EMI) of Hall-effect
current sensors. They are usually employed in power systems because of their galvanic isolation.
The EMI robustness of such contactless device was compared with that of resistive current sensing
(wired method). To this purpose, a printed circuit board (PCB) was fabricated. EMI tests methods such
as Bulk Current Injection (BCI), Transverse-Electromagnetic (TEM) cell and Direct Power injection
(DPI) were performed to evaluate the robustness of the Hall-Effect current sensor. EMI-induced
failures are highlighted by comparing the different measurements tests and setups.

Keywords: hall-effect current sensors; commercial current sensor; electromagnetic compatibility (EMC);
electromagnetic interference (EMI); direct power injection (DPI) test; transverse-electromagnetic
(TEM) test; bulk current injection (BCI) test

1. Introduction

Current sensing circuits are essential for control and monitoring purposes in switching power
supplies. In fact, a current sensor is usually employed in the current-mode loop control of DC-DC
converters [1–5]. Among the current sensing techniques, Hall-effect current sensors are sensitive to the
magnetic field generated by the current to be detected. This allows keeping the power circuit current
flows to be monitored electrically isolated from the sensor [6]. On this basis, Hall-effect sensors are
not affected by conducted interference generated by the power system to be monitored [7–10] and are
therefore particularly employed in electromagnetically-polluted environments.

In this study, the correctness of Hall-effect current sensor operation in the presence of radiated
and conducted Electromagnetic Interference (EMI) was investigated referring to a commercial device.
A printed circuit board (PCB) suitable to perform Electromagnetic Compatibility (EMC) test was
designed so that a continuous wave (CW) Radio Frequency Interference (RFI) could be superimposed
on an operating Hall-effect current sensor according to the respective international standard (such
as Bulk Current Injection (BCI) [11], Transverse-Electromagnetic (TEM) cell [12] and Direct Power
injection (DPI) [13]).

The paper is organized as follows. In Section 2, the test printed circuit board (PCB) is described.
Section 3 focuses on the BCI experimental setup. The results of the respective BCI immunity tests are
also reported and discussed. In Section 4, the EMI susceptibility of the Hall-effect is further investigated
by TEM cell immunity tests. The DPI tests performed to point out the Hall-effect susceptibility to
conducted disturbances are presented in Section 5. Finally, some concluding remarks are drawn in
Section 6.

2. Test Board

To compare the EMI robustness of a contactless current sensing approach (that exploits the
Hall-effect) and a wired one (based on the voltage drop across a sensing resistance), a test PCB was
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designed. Whenever the Power MOS is switched-on by a driver, the current to be detected flows
through the power trace on the PCB. When the setup aims to test a resistive current sensing under
the effect of EMI, the Hall sensor output is floating and the voltage across the sense resistor Rsense in
series with the Power MOS is properly amplified and processed by a detection block (as sketched in
Figure 1a). On the contrary, to evaluate the EMI robustness of the Hall sensor, the resistor Rsense is
shorted and the output voltage of the Hall sensor is elaborated by a properly-modified detection block
(as sketched in Figure 1b).

Detection

block

VDD10V

GND_PCB

R =0.22
SENSE

Ω

0.5W

Drain

GND_PAD

Hall

sensor

VDD10V

Drain

GND_PAD

Hall

sensor

VDD10V

Detection

block

VDD10V

a) b)

Figure 1. Schematic view of the current sensing setup for: (a) resistive approach; and (b) the Hall sensor.

A schematic layout representation of the the test PCB that can address both the current sensing
methods is reported in Figure 2. A power MOS transistor, which is remotely driven by an optical
fiber link, is employed to switch on and off the power circuit. The power supplies to the MOS and
to the analog front-end are obtained from a line of the wiring harness and reach the PCB trough an
automotive connector.

Figure 2. Layout representation of the testing board.
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The power supply voltage for the signal acquisition front-end is filtered by a π-type LC and
further processed by a 10 V regulator. To reject conducted disturbance in the range of the DPI tests
(1–400 MHz), the π filter is composed of a 3 μH inductor and two 100 nF capacitors at its terminals.
The regulator provides the power supply to the Hall sensor, to the optical transmitter and to the
detection block. A further voltage regulator provides a 5 V supply to the optical receiver and power
driver.

The bottom side of the PCB is a ground reference plane named GND_PCB. In Figure 2, the
rectangular box on the left indicates a track on the bottom side of the PCB that separates two different
ground plane references: GND_PAD and GND_PCB (respectively, inside and outside the rectangular
box). This two reference areas are electrically connected by the resistance Rsense during resistive current
sensing, while, for the Hall-effect based current sensing, the two areas are shorted. Electromagnetic
simulations by means of ANSYS Maxwell [14] were performed on the PCB cross section to ensure that
the Hall-effect device did not suffer from the magnetic field due to the current in the bottom ground
plate. Thus, only the wire placed on the Hall sensor (as in Figure 2) generated the magnetic field due
to the current flowing in itself and to be detected by the sensor.

Hall-Effect versus Resistive Setup

Depending on which of the two considered current sensing is investigated (Hall-effect based or
resistive one), proper paths are enabled and the respective components are mounted on the PCB to
define the signal processing chain. Thus, the Hall sensor output voltage or the voltage drop across
Rsense, respectively, is properly processed by a detection block, as represented in Figure 2, which
contains a non-inverting gain stage and a hysteresis threshold comparator, as reported in Figure 3.
Such a hysteresis comparator provides a digital output voltage related to its threshold input voltages
(output voltage of the amplifier), respectively, equal to VTL and VTH . Such a comparator drives an
optical transmitter so that the comparator output can be remotely monitored.

For resistive current sensing, these hysteresis thresholds correspond to a sensed current,
respectively, equal to Imin = 0.85 A and Imax = 0.65 A, as reported in Figure 4a.

For Hall-effect current sensing, depending on the magnitude of the current flowing through
the power circuit, a magnetic induction field is generated. The Hall-effect sensor is sensitive to this
magnetic induction field and generates a proportional output voltage showing. The sensitivity is 1 mV

mT ,
which roughly corresponds to an output voltage of 10 mV for a current of 1 A flowing in the PCB
power circuit. On this basis, the two voltage levels VTL and VTH are due to two correspondent current
values equal, respectively, to Imin = 0.9 A and Imax = 2.7 A, as reported in Figure 4b. Notice that these
two current values vary depending on the distance between the Hall magnetic sensitive plate and the
wire in which flows the current that generates the sensed magnetic field.

The hysteresis windows in Figure 4a,b are defined to find a failure event in the current sensing
induced by the EMI-presence. Such event corresponds to the High-to-Low transition of the hysteresis
comparator that, in turn, produces a light signal generated by the optical RX that can be remotely
acquired.

Despite of the fact that the hysteresis window amplitude for resistive current sensing is 10×
narrower than the one employed with the Hall sensor (as can be highlighted comparing Figure 4a,b),
the resistive current method shows a strong robustness to EMI. No failure in its current detection
were experienced during any of the EMI tests discussed in this paper. Thus, for the sake of simplicity,
the robustness of the resistive current method is not mentioned again so that only the investigations
referring to the Hall-effect current sensor are discussed in the following.
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Figure 4. Hysteresis window of the output comparator for: (a) resistive current sensing; and (b) the
Hall-effect sensor.

3. Bulk Current Injection (BCI) Test

To assess the susceptibility of the testing board introduced in Section 2, BCI tests were performed
on the overall current detection system in Figure 5 by the setup in Figure 6 [11].

Figure 5. Overall schematic view of the current detection setup.
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Figure 6. Pictorial representation of BCI test setup [11].

In such a setup, the equipment under test (EUT) is connected to the a variable resistive power
load (potentiometer in the figure), to a car battery and to a remote ground reference through a 1 m-long
three-wire harness running 5 cm above the system ground plane on a wooden structure (inset in
Figure 6). The three wires of the harness are connected to the loads and to the battery through
three Line Impedance Stabilization Networks (LISNs in Figures 5 and 6), which provide a 50 Ω
RF termination to each line. Every LISN is designed to show an impedance equal to 50 Ω at its
RF terminals independently of the load connected at its low-frequency input terminals in the test
bandwidth (0–400 MHz).

During the tests, an injection clamp (F-130A-1 [15]) and a measurement clamp (F-51 [16]) by
Fischer Custom Communication (FCC) are located along the harness, as shown in Figure 6, to perform
BCI tests in compliance with [11]. The distance between the injection and measurement clamps is
75 cm, while the distance between the measurement clamp and the EUT is 4.5 cm. The injection clamp
is connected to the output of an 10 W RF power amplifier, whose input terminal is connected to a CW
RF signal source, while the measurement clamp is connected to an RF power meter to measure the bulk
current injected into the EUT. The power amplifier, the RF source, the RF power meter and the control
unit are located out of the test area. The EUT is connected to a two-way optical fiber link in order to
drive the power transistor in the EUT and to monitor the current sensor output without perturbing the
surrounding electromagnetic environment. A potential malfunction of the current detecting of the
EUT during BCI tests is due to common-mode RF current (bulk current) injected into the EUT through
its wiring harness.

3.1. BCI Susceptibility Tests

BCI measurements in the bandwidth (10–400 MHz) were performed by a PC-based acquisition
system, as represented in Figure 6. For each test frequency, the RFI amplitude is increased until a
failure in the DUT operation is experienced or the maximum incident RF power deliverable by the
amplifier is reached. In the first case, the failure injected bulk current obtained from the power meter
measurement is acquired. Otherwise, no failure value is reported (missing points and respective
connecting lines in Figures 7–10).

Referring to the above-mentioned EUT, the commutation of the hysteresis comparator voltage
has been considered as a failure criterion and the potentiometer has been configured so that a DC
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current I = Imin+Imax
2 flows in the power circuit. More precisely, at each failure event, the EUT has

been configured so that the hysteresis comparator operates at the point HL in Figure 4 with no EMI
excitation.

To highlight the susceptibility of the Hall-effect sensors, BCI immunity tests were performed the
on different configurations of the EUT introduced in Section 2.

Figure 7. BCI immunity measurement for different current values.

Figure 8. BCI immunity measurement for different caps presence in layout in Figure 2: Meas0 = no
caps; Meas1 = C+, C−; and Meas2 = C+, C−, CH_VOUT , CH_VDD.
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Figure 9. BCI immunity measurement for different caps presence in layout in Figure 2: Meas2 = C+,
C−, CH_VOUT , CH_VDD; Meas3 = C+, C−, CH_VOUT , CH_VDD, CA; and Meas4 = C+, C−, CH_VOUT ,
CH_VDD, CB

3.2. BCI Test Results

The susceptibility to EMI of the EUT in Figure 6 was first tested for different values of the DC
current flowing through the power line. The results of such tests are reported in Figure 7. It can be
observed that the susceptibility level of the EUT scales with the DC current level, depending on the
proximity of the threshold value.

Moreover, several BCI measurements were performed adding 100 nF filter capacitors in order to
reject the conducted disturbances. They were placed at the terminals of the main blocks (i.e., inputs of
the detection block or Hall sensor leads) and to define the influence of the parasitic of the long trace on
the PCB.

The encircle capacitances in Figures 2 and 3 point out the most significant filter capacitances
added on the PCB in the successive tests described in this section. The susceptibility of the EUT with
no filter capacitors on the Hall sensor acquisition front-end is firstly considered and named Meas0
in Figure 8. Then, two capacitors C+ and C− were placed at the inputs of the operational amplifier
of the detection block, as in Figure 3. The susceptibility tests were repeated and data collected as
Meas1 in Figure 8. Another configuration, listed as Meas2 in Figure 8, includes the capacitors C+ and
C− as in Meas1 but two further capacitors CH_VOUT , CH_VDD at Hall sensor leads, as represented in
Figure 2. Comparing the above-mentioned three configurations, the capacitors do not strongly affect
the immunity level of the EUT.

Other measurements were performed including other capacitors. The immunity level of the EUT
was explored with a capacitor CA between the drain and source of the power transistor, as reported in
Figure 2. At the capacitors already placed in Meas2, such capacitor CA was added and the respective
measurements are named as Meas3 in Figure 9. Then, instead of the capacitor CA, a capacitor CB
between the drain and the ground plane on the bottom side of the DUT was placed. The respective
measurements are reported as Meas4 in Figure 9. Comparing Meas2, Meas3 and Means4 shows that
the respective additional capacitors result in a slightly higher immunity for frequencies higher than
600 MHz. Thus, no significant immunity improvement is experienced in any of the above-mentioned
configurations.
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Other EMI investigations were performed for different Hall sensor inclination with respect to the
PCB surface, as represented in Figure 10a. In all cases, the distance beetween the wire and the Hall
sensor has not been changed. The experimental results obtained with such configurations are reported
in Figure 10b and show a significant dependence of the susceptibility level on the inclination of the
sensor.

a)

b)

90°45°0°

Figure 10. (a) Hall sensor inclination considered in BCI tests; and (b) respective BCI immunity
measurements.

3.3. Discussion

Figure 7 shows how the failure level of the EUT scales with the current to be measured. As a
consequence, EMI-induced failures seems to be related to an EMI-induced upset in the Hall-effect
sensor output signal path. On the other hand, Figures 8 and 9 show that the susceptibility level
of the EUT is scarcely affected by the introduction of filter capacitors at the conditioning amplifier
inputs and at the terminals of the Hall-effect current sensors. Therefore, the EUT susceptibility is not
related to the detection block or the trace parasitics. On the contrary, the measurements performed for
different Hall sensor inclinations (Figure 10b) show that the immunity level is strongly affected by
the inclination of the sensor. On this basis, the susceptibility to EMI of the EUT seems to be related to
direct electromagnetic field coupling in the Hall-effect sensor body. For this reason, further TEM cell
immunity tests were performed.
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4. Transverse-Electromagnetic (TEM) Cell Tests

To investigate in further detail the EMI-induced failures in the Hall sensor highlighted by BCI
measurements, the susceptibility to radiated EMI of such a sensor was tested in a TEM cell, by placing
the sensor in the cell, as sketched in Figure 11. The Hall sensor ground lead was shorted to the TEM
cell internal side while the supply voltage (VDD) and the output (VOUT) terminals were AC-shorted
to the internal side of the TEM cell. VDD and VOUT leads come out from the TEM cell upper side.
Through these terminals, the DC power supply of the sensor was provided and its DC output voltage
was measured. To verify the device susceptibility to electric and magnetic fields, the Hall sensor was
placed inside the cell TEM in different orientations (A–D in Figure 11).

Figure 12 points out the magnetic and electric field directions in the different setup considered
in the following. In Setups A and B, the RF electric field Ex (along x-axis) is parallel to the device
orientation. Instead, Setups A and B differ to the device orientation with respect to the RF magnetic
field Hy (along y-axis). In Setup A, Hy is parallel to the Hall sensor surface, while, in Setup B, Hy is
orthogonal to the device. Similarly, in Setups C and D, the RF electric field Ex is orthogonal while these
two setup differ to the RF magnetic field orientation with respect to Hall sensor surface.

4.1. (TEM) Cell Measurement Result

The radiated EMI susceptibility tests highlight that electromagnetic field distribution inside the
TEM cell induces a negative offset in the Hall sensor output voltage. In Figure 13, the magnitude of
the induced offset voltage in the range from 500 kHz to 1 GHz for an RF incident power applied to the
TEM cell equal to 34 dBm. This implies a vertical electric field magnitude of 250 V/m and a transversal
magnetic field magnitude of 0.66 A/m where the Hall sensor under test is placed [17–19].

Figure 11. TEM cell testing setup.
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Figure 12. Magnetic and electric field orientation for different Hall sensor setup.

Figure 13. TEM cell immunity measurements at 34 dBm RF power amplitude for different setup.
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4.2. Discussion

Figure 13 highlights the similarity between the EMI induced offset voltage measured in Setups A
and B. In addition, Setups C and D show similarity in terms of EMI-induced offset. Moreover, Setups A
and B are differently coupled to the TEM cell magnetic field and similarly coupled to the electric field,
whereas Setups A and C (Setups B and D) are differently coupled in terms of electric field. On this
basis, the susceptibility to EMI of the Hall-effect sensor can be related to the electric field parallel to the
Hall sensor plate. This could be due to the susceptibility of the sensor either to the electric field directly
coupled to the sensing element or to the disturbances connected by leads and metal interconnections
on the sensor body.

5. Direct Power Injection (DPI)

As a further EMI investigation, direct power injection tests [13] on the employed Hall sensor
were performed. RF power was injected on the supply voltage of the Hall sensor by means of an RF
generator, an RF amplifier and a bias tee, as represented in Figure 14. The employed bias tee has a
lower bandwidth limit equal to 30 MHz. Therefore, in the following figure, the measurement results are
not reliable for a frequency lower that 30 MHz. At the end of the power amplifier a −3 dB attenuator
was placed for the safety of the RF amplifier. In fact, if the RF amplifier were accidentally not totally
connected (open circuit condition) during the measurement operation, a reflection coefficient |Γ| = 1
could damage the RF amplifier.

PC

RF

generator

Voltmeter

V

RF

Amplifier

Hall sensor

SMA

GND_plate

V
OUT

VDD

GND
bias TVDD10V

Power

Supply

GND

3dB

attenuator

Figure 14. DPI on Hall sensor VDD Test setup [13].

The incident powers provided are given as results of the sum of the incident power of the RF
generator (respectively, −50, −40, −30, −20, and −10 dBm), 34 dBm of the RF amplifier and the
attenuation due to a −3 dB attenuator. On this basis, the induced offset voltages ΔVOUT due to RF
power amplitudes equal −19, −9, 1, 11, and 21 dBm injected on VDD in the range 500 kHz–1 GHz are
reported in Figure 15. Similarly, the induced offset voltages ΔVOUT due to frequencies of 100 MHz,
500 MHz and 1 GHz for amplitude in the range −19 dBm to +21 dBm are reported in Figure 16.
An upper limit to provided RF power amplitude equal to 21 dBm was chosen to avoid Hall sensor
destruction due an excessive power at its terminals. Such an amplitude corresponds to a theoretical
maximum voltage on supply voltage VDD lead equal to 17 V.
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Figure 15. DPI on VDD immunity measurements (|ΔVOUT | vs. frequency) for different RF power
amplitudes.

Figure 16. DPI on VDD immunity measurements (|ΔVOUT | vs. RF power amplitude) for different
frequencies.
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Different signs of the induced offset are highlighted in Figures 15 and 16. These phenomena seem
to be due to different nonlinear mechanisms of active elements in the device. Similar measurement
results are shown even in the EMI superimposed on the output terminal of the Hall sensor. Although
even the DPI tests show the susceptibility to EMI of the investigated Hall sensor, no precise reasons for
such failure can be inferred.

6. Conclusions

The susceptibility to EMI of a Hall-effect sensor employed in current monitoring was investigated
firstly referring to BCI test. Hall-effect current sensors (contactless) are dramatically affected by the
EMI presence, contrary to the resistive (wired) current sensing method. BCI tests were performed
in difference configurations, in addition to TEM cell and DPI tests. The measurements results show
that a Hall-effect sensor can be strongly affected by the presence of EMI. In particular, the TEM cell
tests highlighted how the operations of the specific Hall-effect sensor considered in this study are
affected by an RF electric field excitation parallel to the surface of the sensing element. As the physical
mechanism of the Hall-effect is not affected by a CW RFI [7], the failures of the Hall sensor are likely
related to the ICs that interface the Hall sensor and process its signal. Although many investigations
are present in the literature regarding amplifier and monitoring ICs [20–22], a precise understanding
of the Hall sensor failure causes always relies on a complete knowledge of the ICs that interface with
the Hall plates. This implies that the EMI-induced effects have to be taken into account from the first
phases of the Hall-effect sensor design.
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Abstract: In this paper, a novel meander split power/ground plane is proposed for reducing crosstalk
between parallel lines crossing over it. The working mechanism of the meander split scheme is
investigated by simulations and measurements. The LC equivalent circuit and transmission line model
are developed for modeling interactions between the meander split and the signal lines. The proposed
meander structure enhances electromagnetic coupling between split planes. The capacitive coupling
across the split ensures signal integrity and magnetic coupling between adjacent finger shaped
structures suppresses lateral wave propagation along the split gap, which in turn helps suppress
the crosstalk. The effectiveness of the meander split remains valid over very wide frequency ranges
(up to 9 GHz). Experimental results show that the proposed structure improves the signal quality
and reduces the near/far end crosstalk over 30 dB and 50% in the frequency domain and time
domain, respectively.

Keywords: meander split; power/ground plane; crosstalk; signal integrity; equivalent circuit;
capacitive and magnetic coupling

1. Introduction

In high-speed electronic systems, the power and ground planes play important roles as a reservoir
in supplying power to components and as a voltage reference on printed circuit boards. To accommodate
the rapidly switching components and their demand for current, an ideal power supply should have
very low impedances, which necessitates the use of power and ground planes. However, the plane
pair effectively forms a parallel plate waveguide, which can hold persistent ringing noises generated
by routed traces and vias to and from components on the circuit board. To reduce the noise coupling
due to power planes and provide different power supply voltages, slotted or split plane types are
frequently used for the integrated circuits or modules [1–3] occupying the same printed circuit boards
(PCBs) [4,5]. However, power/ground partitioning generates undesired electromagnetic effects such as
signal integrity degradation, electromagnetic interference (EMI) and crosstalk when signal lines cross
over the split gaps [6–10]. When two parallel line traces cross over slots or splits in the planes, the
crosstalk level between the traces becomes high even for large clearances [11].

Commonly used methods to reduce crosstalk are placing via fences [12], guard traces [13],
serpentine guard traces [14], stubs [15], or resonators [16] between the two signal lines. Recently,
a method of coating signal lines with graphene-paraffin has also been studied [17]. In most of the
approaches, efforts are made to decrease the crosstalk levels by inserting additional structures between
the conventional transmission lines. Defective microstrip line structures [18] and stub-alternated
microstrip lines [19] have been used for the reduction of crosstalk. With these methods, the complexity
of the PCBs is increased due to the additional structures.

Attaching stitching capacitors [11,20] or inter-digital capacitors [21] between the split gap under
the signal lines reduces the crosstalk and provides return current paths at high frequency while
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maintaining distinct dc levels of each region. However, this requires additional processes or costs and
sometimes it is hard to make room for the stitching capacitor right below the signal trace. Furthermore,
the effectiveness of these approaches is limited in that the equivalent series inductance of the capacitors
dominates the impedance of a decoupling capacitor at higher frequencies [22]. Another commonly
used approach is the addition a low-Q inductor or a thin inductive trace or stubs [23,24] on split power
planes. However, this remedy cannot isolate wideband switching noises generated by each functional
block on the same PCB, and cannot accommodate different power supply voltages.

Recently, various shapes of defective ground structures (DGS) such as the “U”, “V”, “H”,
rectangular, square, circular, ring and dumbbell shape [25–28] have been investigated to design the
wideband filter without adding any complexity to the original structure. Some complex shapes have
also been studied, which include meander lines [29]. All of these studies focus on the design of the
filter using DGS, and it is necessary to study DGS for their crosstalk reduction effect. Recently, several
studies [30,31] have investigated the reduction of crosstalk using rectangular or dumbbell DGS shapes
on the ground plane, finding that the reduction effectiveness is 20 dB over a frequency range of 5 GHz.

In this paper, a novel meandered DGS embedded on a split plane is proposed and investigated
from the view point of signal transmission and crosstalk reduction. The equivalent circuit model based
on slot-coupled cavity equivalent circuit and transmission line theory is presented to describe the
behavior of the meandered DGS split gap. The meandered structure enhances capacitive coupling
across the split planes, which helps signal transmission of the line traces over a split gap. The structure
suppresses lateral wave propagation along the slot-line formed by the split gap by the destructive
coupling of the magnetic fields of meandering currents on the adjacent slot line sections. In other
words, lateral waves excited along the split gap become evanescent, which helps the return current
on the power/ground plane be localized. The crosstalk reduction effectiveness of the split plane with
meandered DGS holds 30 dB over a wide frequency range up to 9 GHz, and the crosstalk levels are
reduced to over 50% of a simple straight split plane such as a rectangular or dumbbell one [30,31],
which is verified by measurements.

2. The Meander DGS on Split Power/Ground Plane

2.1. Advantage and Application of the Meander DGS

In general, the shape, size, and periodicity of the DGS affects the frequency characteristics.
A periodic DGS can design well-defined stopbands and passbands and achieve the performance such
as high-order filters. DGS can be used in many applications in microwave printed circuits such as
filters, amplifiers, oscillators, directional couplers, antennas, and multiplayer stack-up PCBs.

The DGS disturbs the current distribution of the ground plane and changes the characteristics of a
transmission line crossing over the DGS [32]. The main disadvantage of the DGS is that they break the
return current path and cause spurious radiations in the circuits. The DGS will change the impedance
of the ground plane, and lead to spurious radiations. However, our proposed meander DGS has the
advantage of providing the return current path by enhancing the coupling between adjacent meander
lines. Thus, it can be applied as an excellent method to solve EMI problems such as signal integrity,
radiation, and crosstalk.

2.2. Design Methodolgy of the Meander DGS

The meander DGS-like asymmetric inter-digital finger in Figure 1c was used in the split ground
plane and optimized for the desired frequency of operation. Due to the structure of the meander
split on the ground plane, the vertical length ltot and width w1, w2 of the meander split dimension
were selected according to the design rule. Within the given criteria (ltot = 2 × w1 + 2 × l2 + l3), the
vertical length l3 and width w2 of meander split gap contribute to the mutual inductance and capacitive
coupling between the meander gaps, respectively, in Figure 1c. The design parameters related to this
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electromagnetic coupling are independent of the position of the signal line wL. That is, the wL does not
necessarily have to be located right above the center of l1 or w2.

(a) (b) 

c  

Figure 1. Printed circuit boards with two kinds of split gap adopted. The dotted line is on the bottom
side. (a) Two signal lines cross over a straight split gap on the ground plane. (b) A meander DGS split
gap. (c) Detailed structure.

The main design method was to select the vertical length l3 of the meander gap associated with the
magnetic coupling and width w2 of the meander gap associated with the capacitive coupling effect for
defining the stopband and passband frequency characteristics. The equivalent circuit of the meander
DGS and associated parameters were extracted by the LC equivalent circuit model and transmission
line model. The periodic placement (N) of the meander DGS enhances the frequency characteristics of
the equivalent circuit and improves the crosstalk reduction effect on broadband frequencies.

Figure 1a,b shows two PCBs containing parallel line traces (W = 100 mm, H = 100 mm, S = 10 mm,
wL = 1.69 mm) on one side. On the bottom sides of the boards, a simple straight split ground plane,
like a rectangular DGS [30,31], and a proposed meandered DGS (w2 = 0.2 mm, l1 = 0.25 mm, w1 = 2
mm, l3 = 20 mm, l2 = 2 mm) embedded split ground plane are formed, respectively. The dielectric
material used for the PCBs is FR4 whose relative permittivity is 4.2, and the thickness of the boards is
1.0 mm. The width of the split gaps of the two boards is 2 mm. There are a total of 110 (N) meandering
cells in the split in Figure 1c, which are not drawn to real scale. The characteristic impedances of the
signal traces above the solid ground plane are set to be 50 Ω to eliminate reflections from the coaxial
cables, which connect the board to a network analyzer.
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We measured the scattering parameters of the two samples with a complete homogeneous ground
plane in Figure 2. As shown in the figure, the reflections occur due to the split gaps, and the scattering
parameters show resonant behavior. Compared with the complete homogeneous ground plane, the
two split ground planes degrade the signal integrity and increase crosstalk. However, the meander
split improves the signal integrity and decreases 30 dB of crosstalk up to 9 GHz more than the straight
split ground plane, like a rectangular DGS [30,31]. This difference comes from the enhanced coupling
due to the meander structure on the split plane.

(a) 

(c) 

(b) 

(d) 

Figure 2. Measured reflection, transmission and crosstalk of the signal line with a complete
homogeneous ground, straight and meander split power or ground plane. (a) S11. (b) S21. (c) S31

(near-end crosstalk). (d) S41 (far-end crosstalk).

2.3. Equivalent Circuit of the Meander DGS Split Model

The DGS slot can be modeled in parallel with a capacitor and inductor [32]. Based on the
equivalent slot circuit, the LC equivalent circuit of the bottom layer where the ground is a meander
gap can be derived in Figure 3. In terms of return current path on the bottom layer, the capacitive
and mutual inductance effects exit between the different meanders. The return current paths by the
capacitive and mutual inductance effects are represented by the Type 1 (p), Type 2, 3 (m) and Type
4 (n), respectively. The p is the fraction of the return current not involved in the coupling (Type 1),
m is the fraction involved in coupling one way only (Type 2 and 3) and n is the fraction involved in
coupling one way only (Type 4). The design parameters such as coupling fractions, and the L and C
values of the meander structure in Figure 3 were extracted based on the slot-coupled cavity equivalent
circuit [33] to define the passband and stopband frequency characteristics.
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Figure 3. Equivalent circuit of the meander gap.

Alternatively, this enhanced coupling phenomenon can be explained using slot line modes excited
in the split. Based on the previous analysis and the scheme of the meander structure, the transmission
line equivalent circuit model of the meander split gap can be derived in Figure 4. The meander gap
away from the signal line is modeled simply by a series of periodic transmission lines with alternately
varying characteristic impedances Z1, Z2, Z3, effective dielectric constants εe1, εe2, εe3 and mutual
inductances Lm. To observe the vertical length l3 and width w1 of the split gap affecting the crosstalk
reduction, we performed a parameter sweep using CST Microwave studio. Due to the structure of the
meander split on the ground plane, the vertical length ltot of the meander split cannot be infinitely
long. Within the given criteria (ltot = 2 × w1 + 2 × l2 + l3), the vertical length l3 of the meander
split gap contributes to the mutual inductance. The width w1 of the meander split gap contributes
to the capacitive coupling. We calculated the characteristic impedances and the effective dielectric
constants of the slot line as l3 and w1 changes (Table 1) by using the conformal mapping technique [34].
By varying the split gap widths (w1) and length (l3), the frequency characteristics are designed for
passband and stopband of the crosstalk at least (Figure 5).

Table 1. Characteristic impedances and relative dielectric constants of the meander slot line.

ltot(mm) l1(mm) l2(mm) l3(mm) w1(mm) w2(mm) w3(mm) Z1(Ω) Z2(Ω) Z3(Ω) εe1 εe2 εe3

35 0.25 0.4 5 14.6 0.2 0.2 168 75 75 1.1 1.3 1.3
35 0.25 0.4 15 9.6 0.2 0.2 149 75 75 1.1 1.4 1.4
35 0.25 0.4 30 2.1 0.2 0.2 106 75 75 1.1 1.4 1.4
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Figure 4. Transmission line equivalent circuit of the meander gap.

(a) (b) 

Figure 5. S31 (near-end crosstalk) and S41 (far-end crosstalk) of the meander split plane with length l3
and w1 changed. (a) S31; (b) S41.

Based on the equivalent circuit of the meander gap, the crosstalk equivalent circuit of Figure 6
can be derived for the meander split on the ground plane. The split gap can be modeled by a slot line
with a transformer, which is excited by the signal line above [11]. If the spatial period of the meander
structure is small enough, the signal line crosses over the split gap in a number of points, which can
be modeled by transformers. It shows that if a signal line crosses over the meander split gap on the
ground plane, it excites a transverse electromagnetic (TEM) mode in the mender split gap, which has a
structure similar to the slot lines. The excited modes propagate in either direction and are scattered at
the corners of the meander line, which impede the propagating modes. The split gap right under the
signal line can be regarded as a coupled line structure, of which coupling strength can be changed by
varying the longitudinal length dimension of the split.
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Figure 6. Crosstalk equivalent circuit of the meander split on the ground plane.

3. Results

3.1. Simulation Results of the Equivalent Circuit

Figure 7 shows the effectiveness of the equivalent circuit of Figures 4 and 5. The crosstalk behaviors
of the circuit model simulated using Agilent ADS and measurement show good overall agreement about
the peak and zero. At low frequencies below about 3 GHz, the LC equivalent circuit model of Figure 4
was closer to the measured result than the transmission line equivalent model of Figure 5. At high
frequencies, the transmission line model was close to the measured result. The mutual inductance
effect is proportional to the vertical length of the meander split and their relationship is calculated by
the linear interpolation from the simulation and measured result. The crosstalk simulation result of the
circuit model is slightly overestimated compared to the measured result because of the interpolation
residual error of the mutual inductance value.

(a) (b) 

Figure 7. Cont.

115



Electronics 2019, 8, 1041

(c) (d) 

Figure 7. Scattering parameters of the simulation (circuit model) and measured result. (a) S11; (b) S21;
(c) S31; (d) S41.

3.2. Reduction of Crosstalk According to the Vertical Length and Width of the Meander Split Gap

The effect of reducing the crosstalk is proportional to the vertical length l3 and l2 and inversely
proportional to the split gap width w2. We showed the effectiveness of those design parameters using
CST Microwave studio. We set the discrete ports at the start and end point of the transmission line
equivalent circuit of the meander slot line in Figure 4. Figure 8 shows the more narrowly split gap
width w2 that increases capacitive coupling and the longer length of l3 and l2 that causes destructive
magnetic coupling with a shortened circuit line and less lateral wave propagation. The shortened circuit
transmission lines (l2) have reactance that impedes lateral wave propagation (Figure 8c). By increasing
the number of cells (N) of the meander slot line, as well as varying the meander line length and split
gap widths, the excited slot line mode is suppressed or attenuated (Figure 8d).

Therefore, the reduction of crosstalk at the lower and upper frequency has improved, which is
desirable for digital signal transmission. The meander split gaps away from the signal line attenuate
the scattered waves entering the slot line. Thanks to the evanescent mode, the periodic resonant
behavior disappears, which effectively helps the signal transmission and reduces the crosstalk.

These differences come from the enhanced electromagnetic coupling between neighboring slot
line sections of split planes. The meander split structure increases capacitive coupling due to the
narrow split gap width, and increased length of the interaction causes destructive magnetic coupling
due to the oppositely directed currents on nearby slot line sections. The capacitive coupling decreases
impedance across the split gap, and the magnetic coupling increases impedances along the split. With
the increased impedance, the return current cannot spread perpendicularly to the signal line. The
effect causes the return current to be formed near the signal line, which helps the return current flow
across the split gap without detouring. The localized return current improves signal integrity of the
line traces formed over the split more effectively than the straight split.
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(a) 

(c) 

(b) 

(d)

Figure 8. Lateral wave attenuation of the unit cell of the meander slot line obtained by Figure 4. (a) Split
gap width w2 changed (when l1 = 0.25 mm, l2 = 0.4 mm, l3 = 30 mm, w1 = 2.1 mm, w2 = w3); (b) length
l3 changed (when l1 = 0.25 mm, l2 = 0.4 mm, w1 = 2.1 mm, w2 = w3 = 0.2 mm); (c) length l2 changed
(when l1 = 0.25 mm, l3 = 2 mm, w1 = 2.1 mm, w2 = w3 = 0.2 mm); (d) number of cells changed (when l1
= 0.25 mm, l2 = 0.4 mm, l3 = 30 mm, w1 =2.1 mm, w2 = w3 = 0.2 mm.

3.3. Time Domain Crosstalk Simulation Results

The crosstalk can be explained by the current distribution on the printed circuit board. We used
CST Microwave studio to obtain the current distributions of the two types of circuit boards. Figure 9
shows the surface current distribution at 2 GHz. In the case of the straight split gap, currents flow
along the edge of the split and reflect at the open ends of the PCB, which enhances coupling between
the two parallel signal lines and causes crosstalk. For the meander split gap, most currents cross over
the meander split gap near the signal line, which shows the effectiveness of the proposed structure.
Following the meander DGS split gap, the increased impedance caused by currents with alternating
directions causes the crosstalk signal to be reduced effectively.

The crosstalk behavior of the transmission line equivalent circuit model for the meander DGS
split is simulated in the time domain by using Agilent ADS in Figure 10. We excited a source pulse
voltage 1Vp-p with 50 ohm and checked the voltage of V3 (port #3) and V4 (port #4). Figure 11 shows
when the fast pulse signal is excited, the proposed meander DGS split decreases the crosstalk voltage
at port #3 and #4 over 50% more than the straight split.
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a  

b

Figure 9. Current distributions on the straight and meander split power or ground plane at 2 GHz. (a)
Straight split plane; (b) meander split plane.

Figure 10. Time simulation of the crosstalk signal of the straight and meander split ground plane.
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Figure 11. Time domain simulation result of Figure 10.

3.4. Time Domain Crosstalk Measurement Results

In order to demonstrate the effectiveness of the proposed split method, the crosstalk behavior of
the straight and proposed split was observed experimentally in the time domain. The measurements
were made by a digital oscilloscope (Tektronix TDS 6604B) and a RF signal generator (Rohde&Schwarz
SML 03). The characteristic of the input RF signal is as follows. The frequency is 2 GHz, amplitude is
0.8 V. The input port #1 is fed into the RF signal generator in Figure 1. All the other ends of the lines
such as port #2 (transmission), port #3 (near-end crosstalk) and port #4 (far-end crosstalk) are fed into
the digital oscilloscope. Figure 12 shows the peak-to-peak voltage of the transmission signal of the
meander split is larger than the straight split and it reduces near/far end crosstalk by over 50%. This
behavior demonstrates that the proposed meander split power/ground plane can effectively eliminate
the reflection and crosstalk due to a split gap and increase transmission bandwidth in the time domain.
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a  

b  c  

Figure 12. Comparison of the transmission and crosstalk signal with the straight and meander split
power or ground plane. (a) Transmission signal measured at port #2; (b) near-end crosstalk signal
measured at port #3; (c) far-end crosstalk signal measured at port #4.

4. Conclusions

A novel meander DGS is proposed to improve the transmission bandwidth and reduce the crosstalk
of the two parallel microstrip lines over split power/ground planes. It employs a meander split to
enhance electromagnetic coupling and suppress propagation of lateral waves to make signal return
current flow across the split formed in the power/ground plane along the signal line in proximity, which
helps reduce the crosstalk effectively. We have presented a design method for the main parameters l3
and w2 of the meander DGS that enhanced electromagnetic coupling and reduced the crosstalk. We
developed the LC equivalent circuit and transmission line equivalent circuit model for analyzing the
crosstalk. The validity of the equivalent circuit model was verified by comparison with measurement
and simulation results and it shows overall good agreement with slight overestimation due to the
mutual inductance interpolation error. Experimental results show that the proposed meander DGS
improves signal quality and reduces near/far end crosstalk over 30 dB up to 9 GHz and 50% in the
frequency domain and time domain, respectively.
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Abstract: In this study, we propose and analyze a dual-perforation (DP) technique to improve
an electromagnetic bandgap (EBG) structure in thin and low-cost printed circuit boards (PCBs).
The proposed DP–EBG structure includes a power plane with a square aperture and a patch with
an L-shape slot that overcomes efficiently the problems resulting from the low-inductance and the
characteristic impedance of the EBG structure developed for parallel-plate noise suppression in
thin PCBs. The effects of the proposed dual-perforation technique on the stopband characteristics
and unit cell size are analyzed using an analytical dispersion method and full-wave simulations.
The closed-form expressions for the main design parameters of the proposed DP–EBG structure
are extracted as a design guide. It is verified based on full-wave simulations and measurements
that the DP technique is a cost-effective method that can be used to achieve a size reduction and a
stopband extension of the EBG structure in thin PCBs. For the same unit cell size and low cut-off
frequency, the DP–EBG structure increases the stopband bandwidth by up to 473% compared to an
inductance-enhanced EBG structure. In addition, the unit cell size is substantially reduced by up to
94.2% compared to the metallo–dielectric EBG structure. The proposed DP–EBG technique achieves
the wideband suppression of parallel plate noise and miniaturization of the EBG structure in thin and
low-cost PCBs.

Keywords: electromagnetic bandgap (EBG); dual perforation (DP); parallel-plate noise; power
delivery network (PDN); printed circuit board (PCB)

1. Introduction

Design complexity of high-speed digital and microwave printed circuit boards (PCBs) continues
to increase as high-speed PCBs are fully populated with heterogeneous circuits and associated
interconnects. High-speed PCB design is a complicated and heavily constrained problem due to the
requirement to ensure reliable power delivery in the presence of multiple voltage levels and optimized
signal traces within restricted routing regions. Moreover, small-form factors and cost reduction are
preferred. To solve this complex problem, multilayer PCB technology, including thin and low-cost
dielectrics, such as epoxy–resin fiberglass (e.g., FR–4) dielectric materials, is extensively employed
in high-speed digital and microwave applications. Use of a thin dielectric provides advantages of
inductance reductions when signals or planes are vertically connected, and when narrow transmission
lines are used for highly dense interconnections. Additionally, a thin dielectric increases the static
capacitance of PCB planes, thus achieving low-plane impedance for power delivery networks [1].
This reduces the effort of designing and optimizing decoupling capacitors for noise suppressions.

However, recent circuit operations of high-speed switching and high-bandwidth data transfers
generate wideband and high-frequency noise in PCB power delivery networks that cannot be reduced
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or suppressed by the low-impedance characteristics of thin PCBs. In particular, parallel-plate noise
is a serious problem because it significantly affects system performance. Moreover, it is induced by
a parallel-plate waveguide that is frequently adopted for power delivery networks in high-speed
PCBs [2–6].

One of the methods used to suppress wideband and high-frequency parallel-plate noise in
high-speed PCBs is a power delivery network based on an electromagnetic bandgap (EBG) structure.
To-this-date, various EBG structures have been introduced [7–22]. Their characteristics of parallel-plate
noise suppression are superior. The EBG structures exhibit increased levels of noise suppression over a
wideband frequency range. They are easily implemented by metal patterning of conductive layers,
and can thus be simply integrated into PCBs. One promising approach introduced in previously
conducted researches is the EBG structure [12–22]. This technique is based on a shunt LC resonator,
whereby the capacitance and inductance are respectively induced by an embedded metal patch and a
via. These EBG structures have been studied extensively and a variety of cost-effective techniques
have been presented for the improvement of the stopband and the miniaturization of an EBG unit
cell [12–22].

To reduce a unit cell size of an EBG structure with cost-effective PCB technology, various methods
using edge-located vias and inductance-enhanced patch have been proposed. The EBG structure that
uses an edge-located via [12,13] increases the inductance value of the shunt LC resonator by simply
moving the via to the patch edge. In inductance-enhanced EBG structures [14–18], a resonant patch is
perforated with the use of various patterns, such as spiral-shaped, stub-like, I-type patterns, so that the
effective inductances in the equivalent circuit of a unit cell substantially increase.

These methods efficiently increase the inductance value of a shunt LC resonator using low-cost
PCB technology. Hence, decreases of the low-cutoff frequency can result in the miniaturization of EBG
structures. However, the drawback of these techniques is the significant reduction of the stopband
bandwidth. The stopband bandwidth is at most 1 GHz to suppress the parallel-plate noise in the
low-frequency range of 1–2 GHz.

To enhance the stopband bandwidth, an EBG structure using multiple vias is presented in [19,20].
In the multivia EBG structure, the equivalent inductance of a shunt LC resonator is reduced by the
parallel connection between the vias. The multivia approach substantially increases the stopband
bandwidth without changing the EBG size and without increasing manufacturing cost. However,
its drawback is a low-cutoff frequency which is shifted to a high frequency, and which results in the
increase of the unit cell size to suppress parallel-plate noise in the low-frequency range. Furthermore,
the multivia approach is less effective in thin PCBs because the inductance effect on the stopband is not
dominant for thin dielectrics.

Other methods used for stopband improvements employed defected ground structures
(DGSs) [21–24]. The plane that is connected to a resonant patch through a via is etched by particular
patterns so that the characteristic impedance (Zo) increases in an equivalent EBG unit cell circuit.
A stopband bandwidth significantly increases, while a low-cutoff frequency of the DGS–EBG structure
is not shifted to a high frequency. While its stopband expansion is prominent, the DGS–EBG structure
does not have the advantage of miniaturizing an EBG structure in thin PCBs. Consequently, it is
necessary to develop a new technique to simultaneously achieve increases of the stopband bandwidth
and size reductions of the EBG structure in thin PCBs.

In this study, a dual-perforation technique is proposed for a miniaturized and wideband EBG
structure to mitigate parallel-plate noise in thin and low-cost PCBs. The study is organized as follows:
(1) in Section 2, the proposed EBG structure is presented, and its improved features are completely
explained using dispersion analysis based on the close-form expressions for low and high cut-off
frequencies and full-wave simulation approaches based on finite element method. (2) In Section 3,
the proposed EBG structure is validated using the scattering parameters which are obtained using
the full-wave simulations and experimental results. (3) The conclusions of the study are outlined in
Section 4.
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2. Dual-Perforation EBG Structure

2.1. Design Description

The proposed dual-perforation EBG (DP–EBG) structure is developed to suppress parallel-plate
noise in multilayer PCBs, including thin dielectrics. The DP–EBG structure is a periodic structure
in which a unit cell comprises a perforated power plane, a perforated patch, and a ground plane
embedded in a thin dielectric, as shown in Figure 1. The power plane is perforated by four square
apertures, while the resonant patch is perforated by an L-shape slot. These perforations are simple
to implement with conventional PCB manufacturing techniques without requiring additional, costly
processes. The perforated power plane and patch are connected through a short-length via owing to
the thin dielectric. The apertures in the power plane electrically enhance the characteristic impedance
of the EBG unit cell, while the L-shape slot in the resonant patch effectively increases the inductance of
the EBG unit cell. The unit cell size and square aperture of the DP–EBG structure are represented as
dc–by–dc and da–by–da structures, respectively. Therefore, the width of the remaining conductor is
the same and equal to dc-2da. Regarding the L-shape slot, the conductor width etched on the patch is
denoted by ws and the width of the remaining conductor is denoted by wb. The sum of dp/2 and ds is
the total length of the L-shape slot. The design parameter ds is adjustable to obtain a desired patch
inductance. The dielectric thickness between the dual perforated planes is h1. The distance between
the perforated patch and the ground plane is h2.

Figure 1. A unit cell of a dual-perforation electromagnetic bandgap dual-perforation–electromagnetic
bandgap (DP–EBG) structure consisting of perforated dual planes and its design parameters.

2.2. Derivation of the Equations for fL and fH

Dispersion analysis is performed to examine the dual-perforation effects on the stopband of the
DP–EBG structure. To derive an analytical dispersion equation, a two-port equivalent circuit model
based on transmission line theory is considered, as shown in Figure 2. In this study, one-dimensional
(1–D) propagation is captured by the equivalent circuit. The dispersion analysis conducted with the
use of the 1–D circuit model can be extended to a 2–D EBG array because it shows good correlation
with the prediction of noise suppression in the 2–D EBG array. The DP–EBG circuit model consists of
two transmission lines and a resonator circuit in which an inductor and a capacitor are connected in
series. At the resonant frequency, the LC resonator has zero impedance which results in the decoupling
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of parallel-plate noise. The transmission line is the circuital representation of electromagnetic waves
propagating through the parallel plate waveguide, which is formed by the perforated power and
the ground planes. In the DP–EBG circuit model, Zeq and βc respectively denote the characteristic
impedance and propagation constant of this parallel plate waveguide or transmission line. Its length
is dc/2. In the transmission line model, Zeq is significantly enhanced by the square perforation aperture
because the width of the remaining conductor perpendicular to the direction of wave propagation
is narrowed. In the resonator circuit, the capacitance Cp is attributed to the capacitor between the
resonant patch and the corresponding ground plane, while the inductance is attributed to the patch
and the via inductances. For the DP–EBG structure in the thin PCBs, the inductance of the via can be
ignored compared to the patch inductance which substantially increases due to the L-shape slot. Thus,
the value of Leq in the DP–EBG circuit model is mainly determined by the L-shape slot on the perforated
resonant patch. Hence, the equivalent circuit of the proposed DP–EBG structure is expressed with a
Zo-enhanced transmission line and an L-enhanced resonator.

Figure 2. Equivalent circuit model of the DP–EBG unit cell based on transmission line theory for the
extraction of the dispersion equation.

Using the ABCD parameters of the microwave theory, the voltage/current relationships between
ports 1 and 2 of the DP–EBG unit cell are described by [22](
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where,
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j(2π f )Cp

1− (2π f )2LeqCp
(2)

From the equations listed above, an effective phase constant βuc of the DP–EBG unit cell is
derived by

βuc =
1
dc

cos−1

⎡⎢⎢⎢⎢⎢⎢⎣cos(βcdc) −
(2π f )CpZeq

2
(
1− (2π f )2CpLeq

) sin(βcdc)

⎤⎥⎥⎥⎥⎥⎥⎦. (3)

Closed-form expressions for low and high-cutoff frequencies (fL and fH) are further extracted
from (3). To derive a closed-form expression for fL, it is considered that the real part of βuc is equal
to π/dc (i.e., Re{ βuc } = π/dc ). It is assumed that the electrical length of βcdc for fL is small enough to
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set cos(βcdc) and sin(βcdc) to 1 and βcdc, respectively. Accordingly, the following equation is obtained
from (3),

1 =

⎛⎜⎜⎜⎜⎜⎜⎝ π fLCpZeq

2
(
1− (2π fL)

2CpLeq
) ⎞⎟⎟⎟⎟⎟⎟⎠

(
2π fLdc

vp

)
. (4)

where vp is the phase velocity of c/
√
εr, and c is the speed of light in vacuum. Based on Equation (4),

an analytical equation can be derived explicitly for fL, as follows,

fL =
1

2π
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4ZeqCpdcv−1

p + LeqCp

⎞⎟⎟⎟⎟⎟⎠
1/2

(5)

As it can be observed in Equation (5), fL is expected to be reduced when Zeq and Leq increase,
when the DP technique is used, which are associated with the perforations of a power plane and a
resonant patch. Leq mainly contributes to the reduction in fL, while the Zeq effect is limited because it is
divided by the phase velocity vp.

To obtain an explicit expression for fH, it is considered that βucdc = 0 or cos(βucdc) = 1. Thus,
Equation (3) may be simplified to

tan
(
βcdc

2

)
= − (2π fH)CpZeq

2
(
1− (2π fH)

2CpLeq
) (6)

Accordingly, Equation (6) can be approximated using two assumptions. First, dc is so small
compared to the wavelength of fH which results in tan(βcdc/2) ≈ βcdc/2.

Second, fH is higher than the resonant frequency determined by the CpLeq product. Thus,
(1-(2πfH)2CpLeq) is approximated to be equal to -(2πfH)2CpLeq. Consequently, (6) becomes

fH =
1

2π

(
Zeq

Leq

vp

dc

)1/2

(7)

It is observed in Equation (7) that fH can be shifted to lower the frequency values by increasing
Leq with the resonant patch perforated by the L-shape slot. Considering the factor Leq in Equations
(6) and (7), the fH reduction rate is higher than that of fL because fH is inversely proportional to
(Leq)1/2. However, increasing Zeq, induced from the power plane perforated using rectangular apertures,
compensates this bandwidth reduction in the proposed DP–EBG structure.

2.3. Dispersion Analysis

To validate the fL and fH equations and examine the DP technique effects on the stopband
characteristics of the DP–EBG structure, a full-wave simulation based on a finite element method (FEM)
is adopted, and the results are compared with those from Equations (5) and (7). FEM simulations
were performed using the commercial software HFSS (ver. 17.1, Ansys. Corp., Pittsburgh, PA, USA).
The FEM simulation model used for the dispersion analysis of the DP–EBG structure is identical to the
unit cell shown in Figure 1. In the simulation model, the nominal values of the design parameters
of dc, dp, da, ws, wb, ds, h1, and h2, are set to 5 mm, 4.9 mm, 2.45 mm, 0.1 mm, 0.1 mm, 2.2 mm,
0.1 mm, and 0.1 mm, respectively. These values were determined based on the consideration of a
conventional and low-cost PCB process. The dimensions of the geometrical parameters are summarized
in Table 1. The dielectric thicknesses of h1 and h2 are chosen as the minimum value provided by
the cost-effective PCB process. The dielectric constant and loss tangent of the FR–4 are 4.4 and 0.02,
respectively. The aperture size da and the L-shape slot length ds are respectively related with Zeq and Leq.
The parameters da and ds were varied to comprehensively examine the stopband characteristics of
the DP–EBG structure and to verify the closed-form expressions for fL and fH of Equations (5) and (7).
The da values of 2.15, 2.25, 2.35, and 2.45 mm, are employed which correspond to the Zeq values of 33,
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41, 56, and 90 Ω. The ds values changed from 0.15 mm to 2.3 mm and coincided with the Leq values
from 1.55 nH to 2.38 nH. The Zeq and Leq values associated with the geometrical dimensions were
simply obtained using quasistatic simulations.

Table 1. Dimensions of geometrical parameters of the DP–EBG structure.

Parameters dc dp da ws wb ds h1 h2

Dimensions (mm) 5 4.9 2.45 0.1 0.1 2.2 0.1 0.1

Figure 3 depicts the fL and fH values of the stopband characteristics with the aforementioned Zeq

and Leq values, as acquired from the FEM simulations (blue lines) and the proposed equations (red lines).
The results for Zeq of 33, 41, 56, and 90 Ω, are shown in Figure 3a–d, respectively. The closed-form
expressions for fL and fH exhibit good correlations with the FEM-based full-wave simulations, as shown
in all the figures. The discrepancies associated with fH may result from the first-order approximation
of the Taylor series expansion of the tangent function. However, the differences between the FEM
simulation and the closed-form expressions are approximately uniform for all the Leq values. Thus,
the tendencies among these results are in close agreement. Even though the closed-form expressions for
fL and fH derived herein are verified using a limited number of test cases, these equations can be extended
and applied to other DP–EBG structures, including the different dimensions of geometrical parameters.

Figure 3. Various cutoff frequencies with respect to the changes of Zeq ((a) 33 Ω, (b) 41 Ω, (c) 56 Ω and
(d) 90 Ω) and Leq used to examine the stopband characteristics and verify the closed-form expressions
for fL and fH.

The effects of the DP technique on a stopband are further examined. The fL and fH variations with
respect to Zeq and Leq are explored using Equations (5) and (7), as shown in Figure 4. The value of Zeq

varies from 5 Ω to 95 Ω and that of Leq changes from 1.0 nH to 3.0 nH. These values are commonly
used for the proposed DP–EBG structure in low-cost and thin PCBs. The overall tendencies of the
variations of fL and fH associated with the DP technique are also observed and evaluated. In Figure 4a,
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the minimum fL value is 0.85 GHz when Zeq and Leq are 95 Ω and 3.0 nH, respectively. The maximum
value of fL is 1.63 GHz and results from Zeq = 5 Ω and Leq = 1.0 nH. As shown in Figure 4b, the minimum
value of fH is 1.10 GHz and is observed when Zeq = 5 Ω and Leq = 3.0 nH, while the DP–EBG structure
has a maximum value of fH is 8.34 GHz when Zeq = 95 Ω and Leq = 1.0 nH. The conditions for the
minimum and maximum fL and fH values are different.

Figure 4. Variations of (a) fL and (b) fH for various Zeq and Leq values obtained using the
closed-form expressions.

To gain insight into the efficient design of the DP–EBG structure, the variations of fL and fH are
presented graphically. Figure 5 depicts the contour lines of both fL (black dashed lines) and fH (blue
solid lines) when Zeq changes from 5 Ω to 95 Ω and when Leq changes from 1.0 nH to 3.0 nH. Point A
in Figure 5 shows that fL and fH are equal to 1.23 GHz and 4.42 GHz when Zeq and Leq are 40 Ω and
1.5 nH, respectively. However, the suppression region of the parallel-plate noise given at point A needs
to be extended in the low-frequency range. To achieve this, Leq can increase. For instance, fL changes
from 1.23 GHz to 1.0 GHz as Leq increases from 1.5 nH (point A) to 2.42 nH (point B) by maintaining
Zeq to 40 Ω. In this approach, both fL and fH are lowered, thus reducing the stopband bandwidth.
To compensate for this drawback, other approaches can be considered, namely, by moving point A
to C. Zeq increases from 40 Ω to 60 Ω and Leq increases from 1.5 nH to 2.42 nH, thus resulting in an fL
value of 1.0 GHz and an fH value of 4.42 GHz. The fL reduction is successfully achieved by maintaining
fH to 4.42 GHz. Consequently, the suppression region of the parallel plate noise is broadened as is fL is
reduced. As it has been observed in the proposed analysis, the contour plots, which were extracted
with the use of the closed-form expressions for fL and fH, provided a simple and systematic approach
to design the DP–EBG structure in thin and cost-effective PCBs.

Figure 5. Contour plots of fL and fH used for the design and analyses of DP–EBG structures.
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2.4. Performance Comparisons

The performances of the proposed DP–EBG structure are demonstrated by comparing their
dispersion characteristics with those of previous EBG structures, namely a mushroom-type EBG
(MT–EBG), defected-ground EBG (DGS–EBG), and inductance-enhanced EBG (IEP–EBG) structures.
The unit cells and the dimensions of these EBG structures are shown in Figure 6 and Table 1, respectively.
It is noted that the unit cells of these EBG structures have the same size. The dispersion characteristics
are obtained by applying the Floquet theory to full-wave simulation results [25]. The results are
illustrated in Figure 7. The fL values of the previously proposed MT–EBG, DGS–EBG, IEP–EBG, and the
proposed DP–EBG structures are 4.95, 2.28, 1.22, and 1.00 GHz, respectively. For the same unit cell size,
the proposed DP–EBG structure shows the lowest fL in the EBG structures. Moreover, the proposed
DP–EBG structure substantially reduces fL compared to the MT– and DGS–EBG structures. Even
though the stopband bandwidth of the MT– and DGS–EBG structures are larger than the DP–EBG
structure, the stopbands of the MT– and DGS–EBG structures are in higher frequency ranges. These
ranges cannot be lowered unless their unit cell sizes are significantly enlarged. The IEP–EBG structure
has a low fL value comparable to the DP–EBG structure. However, the stopband bandwidth of the
IEP–EBG structure is 0.48 GHz, which is equal to at most 0.17 times the stopband bandwidth of the
DP–EBG structure. The DP–EBG structure successfully overcomes the limitation of the IEP–EBG
structure, thus widening the bandwidth of the stopband.

Figure 6. Unit cells of (a) mushroom-type (MT)–, (b) defected ground structure (DGS)–,
(c) inductance-enhanced patch (IEP)–, and (d) DP–EBG structures for stopband comparisons.

Figure 7. Dispersion diagrams of (a) MT–, (b) DGS–, (c) IEP–, and (d) DP–EBG structures.

To examine the advantage of miniaturization, an FEM-based dispersion analysis is performed to
compare the previous MT–EBG and the proposed DP–EBG structures. The unit cell areas are found
when the MT–EBG and DP–EBG structures contain the same fL. The comparison result is depicted in
Figure 8. An amount of unit cell area reduction substantially increases as the fL is lowered. For an fL
value equal to 1.0 GHz, the area reduction of the DP–EBG structure is 94.2% compared to the MT–EBG
structure. It is shown that the DP–EBG structure is advantageous because it downsizes the unit cell.
Remarkably, this enhancement is achieved in dual-plane perforation cases only, without requiring
costly materials and additional PCB processes.
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Figure 8. Comparison of unit-cell miniaturization between previous MT– and proposed DP–EBG structures.

3. Results

In this section, the parallel-plate noise suppression of the DP–EBG structure in thin PCBs is
demonstrated based on the scattering parameters (S-parameters) which are obtained from the full-wave
simulation of the DP–EBG structure with a 7 × 7 array. Moreover, it is experimentally verified that the
DP–EBG structure suppresses parallel-plate noise in thin PCBs using a test vehicle fabricated with
conventional PCB process.

3.1. Simulated Results

A full-wave simulation model of the DP–EBG structure with a 7 × 7 array is depicted in Figure 9.
The array size is determined to implement the quasiperiodic condition of the DP–EBG structure.
Two-port simulation is performed with waveguide ports renormalized to 50 Ω. The boundaries are
set to perfect magnetic conductors and a perfect matched layer, as shown in Figure 9. To compare
the noise suppression performance, the simulated S-parameters of the previous EBG structures with
the 7 × 7 array and the parallel plate waveguide (PPW) without any EBG structure are also obtained.
The dimensions of the geometrical parameters were described in the previous section. The port
locations and the boundary conditions are identical for all EBG structures and the PPW.

Figure 9. Finite difference method (FEM)-based simulation model of the DP–EBG structure with a
7 × 7 array.

To prove the existence of a wideband stopband with a low fL, the simulated S21 parameters of
the PPW, IEP–EBG, and DP–EBG structures, are shown in Figure 10a. As it can be observed, the PPW
without any EBG structure is vulnerable to parallel plate noise. The stopband with a−40 dB suppression

131



Electronics 2019, 8, 719

level of the IEP–EBG structure forms in the frequency range from 1.01 GHz to 1.36 GHz, while that of
the DP–EBG structure ranges from 0.98 GHz to 3.32 GHz. For the same size of the EBG structures,
the stopband bandwidth of the DP–EBG structure is approximately 6.7 times wider than that of the
IEP–EBG structure. Moreover, the stopband of the proposed DP–EBG structure is significantly lowered
compared to those of the MT–EBG and DGS–EBG structures, as shown in Figure 10b. The fL values of
the MT–EBG, DGS–EBG, and DP–EBG structures are 4.6, 3.33, and 0.98 GHz, respectively. The DP–EBG
structure substantially reduces the fL value up to 78.7% without adding costly materials and processes.
The stopband estimation based on the S-parameter exhibits a good correlation with dispersion analysis
results. The fL and fH predicted from the dispersion analysis are 1.0 and 3.75 GHz, respectively.

Figure 10. Comparison of S-parameters between (a) the ppw, IEP-EBG and proposed EBG structures
and (b) MT-EBG, DGS-EBG, and proposed EBG structures to demonstrate a broad stopband bandwidth
and miniaturization.

3.2. Measurements

To experimentally verify the DP–EBG structure, a test vehicle is fabricated using conventional PCB
process. The process provides a copper-based conduction layer, FR–4 dielectric, through-hole via, and a
minimum dielectric thickness of 100 μm. The via diameter is 0.4 mm and the copper thickness is 17 μm.
The dielectric constant and loss tangent of the FR–4 are 4.4 and 0.02, respectively. The dimensions for
the test vehicle of the DP–EBG structure are listed in Table 1. The test vehicle includes a 7 × 7 array and
the entire board size is 35 mm x 35 mm. The measurement setup and fabricated PCBs of the DP–EBG
structure are depicted in Figure 11. To obtain the S-parameters of the DP–EBG structure, a vector
network analyzer (Anritsu MS46122A, 1 MHZ to 1 GHz) and microprobes (GSG type, 500 μm pitch) are
employed. The probing pads on the test vehicle are located at (0 mm, 17.5 mm) and (35 mm, 17.5 mm)
with the origin placed at the lower left corner of the PCBs. This setup is the same as the setup of the
full-wave simulation described in the previous section. The measured and simulated S21 parameters
are shown in Figure 12. The stopband of the DP–EBG structure is clearly observed in the measurement.
The fL and fH values with a −40 dB suppression level are equal to 1.03 and 3.32 GHz, respectively.
The measurements show good agreement with the full-wave simulation result. Consequently, it is
experimentally verified that the DP–EBG structure substantially suppresses the parallel-plate noise
with the advantage of miniaturization (in other words, low fL) in thin and low-cost PCBs.
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Figure 11. Measurement setup for DP–EBG structure with a 7 × 7 array.

Figure 12. Measured and simulated S21 parameters of the DP–EBG structure.

4. Conclusions

The DP–EBG structure was proposed to improve parallel-plate noise suppression and downsize
the EBG structure in multilayer PCBs with thin dielectrics. The proposed DP technique efficiently
overcame the limitations of the previous EBG structure in thin and low-cost PCBs. The perforation
pattern for a resonant patch lowered the start frequency of the stopband and the plane perforation
improved the stopband bandwidth. The DP technique successfully achieved these without any costly
materials and processes. The improved characteristics of the DP–EBG structures were thoroughly
examined and validated using dispersion analysis, full-wave simulations, and experiments. In this
study, the particular patterns of the rectangular aperture and L-shape slot for the DP technique are
presented. Additional research studies on other patterns for the DP technique need to be conducted.
It is thus anticipated that a synthesis algorithm will be developed for the various patterns planned to
be tested using the DP technique.
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Abbreviations

DGS defected ground structure
DP dual perforation
EBG electromagnetic bandgap
FEM finite difference method
IEP inductance-enhanced patch
MT mushroom-type
PCB printed circuit board
PPW parallel plate waveguide
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Abstract: The partial substitution of non-renewable materials in cementitious composites with
eco-friendly materials is promising not only in terms of cost reduction, but also in improving the
composites’ shielding properties. The water and carbon content of a commercial lignin-based biochar
is analyzed with thermal gravimetric analysis. Cementitious composite samples of lignin-based
biochar with 14 wt.% and 18 wt.% are realized. Good dispersion of the filler in the composites is
observed by SEM analysis. The samples are fabricated in order to fit in a rectangular waveguide
for measurements of the shielding effectiveness in the X-band. A shielding effectiveness of 15 dB
was obtained at a frequency of 10 GHz in the case of composites with 18 wt.% biochar. Full-wave
simulations are performed by fitting the measured shielding effectiveness to the simulated shielding
effectiveness by varying material properties in the simulator. Analysis of the dimensional tolerances
and thickness of the samples is performed with the help of full/wave simulations. Lignin-based
biochar is a good candidate for partial substitution of cement in cementitious composites, as the
shielding effectiveness of the composites increases substantially.

Keywords: shielding effectiveness; biochar; eco-friendly material; cementitious composites;
waveguides

1. Introduction

The human population saw rapid growth in the past few decades. With increasing population, the
demand for the construction industry increased manifold [1]. This resulted in increasing greenhouse
gas emissions from cement production [2]. The substitution of non-renewable raw materials used in
the construction industry with eco-friendly materials derived from waste is promising in terms of
cost and environmental protection [3]. Agriculture and forestry waste is primarily burnt on field in
order to reduce the cost of disposal. When converted into biochar, this waste can be used as a partial
substitute to cement, resulting in a significant reduction in greenhouse gas emissions and improving
the mechanical properties of concrete [4,5].

An increasing number of devices working at microwave- and millimeter-wave frequencies resulted
in an overall increase in electromagnetic radiation [6,7]. Electromagnetic shields are deployed to
protect sensitive devices against electromagnetic interference [8,9]. In places that are vulnerable to
electromagnetic interference, shielding materials can be applied as a coating on wall surfaces [10]. A
number of devices working at microwave- and millimeter-wave frequencies are used in the health
sector for applications like imaging, tomography, etc. [11,12]. The X-band in particular is important for
radar communications including air-traffic control, weather monitoring, maritime vessel traffic control,
defense tracking, and vehicle speed detection. The use of shielding materials in buildings can be helpful
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in isolating equipment that is sensitive to electromagnetic interferences [13,14]. Different measurement
techniques can be deployed for the determination of the shielding effectiveness of materials. The most
common measurement techniques are: reverberation chamber [15], free-space measurements in an
anechoic chamber [16], and coaxial and waveguide methods [17–19]. Each measurement technique
requires specific sample dimensions and frequency band. The X-band is very important for applications
like satellite communications and radar.

The use of carbon-based materials in epoxy composites and the analysis of their morphological and
electrical properties were vastly studied [20–23]. Conventional carbon-based materials like graphene
and carbon nanotubes are expensive and require complex synthesis. In recent years, the use of
biochar-substituted carbon nanotubes and graphene in composites as filler was investigated [24,25].
Biochar is cost-effective as compared to other carbon-based materials. Biochar is a porous carbonaceous
material produced by thermal treatment of biomass in the absence of oxygen [26]. It can be made from
a number of different waste products such as agricultural waste, food waste, or sewage sludge [27].
Until recently, biochar was used for soil amendment in agriculture and landfilling applications [28].
The use of biochar in alternative applications is being studied at a vast scale, specifically for carbon
sequestration, for energy storage applications [29], and in construction and building [30,31].

In this paper, lignin-based commercial biochar was used as a partial substitute to cement in
composites. The water, carbon, and other residues of the biochar were studied by thermogravimetric
analysis (TGA). Composites of 4 mm thickness with plain cement, 14 wt.% biochar, and 18 wt.%
biochar were fabricated with specific dimensions for measurements of the shielding effectiveness
inside a waveguide working in the X-band microwave frequency. The samples with 18 wt.% biochar
were cured in water for seven days or 28 days. For examining the microstructural properties of the
composites and dispersion of the filler in the composite matrix, SEM was adopted. Measurements of
the shielding effectiveness were compared with simulated results obtained with a full-wave simulator.
As expected, the shielding effectiveness increased with the increase of the percentage of filler (11 dB for
14 wt.%, and 15 dB for 18 wt.% at 10 GHz). Analyses of fabrication tolerances and sample thickness
were performed with the help of a full-wave simulator.

Finally, the effect of the curing period in water on the shielding effectiveness values was analyzed
for the samples with 18 wt.% biochar. The shielding effectiveness increased by approximately 5 dB in
the whole frequency range for the sample cured in water for 28 days with respect to the sample cured
in water for seven days.

2. Materials and Methods

2.1. Composites Preparation

The composite samples produced were with 14 wt.% and 18 wt.% biochar in Portland cement (PC).
For the sake of comparison, a composite without biochar was also produced, which is referred to as
plain cement composite. The biochar used to realize the samples was a commercial product provided
by Carlo Erba Reagents. It was pyrolyzed in the form of powder at a temperature of 750 ◦C for four
hours in an alumina crucible. For preparation of cementitious composites, ordinary Portland Cement
(PC) (grade 52.5 R) compliant with ASTM C150 was used along with water and superplasticizer to
form an adequate consistency of the paste. The percentages of water and superplasticizer used were
equal to 60 wt.% and 1.8 wt.%, respectively. A mechanical mixer was used to work the mixture for a
duration of 5 min. Silicon molds of adequate shape and size were then used to give the composites the
required shape and dimensions.

Portland cement was blended with biochar by using a mechanical mixer for 5 min with two
different percentages by weight of cement, 14% and 18%, water (60%), and superplasticizer (1.8%).
Furthermore, a reference specimen was realized using only Portland cement matrix blended together
with water and superplasticizer equal to 35% and 1.5%. The obtained composites were then poured
into rectangular silicone molds for shielding effectiveness analysis. The silicon molds were fabricated
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in a three-dimensional (3D) printed master mold of specific dimensions (see Figure 1). The reusable
and flexible silicone molds helped with easy extraction of composite samples once they were cured.

 

Figure 1. Three-dimensional (3D) printed master mold with silicone mold and an example of a
composite sample.

Initially, the composite samples were kept at a relative humidity of 90% ± 5% for 24 h. The
composites were then demolded and immersed in water at a temperature of 20 ± 2 ◦C. The samples
were then cured in water for a period of seven days. Two different curing methodologies were used for
curing of the 18 wt.% samples in water for seven days and 28 days, in order to evaluate the impact
of water curing duration on the shielding effectiveness (see Table 1). In Table 1, the different steps of
fabrication and measurements of the cement composites are reported.

Table 1. Fabrication and measurements of the cement composites.

Day Plain Cement 14 wt.% (7 days) 18 wt.% (7 days) 18 wt.% (28 days)

0 Fabrication Fabrication Fabrication Fabrication
1 Demolded Demolded Demolded Demolded
1 Cured in water Cured in water Cured in water Cured in water
7 Extracted from water Extracted from water Extracted from water -
21 SE meas.* 2 weeks SE meas.* 2 weeks SE meas.* 2 weeks -
28 - - - Extracted from water
42 - - - SE meas.* 2 weeks
70 SE meas.* 10 weeks SE meas.* 10 weeks SE meas.* 10 weeks -
98 - - - SE meas.* 10 weeks

* Shielding effectiveness measurement (SE meas.)

2.2. Morphological Analysis

Thermogravimetric analyses (TG-DTA) were carried out in air using about 20 mg of biochar
heated from room temperature to 950 ◦C at 3 ◦C/min. For a morphological characterization of the
cement composites, a scanning electron microscope (Hitachi S-2500C, Hitachi, Japan) was used for the
analysis of the cross-section of cement composites with 18 wt.% biochar. Sections of the composite were
cut and polished with measurements performed on gold-plated samples to avoid any charging effects.

2.3. Radiofrequency Measurements

The total shielding effectiveness can be defined as the ratio of the incident and transmitted field.
It can be obtained from the measured transmission loss (S21) in a waveguide as follows:

SE = −20 · log(|S21|). (1)
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The total shielding effectiveness of a material comprises dissipation loss, LD, and mismatch loss,
LM [32].

SE = LD + LM, (2)

where LM can be calculated from the reflection scattering parameter as follows:

LM = −10 · log10
(
1− |S11|2

)
, (3)

LD = −10 · log10

( |S21|2
1− |S11|2

)
. (4)

The scattering parameters of the composites were measured in a WR90 (Sivers IMA, Holding
AB (HQ), Sweden) rectangular waveguide from 8 GHz to 12 GHz using a set-up similar to that in
Reference [33]. The samples were fabricated in order to fit the rectangular waveguide cross-section
(a = 22.86 mm, b = 10.16 mm). The thickness of the samples was 4 mm. The set-up is shown in
Figure 2. It consisted of a two-port vector network analyzer (VNA) (Agilent E8361A: Keysight, Santa
Rosa, CA 81841, USA), two coaxial cables connected to the two ports of the network analyzer, two
coaxial-to-waveguide adapters, and two rectangular waveguides. Between the waveguide flanges,
a spacer holding the sample was inserted. Before the measurements, a two-port calibration (short,
matched load, thru) was performed. The reference planes were at the ends of the spacer.

Figure 2. WR90 waveguide measurement set-up.

2.4. Finite Element Simulations

A commercial finite element modeling tool, Ansys HFSS, was used to simulate the waveguide
with the composite sample as shown in Figure 3. The material properties of the composite inserted in
the waveguide were chosen by fitting the simulated shielding effectiveness values to the measured
shielding effectiveness values. The composite dimensions and thickness were varied to analyze the
impact of fabrication tolerances and thickness on the values of shielding effectiveness.
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(a) (b) 

Figure 3. Geometrical configuration of the waveguide: (a) geometry of the simulated waveguide with
composite. (b) Cross-section of the waveguide for the dimensional analysis.

2.5. Dimensional Tolerance Analysis

In order to take into account the dimensional tolerance of the cement composite, simulations were
performed based on varying the two dimensions along the x-axis and y-axis (see Figure 3). In the
case of plain cement composites, it was found that there was negligible variation of the transmission
properties by varying the ax dimension of the sample, while the impact of the variation of bx was
significant. A variation of 0.5 mm in bx resulted in a variation of almost 1 dB in the transmission
coefficient, as shown in Figure 4. It was ensured that the tolerance in the dimensions of the cement
composites was below this value.

Figure 4. Analysis of fabrication tolerances of the plain cement composites.

3. Results

3.1. Biochar and Composite Characterization

The water and carbon content of the biochar was investigated by TG-DTA experiments. The TGA
curve of biochar is reported in Figure 5. Below 100 ◦C, the weight loss was about 16%, due to the
evaporation of the physically adsorbed water. From 350 ◦C to 500 ◦C, the weight loss was due to the
combustion of the graphitic carbon fraction (about 74% of the total weight of the sample). At 950 ◦C, a
residue of around 5% in weight was observed with respect to the initial amount.
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Figure 5. Thermogravimetric analysis (TGA) curve of biochar filler.

Figure 6 illustrates the SEM image of composites with the highest content of biochar (18 wt.%)
recorded with secondary electrons. The black structures shown in the SEM image are the carbonaceous
particles. The expected elongated structure of the particles was due to the fiber origin of the biochar.
The particles showed a good dispersion in the matrix.

 

μ

Figure 6. SEM micrograph of cement containing biochar 18% at 1000×magnification.

3.2. Shielding Effectiveness Analysis

Shielding effectiveness can be found from the measured transmission coefficient, S21, in a
waveguide (see Figure 2), as defined in Equation (1). The measured shielding effectiveness values
of the plain cement used as a reference sample, as well as the sample with 14 wt.% and 18 wt.%
filler cured in water for seven days, measured after 10 weeks, are shown in Figure 7. At the center
frequency of 10 GHz, the shielding effectiveness of plain cement was almost 5 dB, which increased to
11 dB for the samples with 14 wt.% biochar. The maximum shielding effectiveness measured for the
sample with 18 wt.% was around 15 dB. These results were obtained with 4-mm-thick samples. The
shielding effectiveness values could be further increased by increasing the sample thickness and/or
the percentage of biochar. The shielding effectiveness of the plain cement composites decreased with
frequency. This behavior is similar to other cement composites [34]. The different behavior in terms of
the frequency of the biochar composites with respect to plain cement composites can be attributed to
the presence of entrapped water in the biochar [35].
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Figure 7. Measured and simulated shielding effectiveness values for plain cement, as well as the
sample with 14 wt.% biochar and the sample with 18 wt.%. Samples were cured for seven days in
water. Measurements were performed after 10 weeks of aging.

In Figure 7, the simulated shielding effectiveness obtained with full-wave simulations are
reported (dashed lines). The values of complex permittivity were varied to fit the simulated shielding
effectiveness values to the measured shielding effectiveness values, and a good correlation between
the measured and simulated data was obtained.

There is a strong correlation between the curing period in water and the mechanical strength of
cement composites [30]. In order to evaluate the effect of the curing period in water on the shielding
effectiveness values, samples with 18 wt.% biochar cured in water for a period of seven days and 28
days were analyzed. The shielding effectiveness of the cement composite with 18 wt.% biochar cured
in water for seven days and 28 days, measured after two weeks and 10 weeks, are shown in Figure 8.
It can be seen that the sample cured in water for 28 days had higher shielding effectiveness when
measured both after two weeks and after 10 weeks. The variation of the shielding effectiveness over
time of the cement composite cured for 28 days was also higher than that cured in water for seven
days. This shows that the shielding effectiveness increased due to the presence of water, whereby the
loss of water from the sample over time resulted in a reduced value of the shielding effectiveness.

 
(a) (b) 

Figure 8. Measured shielding effectiveness of cement sample with 18 wt.% biochar: (a) cured in water
for seven days; (b) cured in water for 28 days. Measurements were performed after two weeks and
10 weeks.

4. Discussions

In order to evaluate the impact of the presence of biochar in the cement composites on the
shielding effectiveness, a comparison was performed with other studies in the literature (see Table 2).
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The case considered in this comparison was the composite filled with 18 wt.% biochar cured in water
for seven days and measured after 10 weeks. The thickness of the samples considered was 4 mm,
which provided a shielding effectiveness value of almost 14 dB. In comparison with the literature,
other reported cement samples gave higher shielding effectiveness values due to a higher value of
thickness. In order to evaluate the impact of the thickness on the shielding effectiveness, simulations
were performed with higher thickness values. The results are shown in Figure 9. As expected, the
shielding effectiveness increased considerably upon increasing the thickness of the sample.

Table 2. Comparison with the literature.

Reference Frequency
Measured

After (days)
Thickness

(mm)
Shielding

Effectiveness (dB)
Materials

[34] 3 GHz 36 100 17.5 Cement
[36] 10 GHz 95 150 20 Cement

This work 10 GHz 70 4 15 Cement + 18 wt.% biochar

Figure 9. Simulated results for cement composites with 18 wt.% biochar with different thicknesses.

5. Conclusions

Biochar is obtained by thermal treatment of waste products. It is vastly used for soil amendment.
More recently, it was used for applications such as energy storage, carbon sequestration, and
construction. The effect of a commercial biochar on the shielding properties of cement composites was
investigated in the X-band. The conclusions drawn based on the results presented can be extended to
other microwave frequencies. Cementitious composites with ordinary Portland Cement (PC) were
prepared without biochar and with biochar as filler (14 wt.% and 18 wt.%). Samples were prepared in
order to fit a WR90 waveguide (8–12 GHz). With the help of a full-wave simulator, the fabrication
tolerances of the samples were analyzed. A variation of ±0.5 mm resulted in a change of the shielding
effectiveness of ±1 dB. Shielding effectiveness can be obtained from the measurements of scattering
parameters. Samples with 14 wt.% and 18 wt.% biochar as filler were cured in water for seven days.
As expected, the shielding effectiveness increased with the increase in the percentage of filler (11 dB for
14 wt.%, and 15 dB for 18 wt.% at 10 GHz). In order to evaluate the effect of the curing period in water
on the shielding effectiveness, different curing periods were analyzed. Samples with 18 wt.% biochar
were cured in water for a period of seven days and 28 days. The shielding effectiveness increased
by approximately 5 dB in the whole frequency range for the samples cured in water for 28 days as
compared to samples cured in water for seven days.
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Abstract: Polyaniline-based composites designed to ensure the electromagnetic compatibility of
electronic devices were obtained. The surface morphologies of the obtained films were studied using
optical and electron microscopy. The electrical resistivity of polyaniline (PANI) films were measured
at various thicknesses. For films of various compositions and various thicknesses, the frequency
dependencies of the complex dielectric permittivity, in the range of 100–2000 kHz, as well as the
electromagnetic radiation (EMR) absorption coefficient in the frequency range 0.05–2 GHz were
obtained. It was found that flexible gelatin-PANI composite films with a thickness of 200–400 μm,
a bending radius of about 5 cm, and a real part of complex permittivity of not more than 10 provide an
EMR absorption coefficient of up to 5 dB without introducing additional EMR absorbing or reflecting
fillers. The resulting gelatin-PANI composite films do not possess a through electrical conductivity
and can be applied directly to the surface of protected printed circuit boards.

Keywords: electromagnetic compatibility; polyaniline; gelatin; composite; microwave absorption;
dielectric permittivity; electrical conductivity

1. Introduction

Electromagnetic compatibility (EMC) of electronic devices is ensured by applying materials
shielding from electromagnetic radiation (EMR) due to EMR absorption and reflection [1]. Ferrite-based
composites with organic binders [2] are widely used materials for EMR absorption. Their serious
disadvantage is a high mass density, which limits the application of such materials in electronics.
The use of composite materials containing conductive polymers and components with high dielectric
and magnetic losses can be considered as the most promising way to ensure EMC. Conductive
polymer polyaniline (PANI) is used as an additional component with dielectric losses in a wide
variety of EMC composites. A high EMR shielding efficiency, in a wide frequency range, has been
experimentally proven for composites of PANI using silver nanowires [3], particles of antimony
oxide [4], graphene [5–7], carbon nanotubes [8,9], Ti3SiC2 [10], MoS2 [11], CuO [12], bamboo fibers [13],
bagasse [14], MXene, and other fillers [15]. The EMR shielding properties of composites of PANI with
magnetic nanoparticles of cobalt and iron–nickel alloy [16] and ferrites [17] have also been shown.

PANI was applied as a component of composites for EMC. PANI/polyacrylate composite coatings
demonstrated the efficiency of electromagnetic-interference shielding at 38–60 dB in a frequency range
of 100 kHz–10 GHz [18]. PANI nanofibers coatings showed an efficiency of electromagnetic-interference
shielding of up to 63 dB in that same frequency range [19]. Films of conductive polymeric blends
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of polystyrene and PANI provided a shielding efficiency of up to 45 dB in a frequency range of
9–18 GHz [20]. PANI provided a low-percolation threshold (0.58 wt.%), high-electrical conductivity,
and high-shielding efficiency of composites using carbon nanotubes [21]. Composites based on PANI
and MXene possess excellent thermal and EMR shielding efficiency characteristics; thus, they can be
applied in for use in mobile phones, military utensils, heat-emitting electronic devices, automobiles,
and radars [22]. Even though the conductivity of PANI is not as high as that of metals, it is considerably
high when compared to the conductivity of other polymers. Additionally, PANI has many advantages,
including ease of fabrication, low cost, and the ability to be switched between electrically conducting
and insulating statuses [15].

The efficiency of PANI-containing composites without additional EMR absorbing or reflecting
fillers is not widely described in the literature, but these composites may be useful in order to simplify
synthesis techniques and to reduce the costs of EMC materials. At the same time, composites of
gelatin–PANI, which are potentially useful for various fields, including electronics [23], are only
characterized as materials for tissue engineering [24,25], targeted drug delivery [26], and other
biomedical applications [27].

The aim of the current work was to obtain PANI films and gelatin–PANI composite films and to
study their potential applications for the EMC of electronic devices.

2. Materials and Methods

2.1. Synthesis of PANI Films

In order to obtain a PANI dispersion, a solution containing 0.228 g of (NH4)2S2O8 (Merck, USA)
and 1 mL of distilled water was added to a solution containing 0.255 mL of aniline (Merck, USA), 1 mL
of 10 M HCl (Merck, USA), and 7 mL of distilled water. The reaction mixture was kept in a water bath
at 20 ◦C for 24 h. The resulting suspension was dark green, typical for the protonated emeraldine form
of PANI, which has the highest stability and the lowest resistivity according to the results of other
research groups [28]. Then, the suspension was filtered, washed several times with distilled water,
refiltered, and dried to obtain a solid PANI, from which a suspension of a given concentration was
prepared. PANI films were fabricated with the help of irrigation on polyethylene substrates with a size
of 44 × 44 mm, followed by being dried in an oven at 40 ◦C. The thickness of films ranged from 50 to
200 μm.

2.2. Synthesis of Gelatin–PANI Composites

Obtaining samples of gelatin–PANI composites (for example, 12%-PANI-GEL with 12 mas.%
PANI) was carried out as follows: 6.5 g of gelatin P-11 (GOST 11293-89, Vekton, Saint Petersburg,
Russia) was added to 50 mL of distilled water in a glass flask. The produced suspension was being
stirred using a magnetic stirrer at a temperature of 60 ◦C for 2 h. An aqueous suspension of polyaniline
was prepared in a conical tube by adding a volume of of dry PANI (obtained in accordance with
Section 2.1) of 0.28 g to 5.3 mL of distilled water. Further on, the PANI suspension was treated with an
ultrasonic homogenizer (Sonopuls HD 4100 (Bandelin, Berlin, Germany)) for 5 min, directly before
being mixed with a gelatin solution. The final suspension was poured into a Petri dish for solidification
at room temperature.

The samples, 3%-PANI-GEL, 22%-PANI-GEL, 36%-PANI-GEL, 46%-PANI-GEL, 53%-PANI-GEL,
and 59%-PANI-GEL with 3, 22, 36, 46, 53, and 59 mas.% PANI, respectively, were obtained in a similar
manner. Each synthesis experiment was repeated five times. The maximum content of PANI was due
to the need to obtain a stable suspension for sample preparation.

To provide electrophysical measurements, a sample with a size of 44 × 44 mm and a thickness of
200–400 μm was cut out of the obtained flexible film. As a reference sample, a gelatin-based film with
no addition of conductive polymer was obtained.
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2.3. Characterization Techniques

The surface morphology of the obtained films was characterized by optical and scanning electron
microscopy (SEM) using a digital optical microscope (KH-7700 (Hirox, Tokyo, Japan)) and a two-beam
scanning electron microscope (Helios Nanolab 400 (FEI, Hillsboro, OR, USA)).

The frequency dependencies of complex dielectric permittivity were measured in accordance
with ASTM D150, using an Agilent E4980A high-precision LCR meter (Agilent Technologies, Inc.,
Santa Clara, CA, USA) and a measuring cell developed at Saint Petersburg Electrotechnical University
“LETI” [29].

To measure the EMR absorption coefficient, we used a method based on a coplanar waveguide
(CPW) with an impedance of 50 Ω, assigned to the frequency range of 50–2000 MHz, and a vector
network analyzer ZVB-20 (Rohde&Schwarz, Munich, Germany). The design of the CPW was developed
at Saint Petersburg Electrotechnical University “LETI” [29]. When measuring, the test sample was
placed on the surface of the CPW.

The EMR absorption coefficient L (dB) was calculated using the following formula [30]:

L = −10 log10

(
|S21|2 + |S11|2

)
,

where |S21| and |S11| are the modules of complex transmission and reflection coefficients, respectively.
The absorption coefficient’s value, 10 dB, was equivalent to 90% power loss of transmitted EMR.

A 4200-SCS semiconductor characterization system (Keithley, Solon, OH, USA) and an M150
probe station (Cascade Microtech, Beaverton, OR, USA) were used to measure the surface electrical
resistivity of samples using the four-probe method. In order to calculate the electrical resistivity of
the samples, their thicknesses were measured using a micrometer with an accuracy of 5 μm [29].
Each sample was measured five times.

3. Results and Discussion

3.1. Surface Morphology of the Samples

The views of the obtained PANI film sample on a polyethylene substrate, the sample of gelatin
film, and the sample of the gelatin–PANI composite film are given in Figure 1. The minimal binding
radius of the gelatin-PANI composite film with a thickness of 200–400 μm was about 5 cm.

 
  

(a) (b) (c) 

Figure 1. The view of the obtained samples: (a) the polyaniline (PANI) film on a polyethylene substrate;
(b) the gelatin film; and (c) the gelatin-PANI composite film.

SEM images of the PANI film on a polyethylene substrate are given in Figure 2. As can be seen
from the images, the film consists of PANI grains of 100–1000 nm, which presumably may be due to
the fact that the film was directly obtained from an aniline solution with subsequent polymerization.
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(a) 

 

(b) 

Figure 2. SEM images of the PANI film on a polyethylene substrate: (a) low magnification and
(b) high magnification.

The optical microscopy images of PANI film on a polyethylene substrate and gelatin–PANI
samples are given in Figure 3.

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3. Cont.
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(e) 

 

(f) 

 

(g) 

 

(h) 

Figure 3. Optical microscopy images of the samples: (a) the PANI film on a polyethylene substrate;
(b) 3%-PANI-GEL; (c) 12%-PANI-GEL; (d) 22%-PANI-GEL; (e) 36%-PANI-GEL; (f) 46%-PANI-GEL;
(g) 53%-PANI-GEL; and (h) 59%-PANI-GEL.

As shown in the obtained images, an increase in PANI content in the composition provokes the
formation of larger particles of conductive polymer. A further increase in the content of PANI is
possible with changes in synthesis technology.

3.2. Electrophysical Characteristics

The results of the electrical resistivity of the PANI films on a polyethylene substrate are shown in
Figure 4.

Figure 4. Thickness dependence of the electrical resistivity of the PANI films on a polyethylene substrate.
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The electrical resistivity of PANI films decreases, whereas the film thickness increases and stops
its decrease at a thickness of about 100–120 μm. The effect is similar to that described in [31] and
may be due to the compaction of the structure of the PANI film on a nonconductive polyethylene
substrate [32]. The value of the surface electrical resistivity of the PANI film may be increased by
introducing additional dielectric components, or by selecting the PANI content in the gelatin–PANI
composite in order to achieve an impedance matching with free space (Z = 377 Ω).

The frequency dependencies of the real and imaginary parts of the complex dielectric permittivity
of gelatin–PANI composite samples are shown in Figure 5.

(a) (b) 

Figure 5. Frequency dependence of the complex dielectric permittivity of the gelatin–PANI composite
films: (a) real part of dielectric permittivity; (b) imaginary part of dielectric permittivity; 1—gelatin;
2—22%-PANI-GEL; 3—36%-PANI-GEL; and 4—59%-PANI-GEL.

As can be seen from Figure 5, the maximum value of the real part of complex dielectric permittivity
does not exceed 10; therefore, considering the absence of through electrical conductivity, the composite
is close to a dielectric material and its EMR reflection coefficient can be low. An increase in PANI
content leads to a decrease in real and imaginary parts of complex dielectric permittivity.

The effect may be due to several different possible reasons. The first is the fact that the dielectric
permittivity of replaced gelatin is much higher in comparison with the dielectric permittivity of
the gelatin–PANI composites [33]. The second reason is the structural features of the composite,
which cause the appearance of electrical moments due to electrically isolated PANI particles, which
can be represented as elementary electric dipoles. An increase in the size of PANI grains observed
experimentally via optical microscopy leads to a decrease in the number of electric dipoles, a decrease in
the electric moment of a unit volume, and, accordingly, a decrease in dielectric permittivity. Composites
based on various conductive polymers can have ferroelectric properties and be characterized by a
high-dielectric constant, which can be controlled by an external electric field or temperature [34,35].
The third possible reason is not due to physical processes within the composite and is due to the
high inhomogeneity of gelatin-PANI composite film with a high content of PANI, which affects the
measured values of complex dielectric permittivity due to an increased air gap between the measuring
electrodes and the film surfaces.

3.3. EMR Absorption Measurement

The frequency dependencies of the EMR absorption coefficient for samples of PANI films of
various thicknesses are shown in Figure 6.
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Figure 6. Frequency dependence of the electromagnetic radiation (EMR) absorption coefficient of the
PANI films on a polyethylene substrate: 1—110 μm, 2—120 μm, 3—140 μm, and 4—160 μm.

The value of the EMR absorption coefficient reached 6–7 dB for PANI films with a thickness of
over 120 μm, and changed insignificantly, while the thickness increased further. These results correlate
with the data on the films’ electrical resistivity measurements; hence, the assumption of the prevalent
role of dielectric loss in PANI can be confirmed. At the same time, an application of continuous
PANI films without a dielectric binder is restricted by a mismatch of their impedance with free space
impedance and, consequently, by a high EMR reflection coefficient. For this reason, in our opinion,
an estimation of the EMR absorption properties of gelatin–PANI composite films may be much more
useful. The frequency dependence of the EMR absorption coefficient of gelatin–PANI composite films
is shown in Figure 7.

As can be seen, the EMR absorption coefficient grows monotonously and reaches 4–5 dB, while the
PANI content increases to 50 mas.%. In accordance with the optical microscopy and complex dielectric
permittivity measurement data, the observed effect may be explained by two possible reasons. The first
one is the change in film surface morphology, which, due to its high inhomogeneity, leads to an increase
in the air gap between the CPW and film surfaces. Therefore, a further increase in the measured value
of the EMR absorption coefficient becomes impossible. The second possible reason is a decrease in
dielectric losses with an increase in PANI content. If the EMR saturation value maximum’s origin is a
technological limitation, it can be overcome by making changes to the synthesis technique.

The physical mechanisms of EMR absorption should be similar to those proposed in [20] since it
considered composite films of the same thicknesses (250μm) and with a similar PANI content (40 mas.%)
in a dielectric binder, polystyrene. However, a direct comparison of the values of the absorption
coefficients is not entirely correct due to the different frequency ranges of measurements (0.05–2 GHz
and 9–18 GHz) and different measurement techniques (air-coaxial line and CPW). Nevertheless,
the authors believe that the gelatin–PANI composite films will demonstrate similar or higher values of
EMR absorption coefficient at frequencies over 8 GHz because, unlike polystyrene, gelatin binders
possess intrinsic dielectric losses [29].
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Figure 7. Frequency dependence of the EMR absorption coefficient of the gelatin-PANI composite films:
1—2%-PANI-GEL; 2—36%-PANI-GEL; 3—46%-PANI-GEL; 4—53%-PANI-GEL; and 5—22%-PANI-GEL.

4. Conclusions

As a result of the study, it was found that PANI-based composite films with a film thickness
of about 200–400 μm and a minimum bending radius of about 5 cm are capable of providing an
EMR absorption coefficient of up to 5 dB in a frequency range 0.05–2 GHz. The possibility of using
the obtained composite films without introducing additional absorbing fillers (carbon nanotubes,
graphene, magnetic nanoparticles, etc.) into the composition allows to offer a cheap and technologically
advanced material to ensure the EMC of electronic devices designed for standard application conditions.
Moreover, due to the low value of the real part of complex dielectric permittivity (not more than 10) and
the absence of through electrical conductivity, as well as the low temperature of production (not higher
than 60 ◦C), gelatin–PANI composite films can be applied directly to printed circuit boards to form a
continuous conformal protective layer on their surfaces.
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Abstract: The ideal procedure to start designing an electronic device is to consider the electromagnetic
compatibility (EMC) from the beginning. Even so, EMC problems can appear afterward, especially
when the designed system is interconnected with external devices. Thereby, electromagnetic
interferences (EMIs) could be transmitted to our device from power cables that interconnect it with
an external power source or are connected to another system to establish wired communication.
The application of an EMI suppressor such as a sleeve core that encircles the cables is a widely used
technique to attenuate EM disturbances. This contribution is focused on the characterization of
a variation of this cable filtering solution based on openable core clamp or snap ferrites. This component
is manufactured by two split parts pressed together by a snap-on mechanism which turns this into
a quick, easy to install solution for reducing post-cable assembly EMI problems. The performance of
three different materials, including two polycrystalline (MnZn and NiZn) materials and nanocrystalline
(NC) solution, are analyzed in terms of effectiveness when the solid sleeve cores are split. The possibility
of splitting an NC core implies an innovative technique due to the brittleness of this material. Thus,
the results obtained from this research make it possible to evaluate this sample’s effectiveness compared
to the polycrystalline ones. This characterization is carried out by the introduction of different gaps
between the different split-cores and analyzing their behavior in terms of relative permeability
and impedance. The results obtained experimentally are corroborated with the results obtained by
a finite element method (FEM) simulation model with the aim of determining the performance of
each material when it is used as an openable core clamp.

Keywords: electromagnetic interference (EMI) suppressors; sleeve ferrite cores; cable filtering;
nanocrystalline (NC); split-core; snap ferrite; gap; DC currents; relative permeability; impedance

1. Introduction

The control of EMI in electronic devices is an increasing issue faced by designers in order to
ensure that devices comply with EMC requirements to operate simultaneously without inferring
with each other. This fact is due to the trends towards higher component integration, printed circuit
board (PCB) size and thickness reduction, and the miniaturization of the device housings. Besides,
other factors, such as higher switching frequencies in power converters and communication data
rates in digital circuits, could lead to EMI problems [1,2]. Consequently, EMC engineering should
be handled with the system approach, considering EMC throughout the design process to prevent
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possible EMI problems that could degrade device performance. Therefore, adopting specific solutions
as early as possible in the design stage to meet the EMC requirements is of primary importance to
reduce penalties from the standpoint of costs, time-to-market, and performance [3,4]. The EMC testing
process can reveal that the shielding of a certain cable is needed or may even detect an unexpected
EMI source when the designed device is connected to external modules, such as a power supply or to
another device to communicate with it. When the cables represent the EMI source, that implies failing
the conducted or radiated emissions test, and a widely used technique is applying an EMI suppressor
such as a cable ferrite [4].

A cable ferrite’s effectiveness to reduce EMI in cables is defined by its capability to increase
the flux density of a specific field strength created around a conductor. The presence of noise current in
a conductor generates an undesired magnetic field around it that can result in EMI problems. When
a cable ferrite is applied in the conductor, the magnetic field is concentrated into magnetic flux inside
the cable ferrite because it provides a higher magnetic permeability than air. As a result, the flowing
noise current in the conductor is reduced and, thus, the EMI is attenuated. Currents that flow in cables
(with two or more conductors) can be divided into differential mode (DM) and common mode (CM)
depending on the directions of propagation. Although DM currents are usually significantly higher
than CM currents, one of the most common radiated EMI problems is originated by CM currents
flowing through the cables of the system [5]. CM currents, despite not having a high value, have
a much greater interfering potential. This fact is because only a few microamps are required to flow
through a cable to fail radiated emission requirements [4]. The use of a cable ferrite is an efficient
solution to filter the CM currents in cables because, if a pair of adjacent conductors is considered, when
the cable ferrite is placed over both signal and ground wires, the CM noise is reduced. As shown
in Figure 1, the CM currents in both wires flow in the same direction, so the two magnetic fluxes in
the cable ferrite are added together, and the filtering action occurs. The intended (DM) current is not
affected by the presence of the cable ferrite because the DM current travels in opposite directions
and it is transmitted through the signal and returns. Thus, the currents of the two conductors are
opposing, meaning they cancel out and the cable ferrite has no effect [6]. This ability to attenuate only
the undesirable CM disturbances is a very interesting feature of this kind of component [7–9].

Figure 1. Diagram of common mode (CM) and differential mode (DM) currents passing through a cable
ferrite with two adjacent conductors (signal and return paths).

This component represents a solution when the cables turn into an EMI source. It can be
applied to peripheral and communication cables such as multiconductor USB or video cables
to prevent interferences that could be propagated along the wire, affecting the devices that are
interconnected [10,11]. This component is also widely used to reduce high-frequency oscillations
caused by the increasingly fast switching in power inverters and converters with cables attached
without scarifying the switching speed and increasing the power loss. Therefore, selecting the proper
cable ferrite makes it possible to reduce the switching noise by increasing the propagation path
impedance in the desired frequency range [5].

The application of cable ferrites is a widely used technique to reduce EMI in cables, despite
the drawbacks that the integration of an extra component can involve in terms of cost and production

158



Electronics 2020, 9, 1992

of the system [12]. Nevertheless, these drawbacks are usually compensated by the effectiveness of cable
ferrites to filter interferences without having to redesign the electronic circuit [6,7]. Manufacturers
provide a wide range of ferrite cores with different shapes, dimensions and compositions, but the most
widely used solutions applied to cables are the sleeve (or tube) ferrite cores or their split variation,
the openable core clamp (or snap ferrites) [13]. This component is manufactured from two split parts
pressed together by a snap-on mechanism, turning this into a quick, easy to install solution for reducing
post-cable assembly EMI problems. The main advantage of snap ferrites compared to solid sleeve
ferrite cores is the possibility to add them to the final design, without manufacturing a specific cable
that includes the sleeve ferrite core before assembling its connectors.

Nevertheless, the halved ferrite’s performance will be lower than that of a solid core with the same
composition and dimensions in terms of the relative permeability (μr) and hence the impedance
introduced in the cable [14]. This performance degradation is caused by the gap introduced between
the split parts. Additionally, the presence of a defined air gap between the split parts can turn into
an advantage from the standpoint of the core saturation because it allows for higher DC currents
before saturation is reached as compared to solid cores. For applications such as power supplies or
motor drivers, high DC currents flow through the cable, and the performance of the cable ferrite can be
degraded [8]. Therefore, in these situations, it is interesting to halve the cable ferrite with the aim of
introducing a controlled gap that reduces the influence of DC currents into it [15,16].

The materials selected to carry out the characterization in terms of cable ferrite performance
considering gap and stability to DC currents are two ceramic cores based on MnZn and NiZn and a third
core of nanocrystalline (NC) structure. One of the main advantages of MnZn and NiZn materials is
the possibility of creating cores with many different shapes and the possibility of halving them without
modifying their internal structure [17,18]. Preliminary studies have shown that NC sleeve ferrite
cores provide a significant effectiveness when used as an EMI suppressor [17,19,20]. Nevertheless,
the internal structure and manufacturing process have traditionally made it complicated to obtain
a split-core sample that can be used as a snap ferrite, keeping its effectiveness. Therefore, a prototype of
a split-core of an NC sample has been manufactured based on a new cutting and assembling technique
that makes it possible to analyze this material’s performance when it is halved.

Consequently, one of the main objectives of this contribution is to analyze the dependencies
between the gap parameter and the performance in terms of impedance provided by the snap ferrite.
This analysis is performed through an experimental measurement setup that is compared with
the results obtained through a finite element method (FEM) simulation model. The simulation model
helps to determine the study’s accuracy, specifically in the high-frequency range where parasitic
elements may affect the experimental results [20]. Likewise, the stability of three solid (not split)
and split cable ferrites based on different compositions are characterized in order to determine
the influence of DC currents on the impedance response provided. The results obtained from this
study make it possible to compare the different materials to find out which one is the most efficient,
depending on the frequency range.

Thereby, the three different materials and their structures are described in Section 2 through
the main magnetic parameters, such as the relative permeability and the reluctance caused by
introducing a gap. Section 3 defines the measurement setups employed to perform the experimental
results and the designed FEM simulation model description. Subsequently, in Section 4, the three
different samples’ performance under test is shown in terms of impedance versus frequency.
The dependencies on the air gap introduced in the split-cores and the influence on the injection
of DC currents are discussed. Finally, the main conclusions are summarized in Section 5 to determine
the performance of each material when used as an openable core clamp.

2. Magnetic Properties

The magnetically soft ferrites are widely used for manufacturing EMI suppressors as cable ferrites.
Conventionally, the most used ferrite cores for filtering applications are based on ceramic materials
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(also known as polycrystalline materials) and, although they do not belong to the metals group, they
are made from metal oxides such as ferrite, nickel and zinc. MnZn and NiZn represent two extensively
used solutions due to their heat resistance, hardness, and high resistance to pressure. An advantage
of ceramic materials is the possibility of manufacturing components with many different shapes
and dimensions. The remarkable fact about the ceramic ferrites is that they combine extremely high
electrical resistivity with reasonably good magnetic properties [21]. The starting material is iron oxide
Fe2O3 that is mixed with one or more divalent transition metals, such as manganese, zinc, nickel, cobalt
or magnesium [14]. The manufacturing procedure can be divided into these steps. First, the base
materials are weighed into the desired proportions and wet mixed in ball mills to obtain a uniform
distribution and particle size. Next, the water is removed in a filter press, and the ferrite is loosely
pressed into blocks and dried. It is then pre-fired (calcined) at about 1000 ◦C to form the ferrite.
The pre-sintered material is then milled to obtain a specific particle size. Subsequently, the dry
powder is mixed with an organic binder and lubricants before being shaped by a pressing technique
to obtain the final form. Finally, the resultant green core is subjected to a heating and cooling cycle,
reaching temperatures higher than 1150 ◦C, promoting any unreacted oxides to be formed into ferrite.
The manufacturing procedure and the material mix are essential to define a ceramic core’s magnetic
properties. With MnZn materials, it is possible to obtain samples that provide initial permeabilities of
the order of 1000–20,000 and provide a low resistivity (0.1–100 Ω·m). Their range of frequency for EMI
suppression applications covers from hundreds of kHz to some MHz.

Regarding NiZn materials, these provide initial permeabilities of the order of 100–2000, so
they are intended for a higher frequency operation than MnZn, covering from tens of MHz up to
several hundreds of MHz. In terms of resistivity, NiZn materials reach high values (about 104–106

Ω·m) [15,21,22]. Therefore, considering the structure of ceramic cores, they can be considered
as isotropic.

The structure and manufacturing technique used for ceramics make it possible to produce
split-cores or cut a solid core after its production with water-cooled diamond tools to build snap
ferrites [14]. The NC cores’ manufacturing procedure is quite different from the one used for ceramic
production since they are formed by a continuous laminar structure that is wound to form the final core.
The tape-wound structure is based on an amorphous ribbon of only 7–25 micrometers in thickness.
It is generated by melting the base material by heating it at 1300 ◦C and depositing it on a high-speed
cooling wheel (100 km/h) that reduces the temperature of the material to 20 ◦C at a rate of 106 K/s. After
that, the rolled material is exposed to an annealing process, usually under a transversal and longitudinal
magnetic field. This treatment affects the magnetic properties, resulting in ultrafine crystals with
a size of the order of 7–20 nm. Finally, an epoxy coating or an additional protective case is needed to
protect the sample, due to the brittle nature of the tape. Depending on the parameters selected during
the manufacturing procedure, NC samples can provide initial permeability values in the range of 15,000
to 150,000. Electrical resistivity is relatively high even if it is considered a metallic material, generally
over 10−6 Ω·m [14,15,17,23]. The NC material structure presents the advantage of designing smaller
components with more significant magnetic properties for EMI suppression [19,20,24–27]. Figure 2
shows the NC core before adding the protective coating and its manufacturing procedure diagram.
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Figure 2. Nanocrystalline manufacturing procedure diagram and nanocrystalline (NC) final core
sample without the protective coating.

Ceramic and NC samples can be manufactured as sleeve cores but have a different internal
structure. From the point of view of the flux, it travels only in the rolling direction of the amorphous
ribbon in the NC core. In ceramics, the flux is distributed uniformly because the material is a single
homogeneous unit [21]. This different structure will result in a different behavior when the core is
split into two parts for use as a snap ferrite. In ceramic cores, a performance reduction in terms of
relative permeability when they are split is expected. However, we could anticipate that in the case
of the NC structure, this decrease would be significant. This fact could be considered because when
the NC sample is halved, the wound core is cut, limiting the flux path. Thereby, the halved faces have
been plated in order to connect both halved parts with the aim of reducing the gap of the resultant
snap core. Table 1 and Figure 3 show the dimensions of the samples used to develop characterization.
Note that the split samples have the same dimensions as the solid cores.

Table 1. List of cable ferrite samples used in this research.

Magnetic Material
Outer Diameter (OD)

(mm)
Inner Diameter (ID)

(mm)
Height (H)

(mm)
Thickness

(mm)

NC 19.2 11.7 25.4 7.5
MnZn 18.6 10.2 25.2 8.4
NiZn 18.6 10.2 25.1 8.4

 

Figure 3. Non-split NC and split-core sample (left) and non-split ceramic and split-core sample (right).

The solid and split-cores’ behavior based on the three different materials is analyzed in this
section through the relative permeability. The permeability of magnetic materials generally depends

161



Electronics 2020, 9, 1992

on the magnetic flux density, DC bias currents, temperature, frequency, and intrinsic material
properties [15,17]. When an air gap is included in a closed magnetic circuit, the circuit’s total
permeability is called the effective relative permeability μe and this is lower than the permeability of
the original solid core without the presence of the air gap. In terms of EMI suppression, reducing
the relative permeability in a cable ferrite is generally related to the decrease in its ability to attenuate
interferences. However, the presence of an air gap is sometimes desired to increase the DC bias
capability of the core or to reduce the permeability to achieve a more predictable and stable response
with the aim of shifting the resonance frequency (fr) to higher values to reduce the effects of dimensional
effects [28,29].

When the two parts of the split-core are joined, a certain air gap remains between them that
results in a magnetic reluctance (R) increase, since the gap represents an opposition to the magnetic
flux (Φ) normal flow [15,30]. As shown in Figure 4, this effect is analogous to adding a series resistor in
an electronic circuit to reduce the magnitude of the current. In Figure 4, Rc represents the reluctance
of the core, Rg the reluctance of the gap, Φ the magnetic flux that flows through the magnetic path
length of the core (lc), lg the length of the air gap, i the current that flows through the conductor and N
the number of turns.

 
(a) (b) 

Figure 4. Split-core with air gaps: (a) Magnetic flux distribution diagram and (b) the magnetic circuit
of a split-core with two air gaps.

The general expression to obtain the magnetic reluctance is given by [15]:

R =
l

μrμ0A

[
H−1

]
(1)

where l corresponds to the magnetic path length and A to the cross-sectional area. The l and A
parameters are obtained from the dimensional features of the sample, considering a toroid with
a rectangular cross-section:

l = π
(OD

2
+

ID
2

)
[m] (2)

A = H
(OD

2
− ID

2

)
[m] (3)

where H is the core’s height and OD and ID are the outer and inner diameter, respectively. The overall
reluctance of the split-core considering the air gap can be calculated from (1) as the sum of the reluctance
core (Rc) and reluctance air gap (Rg) [13,15]:

R = Rc + 2Rg =
lc − lg

μrμ0A
+

2lg

μ0A

[
H−1

]
(4)

162



Electronics 2020, 9, 1992

thereby, the air gap factor (Fg) is

Fg =
R
Rc

=
Rc + 2Rg

Rc
= 1 +

2Rg

Rc
= 1 +

μr2lg

lc
(5)

and the effective relative permeability of a core with an air gap is [14,15,31]:

μe =
μr

1 +
μr2lg

lc

=
μr

Fg
. (6)

Equation (6) represents the most common and simplified model to approximate the effective
permeability caused by an air gap since it underestimates the value of μe because it does not consider
the effect of the fringing flux across the air gap [32]. In the case of toroid cores, to estimate the influence
of the air gap introduced when the core is split into two parts, lg is usually considered to be twice
the spacer thickness [15,32]. In order to characterize the reduction of the relative permeability caused
by an air gap, the three solid (not split) cores of Table 1 are compared with three split-cores of the same
material and dimensions but introducing four different gaps. Thereby, five study cases are carried out
for each core material:

1. Non-split-core: core without a gap.
2. Split-core g0: both parts of the core are joined without fixing a gap value. In order to differentiate

this case with the non-split-core, a gap value of 0.01 mm is considered.
3. Split-core g1: both parts of the core are joined by fixing a gap value of 0.07 mm.
4. Split-core g2: both parts of the core are joined by fixing a gap value of 0.14 mm.
5. Split-core g3: both parts of the core are joined by fixing a gap value of 0.21 mm.

Figure 5 shows the experimental relative permeability measured for each of the three cores included
in Table 1, considering the five different cases in terms of the gap introduced. The experimental
traces (solid traces) are compared with the effective relative permeability calculated (dotted traces)
by using Equation (6), considering the four gaps defined above. This parameter has been calculated
from the experimental relative permeability of the non-split-core sample. These data are expressed
through a vector formed by 801 frequency points with their corresponding permeability values.
The effective relative permeability of a core with a specific gap is determined by computing these
values point by point. Thereby, the air gap factor value Fg changes throughout the frequency range
analyzed. It is possible to observe that both NiZn and MnZn graphs show a similar response
between calculated and experimental results. There is a significant match in the low-frequency region,
particularly in the NiZn samples, since they provide a lower and more stable permeability than
MnZn cores. In the high-frequency region, the calculated effective relative permeability is lower
than the experimentally measured one, verifying that Equation (6) provides an underestimation of
this. Another difference between NiZn and MnZn traces is observed by comparing the g0 traces
because the initial permeability decreases mostly in MnZn because the original non-split-core yields
a higher initial permeability than the NiZn sample. The estimation of g0 traces was obtained by
fixing a gap of 0.01 mm between both split parts in order to simulate the real snap ferrite’s behavior,
and the estimated values match with the experimental data [13]. The NC graph shows a different
behavior than the ceramic core since the experimental and calculated permeability only matches in
the low-frequency region. Therefore, unlike ceramic cores, it is not possible to estimate with Equation
(6) the effective relative permeability of NC in the middle and high-frequency region when used as
a snap ferrite due to its different internal structure.

163



Electronics 2020, 9, 1992

(a) 

(b) 

(c) 

Figure 5. Comparison between experimental (solid traces) and estimated (dotted traces) effective
permeability considering different gaps for NiZn, MnZn and NC samples: (a) NiZn non-split (red
trace) and split cases; (b) MnZn non-split (red trace) and split cases and (c) NC non-split (red trace)
and split cases.

164



Electronics 2020, 9, 1992

3. Characterization Setups

EMI suppressors, such as cable ferrites, are usually classified by the impedance that they can
introduce in a specific frequency range when they embrace a conductor. This parameter represents
the magnitude of the impedance that can be represented from a series equivalent circuit mainly based
on a resistive and inductive component [13,20]. The resistive component is connected to the imaginary
part of the relative permeability representing the core’s losses, whereas the real part of the permeability
is related to the inductive component [22]. Therefore, there is a direct relationship between the core
material’s magnetic behavior and its performance in terms of impedance. Other factors that contribute
to defining the impedance provided by a cable ferrite are the dimensions and the shape [19].

3.1. Impedance Measurement Setup

The experimental magnitude of the impedance of each sample is obtained by using the E4991A
RF Impedance/Material Analyzer (Keysight, Santa Rosa, CA, USA) connected to the Terminal
Adapter 16201A (Keysight, Santa Rosa, CA, USA). This adapter makes it possible to introduce
into the measurement setup the 16200B External DC Bias (Keysight, Santa Rosa, CA, USA) that allows
for supplying a bias current through the cable ferrite of up to 5 A using a 7 mm port and an external
DC current source. Finally, the cable ferrite is connected by means of the Spring Clip Fixture 16092A
(Keysight, Santa Rosa, CA, USA) that is connected to the 16200B test fixture [33]. After it is properly
calibrated, this measurement setup is able to characterize cable ferrites from 1 MHz to 500 MHz since
the E4991A equipment can operate from 1 MHz and the 16200B test fixture up to 500 MHz. Figure 6
shows the described experimental measurement setup.

 
(a) (b) 

Figure 6. Impedance measurement setup with the DC bias test fixture connected: (a) Photograph of
the measurement setup and (b) diagram blocks of the measurement setup.

This setup provides the experimental impedance of the split and non-split-cores, analyzing them
when there is no presence of DC currents and increasing this parameter up to 5 A. The results obtained
can be compared to analyze the behavior of each of the three materials characterized in this contribution
in terms of the gap introduced in the core and the value of bias current injected.

3.2. Simulation Model

The different split and non-split cable ferrites’ performance and the relationship between
the impedance provided and the air gap introduced are specifically examined through
an electromagnetic analysis simulator (Ansys Electronics Desktop). The proposed simulation model
is shown in Figure 7. It is formed by a copper conductor that crosses a cylindrical core defined by
the material properties of each of the materials described in Section 2. The conductor is connected
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to two ports (input and output) referenced to a perfect electrical plane located at a certain distance
under it. This simulation setup represents a transmission line based on a parallel line (or single wire)
considering a single wire over a ground plane that allows for designing a system with a characteristic
impedance of Z0 = 150 Ω. This parameter is fixed by selecting the distance from the plane to the center
of the conductor H = 15 mm, the diameter of the conductor d = 4.9 mm and considering that it is
surrounded by air [34–36]. By setting the ports’ impedance to 150 Ω, it is possible to extract the cable
ferrite’s impedance under test without the characterization system influencing the results obtained.
This value is a reference value adopted in different EMC standards to characterize and calibrate devices
such as common mode absorption devices (CMADs) intended for measuring EMI disturbances in
cables [11]. These fixtures are characterized using the through-reflect-line (TRL) calibration method
based on measuring the S-parameters of CMADs, as described in CISPR 16-1-4 [11]. Therefore,
this simulation model provides a reference system that can extract the impedance introduced in
the conductor by the cable ferrite. The procedure performed to emulate the different studied gap
cases (g0, g1, g2 and g3) is based on a parametric gap sweep. This technique makes it possible to
determine the sleeve core’s impedance when it is split into two parts and a specific gap is introduced.
It is expected that this simulation model is able to provide the performance of the split samples from
the original relative permeability (the values obtained for the non-split-core sample) by fixing the gaps
described in Section 2. In the g0 case, the 0.01 mm distance value was introduced to differentiate it
from the original non-split core.

 

Figure 7. Cable ferrite simulation model.

4. Results and Discussion

This section focuses on analyzing the EMI suppression performance of the three described materials
when they are split to be employed as snap ferrites. The results obtained from the experimental
measurement setup and those provided by the simulation model are compared through each
materials’ impedance. This comparison is carried out to verify that the experimental results are
not influenced by elements such as stability of the calibration setup in the high-frequency region
and undesired high-frequency resonances caused by parasitic elements that could reduce the accuracy
of the measurement. As is shown in Figure 8, the results are organized in three graphs, one per material:
NiZn (a), MnZn (b) and NC (c)). These graphs represent the experimental (solid traces) and computed
(dotted traces) impedance provided by the cable ferrite, considering the non-split situation and the split
cases where the core is separated into two parts.
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(a) 

(b) 

(c) 

Figure 8. Comparison between experimental (solid traces) and simulated (dotted traces) impedance
considering different gaps (non-split and split with gaps g0, g1, g2 and g3) for NiZn, MnZn and NC
cable ferrites: (a) NiZn non-split (red trace) and split cases; (b) MnZn non-split (red trace) and split
cases and (c) NC non-split (red trace) and split cases.
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From the results obtained, the red traces of the graphs show the impedance provided by each
non-split sample and it is possible to verify that the simulated and experimental results are a good
match and, consequently, the data derived from the experimental setup can be considered in the whole
frequency range analyzed. Consequently, a parametric gap sweep was performed in the simulation
model by setting the four defined gap situations (g0, g1, g2 and g3) and keeping the same magnetic
properties introduced to the non-split model. As can be observed, there is an excellent agreement
between simulated and experimentally obtained results in NiZn and MnZn traces, whereas there
is a significant difference in the NC case. This fact correlates with the conclusions obtained from
the effective permeability data of the NC sample, shown in Section 2. Therefore, it is not possible to
determine the NC sample’s behavior when it is split and gapped by considering the non-split sample’s
magnetic properties. This is because the cut section’s metallization is not able to maintain the high
performance of the original NC sample. Then, the NC experimental results are considered to compare
its performance with that provided by NiZn and MnZn samples.

Based on the results of three materials, halving the cable ferrite and using it as a snap ferrite
(g0 situation) results in a shift of the resonance frequency at which the sample is able to provide
the maximum attenuation ratio at the same time that the impedance is reduced. From the standpoint
of the equivalent inductance and resistance series circuit of the sleeve core, the fr is produced when
the inductive component (XL) turns into negative values and the resistive part (R) reaches the maximum
value. Above this frequency value, the sleeve core’s performance is degraded by the parasitic capacitive
effect. Therefore, the fr to higher frequencies shift results in extending the frequency range in which
the sleeve core is effective to reduce EMI. This effect is lower for the NiZn cable ferrite since the fr
is increased from 86.7 MHz to 92.3 MHz, providing 142.9 Ω and 130.7 Ω, respectively. It represents
a reduction of 8.5% in terms of impedance and an increase in the resonance frequency of fr = 5.6%.
Regarding the results obtained when a gap is introduced, an impedance of Z= 116.3 Ω (34.9% reduction)
at fr = 152.2 MHz for the g1 case, Z = 103.3 Ω (27.7% reduction) at fr = 199.0 MHz for the g2 case and Z =
93.0 Ω (27.7% reduction) at fr = 240.6 MHz for the g3 case. In the case of MnZn, it is possible to observe
that the impedance traces are significantly modified when the sample is split since the original sample
provides a maximum value of Z = 111.7 Ω at fr = 1.4 MHz. The split-core with one part attached to
the other (g0 case) provides Z = 55.0 Ω at fr = 6.6 MHz, so the performance of the cable ferrite is reduced
by about 50.8%. It is a relevant performance reduction compared to the attenuation ratio reduction of
the NiZn sample. For the rest of the MnZn study cases where a higher gap is introduced (g1, g2 and g3),
the impedance is mostly reduced (66.1%, 58.0% and 75.6%, respectively), compared to the NiZn results.
Regarding the NC results, as described above, the simulated results obtained for the non-split sample
match significantly with the experimental ones. Nevertheless, when the core is split, the simulated
results overestimate the experimental data since the maximum impedance provided by the not split
sample corresponds to 115.0 Ω, whose fr = 45.5 MHz, whereas when it is split with both parts attached
as closely as possible, the impedance is reduced by about 82.9%. When a specific gap is introduced
(g1, g2 and g3 cases), the attenuation ratio produced is 86–89%.

The NC simulation model magnetic parameters were modified with the objective of obtaining
a more realistic approximation response. Thereby, the model was simulated considering three different
situations: non-split-core for the original sample, split-core without introducing a gap (g0) and split-core
with the intended gap (g1, g2 and g3). Consequently, the magnetic parameters of the g0 situation
correspond to the effective permeability measured with the split-core with both parts attached. The rest
of gapped cases (g1, g2 and g3) were simulated by considering the measured effective permeability
of the sample when the gap g1 is introduced. Figure 9 shows that the new simulated results match
significantly with the experimental traces.
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Figure 9. Comparison between experimental (solid traces) and new simulated (dotted traces) impedance,
considering different gaps (non-split and split with gaps g0, g1, g2 and g3) for NC cable ferrites.

The comparison of the three different cable ferrites by separating them depending on the gap
introduced is shown in Figure 10. As can be observed in Figure 10a, when cores are not split, they can be
divided into three frequency ranges based on their performance. As expected, MnZn provides the larger
impedance value in the low-frequency region, yielding the best performance up to 2.9 MHz. The NiZn
cable ferrite offers higher impedance than MnZn and NC samples above 23.4 MHz, representing
the most effective solution to reduce EMI disturbances in the high-frequency region. The NC core
offers excellent performance in the medium-frequency region, providing a great impedance throughout
the frequency band from 2.9 MHz to 23.4 MHz.

Additionally, the non-split NC core is able to yield a more stable response up to its maximum
impedance value and it shows a better performance than ceramic cores to reduce EMI disturbances
when they are distributed in a wideband frequency range (from the low-frequency region up to about
100 MHz). Figure 10b shows the impedance comparison when the cores are split into two parts
and attached as closely as possible, emulating a snap ferrite’s function. In this case, NC has significantly
reduced its performance and MnZn provides the best performance up to 8.4 MHz. From this frequency
value, NiZn yields the highest impedance value. In the rest of the analyzed gaps (g1, g2 and g3),
the NiZn sample mainly represents the most interesting solution because MnZn and NC cable ferrites
offer a lower impedance response. Thus, when a significant gap is introduced, the material with lower
permeability is able to yield the best EMI attenuation.

 
(a) (b) 

Figure 10. Cont.
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(e) 

Figure 10. Comparison between the measured impedance of NiZn, MnZn and NC cable ferrites,
considering five different gap cases: (a) NiZn, MnZn and NC non-split-cores; (b) NiZn, MnZn and NC g0
split-cores; (c) NiZn, MnZn and NC g1 split-cores; (d) NiZn, MnZn and NC g2 split-cores and (e) NiZn,
MnZn and NC g3 split-cores.

Additionally, the non-split NC core is able to yield a more stable response up to its maximum
impedance value and it shows a better performance than ceramic cores to reduce EMI disturbances
when they are distributed in a wideband frequency range (from the low-frequency region up to about
100 MHz). Figure 10b shows the impedance comparison when the cores are split into two parts
and attached as closely as possible, emulating a snap ferrite’s function. In this case, NC has significantly
reduced its performance and MnZn provides the best performance up to 8.4 MHz. From this frequency
value, NiZn yields the highest impedance value. In the rest of the analyzed gaps (g1, g2 and g3),
the NiZn sample mainly represents the most interesting solution because MnZn and NC cable ferrites
offer a lower impedance response. Thus, when a significant gap is introduced, the material with lower
permeability is able to yield the best EMI attenuation.

How splitting a cable ferrite into two parts, to be employed as a snap ferrite, modifies the impedance
behavior was analyzed. Depending on the core’s magnetic properties and structure, this involves
a certain degradation of the EMI suppression ability. Nevertheless, splitting a cable ferrite could
result in an advantage if the component is intended to encircle cables where DC currents are flowing.
To further investigate this effect of the DC currents on the impedance, Figure 11 shows the impedance
response of each of the three different materials studied when they are under DC bias conditions.
Each material is represented in a separate graph and the response of the non-split sample is shown
when different values of DC currents are injected (0 A, 0.5 A, 1 A, 2 A and 5 A), as described in Section 3.
Figure 11a shows that the five traces have a similar trend, but the higher the DC current value, the lower
the sample’s impedance. This effect is observed from the lowest DC current value (0.5 A) and does not
modify the impedance response significantly when compared to MnZn and NC results (Figure 11b,c,
respectively). It is interesting how the resonance frequency is moved to higher frequencies when
an increasing DC current is injected into the MnZn sample, specifically in the cases of 2 A and 5 A.
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As regards NC behavior, it shows a significant impedance decrease in the low-frequency region and its
performance is reduced more than that of ceramic cores when a DC bias flows through the cable.

(a) 

(b) 

(c) 

Figure 11. Impedance analysis considering different values of DC currents for the three different
non-split samples: (a) NiZn; (b) MnZn and (c) NC.

The same analysis is repeated in Figure 12 for different gap values introduced in each of the samples.
Thereby, the first row corresponds to the split NiZn samples, the second to the split MnZn samples
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and the third to the split NC samples. The left column shows the behavior of each material when the g0
gap is considered, and the right column shows the results obtained when g1 (dotted traces), g2 (short
dashed traces) and g3 (long dashed traces) gaps are introduced. When the effect on the impedance
response of splitting the samples to be attached without an intended gap is observed, the g0 traces
show quite similar behavior in the three materials. NC traces have the same behavior over most of
the frequency range, whereas NiZn traces show the same match between traces except for the 5 A case.
In the case of MnZn, there is a difference between traces in the low-frequency region, producing a shift
of the resonance frequency when DC currents higher than 0.5 A are applied. When the rest of the gaps
are analyzed, the three materials have the same response when DC currents up to 5 A are injected.
Moreover, from a certain frequency value, the materials’ traces match independently of the DC current
value and gap introduced.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 12. Impedance analysis considering different values of DC currents and gap conditions for
the split samples: (a) NiZn g0 case; (b) NiZn g1, g2 and g3 cases; (c) MnZn g0 case; (d) MnZn g1, g2
and g3 cases; (e) NC g0 case and (f) NC g1, g2 and g3 cases.
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5. Conclusions

The performance of the three different materials to build up ferrite cores was evaluated when they
are split in order to determine their EMI suppression ability to be used as an openable core clamp.
When the samples are not split, the analysis carried out in terms of impedance provided by each
sample reveals that a ferrite core based on MnZn yields the best performance in the low-frequency
region, whereas an NC core is most effective in the medium-frequency range and the NiZn sample
provides larger impedance values in the high-frequency region.

When the samples are split and attached without introducing any gap (g0 situation), the impedance
yielded by the NiZn sample is less degraded than the MnZn and NC impedances. In this study case,
MnZn provides the best behavior in the low- and medium-frequency range, whereas the NC sample
offers lower performance than expected due to its different internal structure. When larger gaps are
considered, NiZn shows the most effective solution in terms of impedance. In this framework, other
manufacturing procedures for NC snap-on cores should be investigated to obtain similar performance
to what this solution can offer when it is not split.

The results obtained from the transmission line simulation model verify that the experimental
results are in agreement and, thus, the data derived from the experimental measurement setup can
be considered as an accurate approach in the frequency range studied (1–500 MHz). Consequently,
the experimental and simulated results coincide with the conclusions obtained from effective relative
permeability data. The material with more stable properties can provide higher performance and more
predictable behavior than those with greater magnetic properties when the core is split. This conclusion
is also applied when DC currents are flowing through the cable to be shielded since the NiZn solution
shows better stability than the other materials.
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Abstract: This work presents a technique to measure the attenuation of differential mode noise
provided by common mode chokes. The proposed setup is a simpler alternative to the balanced
setup commonly employed to that end, and its main advantage is that it avoids the use of auxiliary
circuits (baluns). We make use of a modal analysis of a high-frequency circuit model of the common
mode choke to identify the natural modes actually excited both in the standard balanced setup and
in the simpler alternative setup proposed here. This analysis demonstrates that both setups are
equivalent at low frequencies and makes it possible to identify the key differences between them
at high frequencies. To analyze the scope and interest of the proposed measurement technique we
have measured several commercial common mode chokes and we have thoroughly studied the
sensitivity of the measurements taken with the proposed setup to electric and magnetic couplings.
We have found that the proposed setup can be useful for quick assessment of the attenuation provided
by a common mode choke for differential mode noise in a frequency range that encompasses the
frequencies where most electromagnetic compatibility regulations impose limits to the conducted
emissions of electronic equipment.

Keywords: electromagnetic compatibility; power electronics EMC; EMI mitigation techniques;
EMI filter design and optimization

1. Introduction

The control of conducted emissions of electronic devices is an increasingly critical topic due to the
trends toward the use of higher switching frequencies in power converters [1]. To mitigate conducted
emissions, power line electromagnetic interference (EMI) filters are commonly used. However,
at frequencies ranging from several hundred kilohertz to a few tens of megahertz the performance of
EMI filters is typically undermined by parasitic effects such as parasitic parallel capacitances between
windings in inductors and parasitic series inductances of capacitors [2–5]. Therefore, characterizing
the response of these components at those high frequencies is becoming increasingly important to
reduce design time, cost and size of the filter.

Common mode chokes (CMCs), made up of a pair of tightly coupled inductors, are key
components of EMI filters primarily intended to limit common mode (CM) noise [2,5]. However, CMCs
typically exhibit an inductive response to differential mode (DM) noise (leakage inductance) which has
a significant impact on the attenuation that the EMI filter provides to differential mode (DM) noise [2].
The reason is that the leakage inductance provides a 40 dB/dec roll-off above its frequency of resonance
with capacitors that typically are placed between power lines in the EMI filter to attenuate DM noise
(Cx capacitors). This resonance typically occurs at tens or a few hundreds of kilohertz. At even higher
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frequencies (up to tens or a few hundreds of megahertz) leakage inductance no longer determines
the DM attenuation of the CMC, which is instead governed by parasitic capacitive effects [6]. In this
context, a method to directly measure and evaluate the actual frequency-dependent insertion loss
provided by a CMC for DM noise would be very useful to estimate its suitability for a particular
EMI filter.

A first option available to analyze the DM response of a CMC is to perform a full characterization
of the device in a broad frequency range, obtaining an equivalent circuit which would make it possible
to estimate the response of the CMC to a DM excitation by simulation as an additional task to
perform after the characterization process is complete. Within this category of full characterization
methods, several methods have been reported to obtain equivalent circuits for transformers and
coupled coils [7–11]. Some of these methods have been particularized or directly conceived to be
applied to CMCs [6,12,13]. The main drawback of these methods is that they often involve impedance
measurements for different connections of the CMC and that they require a post-processing of the
obtained data. Moreover, compensation is often required to perform these impedance measurements.
Therefore, these methods are not the most appropriate option when a quick assessment of the DM
response of a CMC is required.

A more straightforward alternative for evaluating the attenuation of DM signals provided by a
CMC is to directly measure it. Techniques to measure the response of a four-port components such as
CMCs to CM and DM excitations are adequately described in different standards, mostly based upon
CISPR recommendations [14]. However, while measuring the CM attenuation of a CMC is fairly simple,
the measurement of the insertion loss for a DM excitation requires the use of either a four-port vector
network analyzer (VNA) or a balanced circuit that includes 180◦ splitters (baluns) [15]. Four-port VNAs
are expensive and consequently may well not to be available. Baluns are much more affordable and
common devices. However, its effect should be carefully assessed and taken into account because they
may introduce some losses and, more importantly, they have a limited bandwidth [15]. Consequently,
the use of these ancillary circuits complicates the setup and the measurement process. In this context,
the availability of a simpler measurement technique that allows evaluation of the DM attenuation
provided by a CMC would greatly facilitate the processes of design and test of EMI filters.

In response to that need, in this work we present a simple unbalanced measurement setup that
can be used to quickly evaluate the attenuation that a CMC provides against DM noise. We perform a
thorough analysis of this unbalanced setup which shows that possible sensibility of the unbalanced
setup to external couplings might be a source of measurement errors. To determine whether this
represent a problem in practice we systematically compare measurements performed with the
unbalanced setup with those provided by the alternative balanced setup with the aim of clearly
determining the validity, scope and limitations of the proposed setup.

This paper is organized as follows: in Section 2 we present a general analysis of the problem.
In Section 2.1 we make use of a modal analysis of a high-frequency circuit model of a CMC considered
to be a four-port network to obtain closed-form expressions for the transmission coefficients (and
their corresponding frequencies of resonance) corresponding to both the standard balanced setup and
the proposed unbalanced setup that can be used to assess the DM response of a CMC. The aim is to
analyze the differences between both setups, and to identify the approximations under which both
measurement methods provide similar results. Sections 2.2 and 2.3 present analysis of the effect of
electric and magnetic couplings on the measurements performed with the balanced and unbalanced
setups, with a focus on situations where these effects may arise in practice. In Section 3 we present
results for several commercial CMCs to validate the analysis presented in Section 2. Also, in that
section the actual sensitivity of both balanced and unbalanced setups to the effects of electric and
magnetic couplings are experimentally studied. Finally, conclusions and a discussion about the scope
of the method are provided in Section 4.
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2. Analysis

Figure 1 shows a simplified representation of a CMC along with a lumped-element circuit model
of the CMC. As shown in Figure 1a, a CMC is made up of two equal magnetically coupled windings.
In [16] it has been demonstrated that a CMC can be conveniently modeled in a sufficiently broad
frequency range by using a lumped-elements circuit with two blocks, each one containing two perfectly
coupled inductances as shown in Figure 1b. The first block in that figure (CM block) only affects the
CM noise, while the second block (DM block) contains inductors with opposite (perfect) coupling
and therefore it only affects DM signals. In that circuit model parasitic intra-winding capacitances
(Ct) and inter-winding capacitances (Cw) have been added to account for the response of the CMC
throughout a sufficiently broad frequency range [16,17]. Also, losses within the magnetic material are
accounted for in that model by resistors RCM and RDM placed in parallel with the coupled inductors.
Finally, capacitances to ground, Cg, have been included in the circuit model to consider possible electric
coupling to nearby metallic surfaces, e.g., the ground plane on a printed circuit board (PCB).

2 4

31

(a) Common mode choke.

1

2

CM Block DM Block

(L+M)/2

Ct

RCM
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Ct
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1
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DM

(L-M)/2
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RDM

k=
-1Cw Cw

Cg Cg

CgCg

(b) Equivalent circuit of the CMC with CM and DM blocks.

Figure 1. Representation and circuit model of a common mode choke made up of two equal coupled
windings with self-inductance L and mutual inductance M.

2.1. Modal Analysis of the CMC

The circuit in Figure 1b can be considered to be a four-port network and it can be characterized
by a 4×4 admittance matrix [Y]. A modal analysis can be carried out by calculating the voltage
eigenvectors (modes) that diagonalize [Y], as explained in [16]. In that work, it has been shown that
this analysis yields four independent (uncoupled) modes, which are referred to as C, V, H and D
modes. In general, for a given excitation of the CMC, its response is always made up of a superposition
of the responses of one or more of those natural modes. The equivalent circuits of these four modes are
represented in Figure 2. In that figure we also represent the normalized excitation at the four ports of
the CMC that corresponds to each mode. Please note that CM and DM excitation of the CMC appear
as H and D natural modes of the equivalent circuit of the CMC (Figure 2c,d). As for the other two
modes, mode C in Figure 2a corresponds to applying a common voltage to the four ports of the CMC,
while mode V in Figure 2b is obtained by applying a difference of voltage between the two windings
of the CMC.
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Figure 2. Equivalent circuits of the modes obtained for the high-frequency circuit of the CMC in
Figure 1b. Normalized voltages at the four terminals of the CMC are indicated for each mode.

In Figure 2 it can be seen that the admittances of the four modes of the CMC are either a capacitive
admittance (modes C and V) or the admittance of a resistor, an inductor and a capacitor connected in
parallel (parallel RLC circuit), where the inductive component is proportional to LCM = L + M for the
CM (H mode) and to LDM = L − M (the leakage inductance) for the DM (D mode). The admittances
of the four modes of the CMC can be written as follows:

YC = jωCg. (1)

YV = jω(2Cw + Cg). (2)

YH = jω(2Ct + Cg) +
2

jωLCM
+

2
RCM

. (3)

YD = jω(2Ct + 2Cw + Cg) +
2

jωLDM
+

2
RDM

. (4)

The modal analysis outlined above allows performance of a very efficient analysis of the measurement
setups that can be used to characterize the DM response of CMCs. The idea is to express the
transmission coefficients corresponding to these measurement setups in terms of the admittances of
the natural modes of the CMC to determine to what extent those setups actually excite a pure DM
(as intended) and also to assess the impact on measurements of the parasitic effects incorporated to the
equivalent circuit of the CMC.

The measurement setup usually required to characterize the DM response of a CMC is
schematically shown in Figure 3a [14]. We will refer here to this setup as DM setup. The DM
setup requires the use of two baluns (or 180◦ dividers) to convert the excitation of the output port
of the measurement device into a DM signal and to measure the transmitted DM signal at the input
port. In other words, the DM setup permits direct measurement of the SDD21 term of the Mixed-Mode
S-Parameter Matrix of the CMC seen as a four-port network [18]. This SDD21 S-Parameter physically
represents the DM response of the CMC to a DM excitation, or equivalently the transmission coefficient
(or inverse of the insertion loss) of the DM. For this reason, we will refer here to this S-parameter
as SDM

21 . Table 1 provides SDM
21 as a function of the admittances of the natural modes of the CMC.
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Since only YD and YV appear in the expression of SDM
21 , we can conclude that only D (DM) and V

modes of the CMC are excited in the DM setup. Also, from that expression it is possible to obtain
the frequency of resonance of the CMC in that setup in terms of the elements of the circuit model of
the CMC in Figure 1b. This frequency of resonance, fDM, is also given in Table 1 (Since in practice
RCM, RDM � R = 50 Ω the frequency of resonance can be calculated by taking RCM → ∞ and
RDM → ∞ in SDM

21 and imposing SDM
21 = 0). At frequencies below fDM the response of the CMC is

dominated by the inductive part of YD, i.e., LDM. Above fDM the CMC behaves capacitively and
the magnitude of SDM

21 increases with frequency. Please note that since fDM does not depend on Cg,
an electric coupling to ground will not alter the frequency of resonance of SDM

21 .

L

L

L

L
1

2

3

4

R

VTG

R180º
Divider

180º
DividerTG SA

(a) Differential Mode (DM) setup
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LSA
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R
1 3
2 4

R TG L
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2 4

(b) Unbalanced Differential Mode (UDM) setup

Figure 3. Balanced and unbalanced setups for measuring transmission coefficients conveying
information about the attenuation provided by a CMC for a differential mode excitation. Measurements
can be performed with a spectrum analyzer (SA) with tracking generator (TG) or a VNA.

Table 1. Transmission coefficients and frequencies of resonance for a CMC measured in the setups
of Figure 3, where YOC = YHYD/(YH + YD). Approximated expressions assume Cg 
 Ct, Cw and
YC 
 YV, YH, YD.

Setup Transmission Coefficient Frequencies of Resonance

DM SDM
21 = RYD

2+RYD
− RYV

2+RYV
fDM = 1/2π√

Ct LDM

UDM SUDM
21 ≈ R(YD+YV)

2+R(YD+YV)
fUDM ≈ 1/2π√

(Ct+2Cw)LDM

OC SOC
21 ≈ 2RYOC

2RYOC+1 fOC ≈ 1/2π√
(Ct+Cw)LDM

As an alternative to the DM setup, in Figure 3b we propose a simpler unbalanced setup (UDM
setup) which dispenses with baluns and which at the same time is also able to provide information
about the DM response of the CMC. The UDM setup in Figure 3b, like the DM setup in Figure 3a,
involves the measurement of a transmission coefficient instead of the measurement of impedances of
the CMC. This allows for avoiding additional measurements to account for the effect of cables and/or
test fixtures (compensation measurements) [19]. To compare the UDM setup with the DM setup, it is
useful to obtain also the transmission coefficient of the UDM setup (SUDM

21 ) in terms of the admittances
of the natural modes of the CMC. An analysis of the circuit in Figure 3b with the circuit model of the
CMC in Figure 1b leads to:

SUDM
21 =

R(Yp − 4Ys)

(2 + YpR)(1 + 2YsR)
. (5)

where Yp = YD + YV + 2YC and Ys = YCYH/(YC + YH). This analysis shows that unlike the DM
setup which only excites D and V modes, the UDM setup excites the four natural modes of the CMC.
In principle, this makes an important difference between DM and UDM setups. However, it can be
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easily shown that if measurements are performed avoiding the presence of nearby conducting surfaces,
the response of the UDM setup becomes quite similar to that of the DM setup. In particular, only D and
V modes are significantly excited in the UDM setup. To demonstrate this, suppose that capacitances
to ground are negligible compared with the rest of the capacitances of the circuit model in Figure 1b
(Cg 
 Ct, Cw). In that case, the expressions for the modal impedances in Equations (1)–(4) allow us
to assume that YC 
 YV, YH, YD. Consequently, we can approximate in (5) Ys ≈ YC 
 Yp ≈ YD + YV.
In that case, a simpler approximation of the expression of SUDM

21 in (5) can be obtained:

SUDM
21 ≈ R(YD + YV)

2 + R(YD + YV)
. (6)

This expression is included in Table 1 along with that of SDM
21 . The frequency of resonance of

SUDM
21 in Equation (6) is also provided in that table as fUDM. When comparing SUDM

21 with SDM
21 , it can

be noticed that both expressions depend only on YD and YV. Moreover, because YV in Equation (2) is a
capacitive admittance related to the inter-winding capacitance, it is expected that at low frequencies
YV 
 YD and therefore SUDM

21 ≈ SDM
21 ≈ RYD/(2 + RYD). In other words, at low frequencies (i.e., well

below resonance) the response of the CMC is expected to be dominated by LDM and to be the same for
the DM setup as for the UDM setup, with currents flowing inside the CMC in a purely differential
mode in both cases.

Summing up, the previous analysis demonstrates that provided that coupling with nearby metallic
surfaces is negligible, SUDM

21 ≈ SDM
21 at low frequencies. This is an important result because it allows

us to conclude that at these low frequencies the UDM setup can be used as a simpler alternative to
the DM setup to quickly characterize the DM response of a CMC. However, the analysis presented
here also demonstrates that at high frequencies some differences should be expected between SDM

21 and
SUDM

21 . This will be experimentally checked in Section 3. Before that the next subsections complete the
theoretical analysis by analyzing the effect of electric and magnetic couplings of the CMC with nearby
conducting surfaces on measurements performed with DM and UDM setups.

2.2. Effect of Electric Coupling to Metallic Surfaces

In the previous section we have seen that the transmission coefficient SDM
21 of the balanced DM

setup is inherently independent of YC (see Table 1) and that electric couplings are not expected
to significantly affect measurements carried out with the DM setup. By contrast, external electric
couplings will affect measurements with the UDM setup unless SUDM

21 can be approximated by
Equation (6). That approximation can be safely applied whenever no metallic surface is allowed
near the CMC when measuring. However, there are situations where this cannot be ensured. This may
occur for example when measuring a CMC which is mounted on a PCB with a return plane. This PCB
can be for example the PCB of the EMI filter or a PCB employed to measure the CMC as a four-port
terminal, as required in many cases in the normative [14].

Even for a CMC mounted on a PCB, the return plane is usually sufficiently far from the windings of
the CMC as to make it reasonable to disregard a direct electric coupling of the CMC to the return plane
with respect to the internal couplings given by the inter-windings and intra-windings capacitances
(Cg 
 Ct, Cw in Figure 1b). However, the effects on the DM and UDM measurements of the microstrip
traces of the PCB employed to lead the signals to the four pins of the CMC should be assessed. As for
the DM measurements, it can be easily demonstrated that if the characteristic impedance of these
signal traces of the PCB are equal to the input and output impedances of the measuring device (usually
50 Ω), those traces will only introduce a phase shift in the transmission coefficient of the DM setup, but
they will not alter the magnitude of SDM

21 [19]. However, the situation is different for the UDM setup.
A schematic of the situation presented for the UDM setup can be seen in Figure 4. That figure

represents a CMC connected in the UDM setup, and it includes transmission line models for the
interconnecting cables (e.g., coaxial cables), which are labelled as TLC lines, and for the signal traces
of the PCB (typically microstrip lines), which are labelled as TLT lines. In principle, TLT traces
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leading to terminals 1 and 3 of the CMC are not an issue. In fact, provided that they have the same
50 Ω characteristic impedance as TLC lines, those traces will only introduce a phase shift in the
transmission coefficient [19]. However, TLT lines attached at terminals 2 and 4 of the CMC create an
asymmetric electric coupling of the CMC to ground whose effect is not negligible, as we will show
here. To demonstrate that, consider the situation represented in Figure 4, where terminals 2 and 4 of
the CMC are directly short-circuited to achieve an UDM configuration that circumvents the two TLT

lines attached to those terminals. Considering lengths of TLT lines in the order or centimeters, they
will be electrically short at the frequencies of interest and, consequently, these open-circuited lines can
be modeled as capacitances [20]. The two parasitic capacitances Cr included in Figure 4 account for
this effect. Since these Cr capacitances correspond to the total capacitance of the trace lines, their values
are typically in the order of units or tens of picofarads [20]. Consequently, Cr capacitances cannot be
disregarded by comparison with typical parasitic capacitances of the CMC, which are of the same
order of magnitude.

Figure 4. Schematic of a CMC mounted on a grounded PCB connected in UDM setup. Transmission
lines labelled as TLC stand for the interconnecting cables. Transmission lines labelled as TLT represent
the signal traces of the PCB. The signal traces terminated as open-circuits at terminals 2 and 4 are
supposed to be electrically short and thereby modeled as two capacitances Cr to ground.

To investigate the impact on the transmission coefficient measured with the UDM setup of the
capacitances Cr that must be included in the schematic of the UDM setup in Figure 4, we have
calculated the transmission coefficient of that circuit by circuit analysis. We have used the circuit model
of the CMC in Figure 1 with YC = 0, but we have included the effect of Cr capacitors as two external
admittances YR = jωCr connected to terminals 2 and 4 of the CMC. In this way, we have obtained the
following modified SUDM

21 coefficient in terms of the admittances of the modes of the CMC:

SUDM′
21 =

R(YD + YV)

2 + R(YD + YV)
− RYHR

2 + RYHR
. (7)

where YHR = YHYR/(YH + YR). It is very interesting to note that the only difference between SUDM′
21

in (7) and SUDM
21 in Equation (6) is the presence of the second additive term in (7). This term is zero if

YR = 0 (Cr=0), as expected. Therefore, Equation (7) reveals that the effect of considering the electric
coupling given by Cr is to excite an additional mode of the CMC (H mode), whose admittance YH

acts in series with that of Cr. A very good approximation for the frequency of resonance of SUDM′
21 in

Equation (7) can be obtained if we consider that this frequency must be near that of SUDM
21 , i.e., it must

be found at frequencies where ωCt ≈ 1/|ωLDM|. Because in practical CMCs we have LCM � LDM, we
have 1/|ωLCM| 
 ωCt and therefore YH in Equation (3) can be approximated as YH ≈ jωCt. With this
approximation the frequency of resonance of SUDM′

21 in Equation (7) can be expressed as:

f ′UDM =
1/2π√

(Ct + 2Cw − CrCt
Cr+Ct

)LDM

. (8)

By comparing this frequency of resonance with fUDM given in Table 1 we conclude that the
main effect of Cr in the transmission coefficient of the UDM setup is to slightly increase its frequency
of resonance.
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From the previous analysis we conclude that by contrast with DM setup, the UDM setup is
sensitive to the presence of electrical couplings (capacitive effects) caused by the presence of nearby
metallic grounded structures such as a ground plane on a PCB, and that this effect can be noticeable at
high frequencies.

An interesting question that arises in this point is whether in the UDM setup this effect can be
avoided by isolating the return plane of the PCB with respect to ground in the measurement setup.
This situation is shown in Figure 5, which represents an alternative implementation of the UDM
setup for a CMC mounted on a PCB where the active conductors of the TLC lines (cables) are directly
connected to the terminals of the CMC, while circumventing the TLT lines connected to terminals 1
and 3, thus isolating the return plane of the PCB from the ground of the measurement setup. In that
case, the four electrically short open-circuited TLT lines connected at each terminal will introduce four
parasitic capacitances Cr at each terminal of the CMC.

These capacitances connected to a star point (the isolated return plane) can be transformed into
its triangle equivalent, as shown in figure Figure 6. That figure shows that the effect of the capacitances
Cr is to increase the Cw parasitic capacitance of the CMC by an amount ΔCw = Cr/4, and to increase
Ct by an amount ΔCt = Cr/2. This should cause a decrease in the frequency of resonance of SUDM

21
with respect to the case with no return plane. Therefore, the UDM Setup will still be sensitive to the
presence of the return plane of the PCB. This will be experimentally verified in Section 3.

Figure 5. Equivalent circuit of the UDM setup for a CMC mounted on a PCB with an ungrounded
return plane. Transmission lines labelled as TLC stand for the interconnecting cables. Transmission
lines labelled as TLT represent the signal traces of the PCB. Since all the signal traces are terminated as
open-circuits and they are supposed to be electrically short, they are actually modeled as capacitances
Cr to ground.

Figure 6. Star to triangle conversion for the parasitic capacitances Cr that appear at the four terminals
of the CMC in the circuit of Figure 5.

2.3. Effect of Magnetic Coupling to Metallic Surfaces

Another effect that can alter the response of a CMC excited by a DM signal is a magnetic coupling
of the CMC with nearby metallic surfaces. The root cause of this effect is that, unlike CM currents,
DM currents in a CMC create a magnetic field which closes its field lines outside the core of the
CMC [21,22]. Therefore, this magnetic field can interact with nearby metallic surfaces such as for
instance, the metallic enclosure usually employed for housing and shielding of EMI filters. Even
though metallic enclosures are usually constructed with non-magnetic metals, a magnetic coupling
might still appear due to eddy currents induced in those conducting surfaces by the time-varying stray
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magnetic field of the CMC. The effect of these eddy currents is to partially counteract the magnetic
fields created by the CMC outside its core, thus causing a decrease of the leakage inductance LDM of
the CMC [22,23]. This change of LDM can equally affect measurements performed with the DM or the
UDM setups. The actual impact of this effect in practical cases will be investigated in Section 3.3.

3. Results

The analysis presented in the previous section suggests that in principle it is possible to use the
UDM setup in Figure 3b to measure the DM response of a CMC. However, since we have shown
that electric or magnetic couplings may affect the response of the CMC, the impact of these effects on
measurements performed with the UDM setup must be assessed to clearly determine the scope and
limitations of this method of measurement by comparison with standard DM measurement. To this
end, we present in this section experimental results for several commercial CMCs in different setups.
These measurements have been carried out by using a Rhode&Schwarz ZND VNA. However, note
that measurements of the magnitude of a transmission coefficient can be alternatively performed by
using a spectrum analyzer with tracking generator.

3.1. Analysis of the Response of a Standalone CMC

To validate the analysis presented in Section 2 we have measured the response of the CMCs
listed in Table 2 in the DM and UDM setups shown in Figure 3. Also, we have used an alternative
setup, referred to as Open-Circuit (OC) setup, which is shown in Figure 7. This setup was proposed
in [16] to characterize CMCs. The main difference between OC setup and UDM is that since the OC
setup is actually used for obtaining a complete circuit model of the CMC and it is not conceived as
a measurement method to characterize its DM response, in the OC setup both the CM (H) and DM
(D) modes of the CMC are simultaneously excited. An expression for the transmission coefficient of
the CMC in the OC setup, SOC

21 in terms of YH and YD is given in Table 1 [16]. From this expression,
it can be easily demonstrated that SOC

21 always presents two frequencies of resonance: one related to
LCM and another one at a higher frequency associated with LDM which is given in Table 1 as fOC. As a
consequence of this double resonance, the OC setup does not allow quick measurement of the response
of a CMC to a purely DM signal throughout the entire range of frequencies of interest. However, since
the expression and physical meaning of fOC has been previously studied in [16], we will use it here to
validate our analysis of the UDM setup as explained below.

Table 2. Parameters extracted for the equivalent circuit of Figure 1b for several commercial common
mode chokes.

Manufacturer and Part Number L (mH) LCM (mH) LDM (uH) Cw (pF) Ct (pF) RCM(kΩ) RDM(kΩ)

WÜRTH ELEKT. 744824622 2.2 4.94 4.7 4.2 6.8 17.2 6.5
WÜRTH ELEKT. 744824310 10 26.7 33.6 4.7 18.3 118 16.6
WÜRTH ELEKT. 744824220 20 54.1 57.6 10.7 20.2 203 22.2
WÜRTH ELEKT. 7448011008 8.0 6.90 6.5 0.86 2.7 22.1 8.1

MURATA PLA10AN2230R4D2B 22 71.3 173 1.8 2.9 73.9 33.0
KEMET SC-02-30G 3.0 7.40 5.8 1.4 2.8 34.3 16.7

KEMET SCF20-05-1100 11 13.4 5.1 8.6 7.2 15.4 7.9

By comparing the frequencies of resonance in Table 1 it is apparent that for a given CMC we must
have fUDM < fOC < fDM. We will use here this fact to verify the accuracy of our circuit model and to
check the expressions for the transmission coefficients of the DM and UDM setups, SDM

21 and SUDM
21 ,

presented in Table 1.
Figure 8 shows |SDM

21 |, |SUDM
21 | and |SOC

21 | measured for the CMC listed as WÜRTH ELEKTRONIK
744824622 (2.2 mH) in Table 2. It can be observed that each one of these curves present a resonance dip
related to differential excitation of the CMC, as expected. Also, note that these frequencies of resonance
are different for the three setups. In fact, resonance occurs first for the UDM setup, then for the OC
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setup (second resonance) and finally, for the DM, i.e., fUDM < fOC < fDM. These results are consistent
with our previous analysis. Similar results are obtained for all the CMCs in Table 2. An additional
example is represented in Figure 9 for another CMC, identified in the caption of the figure and listed
in Table 2.

L

LTG SA
R

VTG

R
L

L

L
1

2

3

4

Figure 7. Open-circuit (OC) setup proposed in [16] for characterizing CMCs.

Figure 8. Magnitude |S21| for the CMC listed as Würth Elecktronik 744824622 (2.2 mH) in Table 2,
using the setups in Figures 3 and 7.

To further ensure consistency of the measured curves with our theoretical analysis, we have used
an advanced search algorithm based upon genetic algorithms (GA) [24] to find a set of values for the
components of the circuit in Figure 1b that allow us to simultaneously fit the measured SOC

21 and SDM
21

curves. Parameters obtained for all the CMCs analyzed here are given in Table 2. Then, we have used
these circuit parameters to calculate |SUDM

21 | using the expression given in Table 1. These curves are
represented in Figures 8 and 9 as dashed lines, and labelled as calculated results. A good agreement
between measured and calculated results can be observed in these graphs. Similar results are obtained
for all the CMCs in Table 2. This permits us to ensure that the high-frequency circuit model in Figure 1b
is reasonably accurate within the range of frequencies where most EMC regulations impose limits to
conducted emissions [25–27].
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Figure 9. Magnitude |S21| for the CMC listed as KEMET SC-02-30G (3 mH) in Table 2, using the setups
in Figures 3 and 7.

It is worth pointing out that in the measurements performed in this section external magnetic
or electric couplings have been carefully avoided by keeping the CMC under test far from metallic
surfaces (a distance greater than the size of the CMC is typically enough). This is important because the
expression for SOC

21 in Table 1, such as that of SUDM
21 Equation (6), assumes that parasitic capacitances

to ground can be disregarded, i.e., YC 
 YV, YH, YD. The effect on measurements of electric coupling
with nearby metallic surfaces will be analyzed in the next subsection.

3.2. Effect of Capacitive Couplings in a PCB

The analysis presented in Section 2.2 shows that when a CMC is mounted on a PCB (a situation
that may easily arise in practice), the parasitic capacitances introduced by the traces connected to the
terminals of the CMC might alter the measurements of SUDM

21 , thus rendering misleading results if the
aim is to characterize the CMC as a standalone component. In this section, we will analyze the actual
impact of this effect by comparing measured SUDM

21 for an isolated CMC with results obtained when
the CMC is mounted on a PCB representative of those usually employed to fabricate EMI filters.

Figure 10 shows a CMC mounted on a PCB fabricated with a 1.5 mm-thick FR4 substrate. Signal
traces (not visible in Figure 10 because the CMC is mounted on the side of the return plane) are
4 mm-width×60 mm-long strips connecting the CMC pins to the BNC connectors. These signal traces,
along with the BNC connectors, add an extra parasitic capacitance between the four ports of the
CMC and the return plane (RP). We have measured this parasitic capacitance, obtaining a value of
Cr = 17.5 pF.

As a first step, we have checked that the fact that the CMC is mounted on a PCB has a negligible
effect on the measurements of |SDM

21 |, as expected from the analysis in Section 2. This robustness of SDM
21

measurements against external electric couplings comes from the balanced nature of this setup, and
represents an advantage of this measurement technique. On the contrary, and according to the analysis
in Section 2.2, the measure of |SUDM

21 | could be affected by the parasitic capacitances appearing at the
terminals of the CMC when it is mounted on a PCB with a RP. To study the actual impact of this effect
in a practical case, Figure 11 shows |SUDM

21 | measured for the CMC listed as WÜRTH ELEKTRONIK
744824220 (20 mH) in Table 2 in three different situations: when CMC is isolated (no magnetic or
electric coupling with nearby conducting surfaces), when CMC is mounted in the PCB but the RP is
not grounded (schematic in Figure 4) and finally, when the CMC is mounted in the PCB and the RP
is grounded (schematic in Figure 5). Curves in Figure 11 show that the response of the CMC at low
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frequencies (well below resonance) is the same for these three situations. However, Figure 11 also
reveals that at high frequencies there exists a shift in the frequency of resonance of SUDM

21 . Compared
to the isolated case, the frequency of resonance is slightly lower when the RP is not grounded and
slightly higher when the RP is grounded. These results are consistent with the analysis presented in
Section 2.2. We have obtained similar results for all the CMCs in Table 2.

Figure 10. A 2.2 mH CMC, listed in Table 2 as WÜRTH ELEKTRONIK 744824622, mounted on a
PCB fabricated to check the impact on |SUDM

21 | of the capacitive coupling of the signal traces to the
return plane.

Figure 11. Measured and calculated |SUDM
21 | curves for the CMC listed as WÜRTH ELEKTRONIK

744824220 (20 mH) in Table 2. We compare curves for three cases: standalone CMC, CMC mounted
on a PCB with a floating return plane and CMC mounted on a PCB whose return plane is grounded
(G label).

To analyze this effect in more detail, and also to check the explanation provided inSsection 2.2,
we have measured the frequencies of resonance of three different CMCs (among those in Table 2) when
measured in the three different situations described above. In Table 3 we compare the frequency of
resonance measured with the CMC isolated with that obtained when the CMC is placed on a PCB
with an ungrounded RP. Those results show that the effect of the presence of the isolated RP is to
decrease the frequency of resonance of SUDM

21 by an amount that goes from 10% to 20%. Table 3 also
includes for each CMC the frequency of resonance calculated by using the expression of fUDM given in
Table 1, where Ct and Cw have been modified to C′

t = Ct + Cr/2 and C′
w = Cw + Cr/4 in accordance

with the results of the analysis presented in Section 2.2. The rest of the parameters of the model of each
CMC have been taken from Table 2. Results in Table 3 show that the calculated frequency of resonance
agrees reasonably well with the measured one, with typical discrepancies around 5%. This allows
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us to conclude that the decrease of the frequency of resonance of SUDM
21 observed when the CMC is

mounted on a PCB with an isolated RP is mainly caused by the parasitic capacitances between the
traces and the isolated return plane of the PCB.

Table 3. Measured frequencies of resonance of SUDM
21 for three CMCs when isolated and when mounted

on a PCB with an ungrounded return plane. Also, calculated fUDM for the latter case.

fUDM (MHz)

CMC Isolated CMC on Ungrounded PCB

CMC Part Number Measured Measured Calculated

WE 744824622 16.9 13.6 12.8

WE 744824310 4.77 4.30 4.07

WE 744824220 3.02 2.65 2.74

Table 4 compares the frequency of resonance of SUDM
21 measured when the CMC is isolated with

that measured when the CMC is mounted on a grounded PCB for the same three CMCs listed in
Table 3. Results show that the grounded RP causes the frequency of resonance to increase in all the
cases, as expected. This increase is up to 35% for the WE 2.2 mH CMC. Frequencies of resonance
f ′UDM calculated by using (8) are also included in Table 4. The good agreement found in general
between calculated and measured results confirms that the shift of the frequency of resonance of SUDM

21
is caused by the presence of the grounded RP and that this shift can be approximately predicted by
using Equation (8).

Table 4. Measured frequencies of resonance of SUDM
21 for three CMCs when isolated and when mounted

on a PCB with a grounded return plane. Also, calculated fUDM for the latter case.

fUDM (MHz)

CMC Isolated CMC on Grounded PCB

CMC Part Number Measured Measured Calculated

WE 744824622 16.9 21.7 22.8

WE 744824310 4.77 5.63 5.64

WE 744824220 3.02 3.40 3.72

Summing up, results in this section show that when measured in the UDM setup, the capacitance
between the signal traces and the RP of the PCB can modify the response of the CMC at high frequencies.
Therefore, when accurate results are required, measuring a CMC mounted on a PCB with the UDM
setup should be avoided unless the effect of the parasitic capacitances of the signal traces to the RP is
accounted for.

Another interesting conclusion that can be obtained from these results refers to the impact of
magnetic coupling. Figure 11 shows that at low frequencies the response of the standalone CMC
coincides with those measured when the CMC is mounted on a PCB. Therefore, we can conclude
that at low frequencies (i.e., well below resonance), the RP has no significant effect on LDM. This
is because the RP is not sufficiently close to the windings of the CMC. Situations where magnetic
coupling with external metallic surfaces may have an impact on the measurements of SUDM

21 (and SDM
21 )

will be analyzed in the next subsection.

3.3. Effect of Magnetic Coupling to Nearby Conducting Surfaces

The aim of this section is to study the sensitivity of the measurements of SDM
21 and SUDM

21 to the
effect of magnetic coupling to nearby conducting surfaces (CS). We have verified for all the CMCs
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in Table 2 that the measurements of SDM
21 and SUDM

21 are altered by the presence of an isolated (i.e.,
not necessarily grounded) copper plate placed very close to the top of the CMC. This situation is
representative of that that may arise in practice when the CMC of an EMI filter is placed very close
to the metallic enclosure of the filter. We have verified that this effect is noticeable only if the CS is
very close to the windings (in general, less than 1 mm apart). In fact, we have checked that the effect of
magnetic coupling is very weak when the CS is placed beneath (instead of on top) of the CMC, because
in this case the leads and the plastic structure that typically supports the CMC keep the CS sufficiently
far from the windings of the CMC to prevent a significant magnetic coupling. This is consistent with
results for CMCs mounted on a PCB presented in the previous section, where we have seen that the
effect of the return plane of the PCB on the leakage inductance of the CMC, LDM, is negligible.

As an example to show the effect of magnetic coupling on the DM response of CMCs, we represent
in Figure 12 the measured |SUDM

21 | and |SDM
21 | with and without the presence of a CS for the 10 mH

CMC listed as WÜRTH ELEKTRONIK 744824310 in Table 2. The CS employed to induce magnetic
coupling in this experiment is a 10cm-side square copper plate which has been placed on top of the
CMC, only separated by a paper film whose thickness is approximately 0.1 mm. Figure 12 shows
that the effect of the CS is to slightly increase both |SDM

21 | and |SUDM
21 | at low frequencies and also to

increase their respective frequencies of resonance. These effects can be explained by a decrease of LDM.
To demonstrate this, we have included in Figure 12 the |SDM

21 | and |SUDM
21 | curves calculated by using

the equivalent circuit of Figure 1b with the parameters extracted in the previous sections (Table 2) and
also the same curves obtained after conveniently decreasing LDM. Those calculated results agree very
well with measurements. In general, the effect of the magnetic coupling created by CS placed very
close to a CMC is to decrease the leakage inductance of the CMC by an amount between a 20% and a
30%. Detailed quantitative results are provided in Table 5 for the CMC in Figure 12 and two additional
CMCs among those listed in Table 2. Table 5 compares for each CMC the inductance LDM calculated
without the presence of a CS with the reduced inductance (referred to as LCS

DM) that should be used to
match the SDM

21 and SUDM
21 curves in the presence of a CS. It is interesting to highlight that the same

reduced inductance LCS
DM can be used to account for the effect of the magnetic coupling for both the

DM and UDM measurements, as should be expected.
The main conclusion that can be drawn from the experiment described in this section is that a

closely placed CS can alter the DM response of a CMC by decreasing its leakage inductance. Moreover,
this effect can equally affect measurements in both the DM and the UDM setups. This implies that
independently of the setup, magnetic coupling should be avoided (by keeping the CMC sufficiently
far apart from metallic surfaces) to prevent an inaccurate characterization of the DM response of a
CMC as a standalone component. Alternatively, in case the actual metallic enclosure where the CMC
is going to be placed is available, it would be possible to determine its effect on the leakage inductance
of a CMC by measuring it in the UDM setup with the CMC placed in the same relative position with
respect to the metallic enclosure that it is intended to occupy in practice.

Table 5. LDM for different CMCs with and without the effect of a nearby conducting surface.

CMC Part Number LDM (μH) LCS
DM (μH)

WE 744824622 4.73 3.38
WE 744824310 33.6 27.0
WE 744824220 58.2 44.2
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(a)

(b)

Figure 12. Measured and calculated |SDM
21 | (a) and |SUDM

21 | (b) for the CMC listed as WÜRTH
ELEKTRONIK 744824310 (10 mH) in Table 2, whose picture is inserted in the figures. The CS acronym
used in the legends indicates results corresponding to the case where a conducting surface is placed
near the CMC.

From results in Figure 12, it is also interesting to note that below approximately 3 MHz, |SDM
21 | curves

coincide very well with |SUDM
21 | ones. This is consistent with the discussion presented in Section 2.1,

where we demonstrate that at low frequencies the response of a CMC is mainly determined by LDM

and that is expected that SDM
21 ≈ SUDM

21 . This confirms that in the range of frequencies where the CMC
behaves inductively, the UDM setup can be effectively used to predict the DM insertion loss of a CMC.

It is also worth pointing out that the curves for |SDM
21 | in Figure 12a show a slight attenuation

at very low frequencies (between 100 kHz and 200 kHz) when compared with |SUDM
21 | curves in

Figure 12b. This effect can also be observed in measured |SDM
21 | represented in Figures 8 and 9. We have

verified that this is caused by a decrease in the performance of the baluns that we have employed in
these measurements, due to its limited bandwidth (We have used baluns constructed with commercial
wide-band 1:1 transformers Coilcraft WB2010-1 [28].). Although this problem could be solved by using
baluns with a wider bandwidth or by performing a careful calibration, we point it out here to highlight
an inherent shortcoming of the DM setup, namely its dependence on ancillary circuitry whose effect
on the measurements has to be carefully taken into account.
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4. Discussion and Conclusions

This work presented a thorough analysis of a measurement setup, referred to as UDM setup,
which can be used to readily measure the response of a CMC to DM signals throughout the frequency
range where most EMC regulations impose limits to conducted emissions. The UDM setup is conceived
as a simpler and faster alternative to balanced setups, which require ancillary circuits (baluns), and to
the use of sophisticated equipment such as four-port VNAs.

We have presented a detailed analysis of the UDM setup based on a modal analysis of a
high-frequency circuit model of the CMC. This modal analysis has allowed us to obtain analytical
expressions for the transmission coefficients of the CMC in terms of the admittances of the natural
modes of the CMC, both for the DM and UDM setups. From these expressions it has been possible to
determine the modes actually excited in the CMC in each setup which has permitted us to analyze the
effect of parasitic effects on each setup and to identify the conditions that ensure similar responses of
the CMC for the DM and UDM measurement setups.

The analysis and experimental results presented in this work provide a deep understanding on
the differences and similarities between both techniques of measurement. This has allowed us to
demonstrate that the DM setups is inherently immune to (symmetric) external electric coupling while
the UDM is sensitive to this effect. By contrast, we have verified that both DM and UDM setups are
equally sensitive to magnetic coupling of the CMC to nearby conducting surfaces because this effect
modifies the leakage inductance of the CMC. We have quantified the impact of these effects in some
practical cases and we have found that provided that the presence of nearby conducting surfaces is
avoided or carefully accounted for, the proposed UDM setup can be used to assess the response of a
CMC to DM noise within a range of frequencies of practical interest.

Summing up, the main contribution of the present work is to provide a deep understanding on the
actual scope and limitations of a simple technique that can be used to measure the attenuation provided
by a common mode choke to differential mode signals. This is important because the simplicity of the
proposed measurement technique makes it very appropriate for quick assessment of the suitability of
a common mode choke for a particular application. In fact, the quick assessing of the impedance and
DM attenuation of a CMC provided by the proposed measurement approach facilitates the tasks of
ensuring stability and compliance of electronic equipment with conducted emissions limits imposed
by EMC regulations.
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