A Machine Learning-based DSS for mid and long-term company crisis prediction

Original

Availability:
This version is available at: 11583/2874596 since: 2021-03-23T14:35:10Z

Publisher:
Elsevier

Published
DOI:10.1016/j.eswa.2021.114758

Terms of use:
openAccess
This article is made available under terms and conditions as specified in the corresponding bibliographic description in the repository

Publisher copyright
Elsevier postprint/Author’s Accepted Manuscript

© 2021. This manuscript version is made available under the CC-BY-NC-ND 4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/. The final authenticated version is available online at: http://dx.doi.org/10.1016/j.eswa.2021.114758

(Article begins on next page)
A Machine Learning-based DSS for mid and long-term company crisis prediction

Guido Perboli b,a, Ehsan Arabnezhad b,a

a ARISK s.r.l., Milan, Italy
b ICT for City Logistics and Enterprises Center, Politecnico di Torino, Turin, Italy

ARTICLE INFO

Keywords:
Bankruptcy prediction
Data analysis
Machine learning

ABSTRACT

In the field of detection and prediction of company defaults and bankruptcy, significant effort has been devoted to evaluating financial ratios as predictors using statistical models and machine learning techniques. This problem becomes crucially important when financial decision-makers are provided with predictions on which to act, based on the output of prediction models. However, research has shown that such predictors are sufficiently accurate in the short-term, with the focus mainly directed towards large and medium-large companies. In contrast, in this paper, we focus on mid- and long-term bankruptcy prediction (up to 60 months) targeting small and/or medium enterprises. The key contribution of this study is a substantial improvement of the prediction accuracy in the short-term (12 months) using machine learning techniques, compared to the state-of-the-art, while also making accurate mid- and long-term predictions (measure of the area under the ROC curve of 0.88 with a 60 month prediction horizon). Extensive computational tests on the entire set of companies in Italy highlight the efficiency and accuracy of the developed method, as well as demonstrating the possibility of using it as a tool for the development of strategies and policies for entire economic systems. Considering the recent COVID-19 pandemic, we show how our method can be used as a viable tool for large-scale policy-making.

1. Introduction

Due to the huge impact of company crises on the economy and society (even global debt), they have long been an interesting topic of investigation—even more so at present—in order to accurately study the consequences of bankruptcy and to find ways to avoid it. To reduce the effects of such crises, companies may apply for economic help/funds from financial institutions, while decision-makers in the financial system try to identify those companies that are highly likely to declare bankruptcy in the future. For this reason, company crisis/bankruptcy prediction aims to assess the financial health and future performance of a company. The existing literature has mainly focused on financial aspects, obtaining results with a good prediction rate in the short-term; normally 12 months (Altman, 2014; Altman, Iwanicz-Drozdowska, Laitinen, & Suvas, 2016). However, due to different regulations, these methods tend to be more accurate for large and medium–large companies. This is true, in particular, in countries where the number of the Small and Medium Enterprises (SMEs) is high and those characterized by a plethora of small companies (Altman, Esentato, & Sabato, 2020; Altman, Danovi, & Falini, 2013).

This paper contributes to the literature along two lines. First, we introduce a state-of-the-art insolvency prediction model as a decision support system (DSS) based on machine learning. One of the novelties of our work consists of a two-round tuning algorithm for the machine learning module when the data set is highly unbalanced. In the first round, outperforming companies are chosen (by threshold), in order to make the data set more robust and to distinguish between the companies that will face a crisis and those that will not, with an improvement of up to 11% in accuracy, with respect to previous works Son, Hyun, Phan, and Hwang (2019). The machine learning module was tuned using financial statement data of more than 160,000 Italian SMEs that were operational by the end of 2018, combined with the data of approximately 3,000 bankrupted companies, covering the period of 2001–2018. Extensive computational results demonstrate the accuracy of our method, not only in the short-term (12 months), but also in the medium (36 months) and long (up to 60 months)-term. Second, we illustrate how our system can be used by company owners and decision-makers as a viable strategic tool. We applied our DSS to two different settings: The Italian SME system before the COVID-19 pandemic and the post-COVID-19 economy, using the DSS to evaluate the financial policies of the Italian government and testing different variants of the policies on the total set of SMEs in the Piedmont region.
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2. Literature review

Financial institutions, fund managers, lenders, governments, and financial market players started to develop models to efficiently assess the likelihood of company default almost a century ago when, in 1932, Patrick (1932) performed a multivariate analysis on 20 companies (Patrick, 1932). Meanwhile, researchers and practitioners have developed several quantitative approaches. In 1966, Beaver (1966) applied a t-test to obtain the significance of each ratio for each company (Beaver, 1966). Altman (1968) used multiple discriminant analysis (MDA); however, the false statistical assumptions underlying the MDA approach led researchers to concentrate their efforts on the development of conditional probability models (logistic regression) based on data sets (Ohlson, 1980). Herein, we analyze the literature along three axes: The prediction method type, the horizon of the prediction, and the data types that are incorporated into the prediction model.

2.1. Prediction methods

Traditional methods rely on statistical models. Altman (1968) generated a score, by which observations could be classified into good and bad payers (Altman, 1968). Following his work, other applications have been developed by specializing the model to specific sectors and segmentations (Altman et al., 2020; Altman et al., 2016; Altman, 2014). In contrast to Altman (1968), Ohlson (1980) was one of the first researchers to apply logistic regression analysis for default estimation (Ohlson, 1980). Ohlson (1980)’s model determines the default probability of a potential borrower. Several subsequent studies have sought to perform similar tests, thanks to the relative ease of carrying out discriminant analysis and logistic regression (Hillegaist, Keating, Cram, & Lundstedt, 2004; Upneja & Dalbor, 2001; Chen, Chollete, & Ray, 2010). The advantages of these models are twofold: first, their ability to derive an analysis of the certainty (probability) of the results and, second, to evaluate the effect of each feature individually. Despite their wide adoption in both research and industry, these classes of models have become inaccurate and the need for enhancements in the modeling of default risk has been suggested (Begley, Ming, & Watts, 1996). Additionally, in order to be accurate, they require tuning with respect to different markets (e.g., the parameters need tuning differently for industry and services). In addition, they have limited ability to enhance the predictive results, normally not over 12 months (Altman, 2014; Altman et al., 2016). Moreover, they cannot be automatically incorporated into large time-series data and rely on the standard mean-value theory; however, for the most part, extreme events are the key factors and, therefore, extreme-value theory might provide better insight (Baldi, Manerba, Perboli, & Tadei, 2019; Perboli, Tadei, & Gobbato, 2014).

To overcome the limitations of statistical models, studies that use pattern recognition methods have been actively developed in the field of machine learning (Linden, 2015; Barboza, Kimura, & Altman, 2017), demonstrating how machine learning models can outperform traditional classification methods. Some of these works have made use of artificial intelligence systems, such as neural networks and genetic algorithms (Odom & Sharada, 1990; Coats & Fant, 1993; Boritz, Kennedy, & Albuquerque, 1995). Several new works have also demonstrated the power of ensemble models to deal with imbalanced data sets (Brown & Mues, 2012; Kim, Kang, & Kim, 2015). The difference between parametric and non-parametric methods to analyze the credit risk of SMEs, in particular, have been discussed in depth by Figini, Bonelli, and Giovannini (2017), where multivariate outlier detection techniques have been used to enhance the results (Figini et al., 2017). In an interesting case study of neural networks, Brédart (2014) used a limited number of features/rationios on Belgian SMEs, improving upon the performance of previous works (Shah & Murtaza, 2000; Becerra, Galvao, & Abou-Seeda, 2005).

As shown in the summary in Table 1, ensemble methods (i.e., bagging Breiman, 1996), boosting Freund, Schapire, & Abe, 1999), and stacking generally outperform the other methods. Gradient boosting is a powerful ensemble method which has recently gained attention from researchers regarding company insolvency, for which it has been shown to be one of the best methods (Friedman, 2001). Gradient boosting is an additive model that operates on weak learners (e.g., decision trees), until the model no longer improves the results based on a loss function.

To the best of our knowledge, at present, the best results have been obtained in Son et al. (2019), where the authors applied XGBoost to a data set audited by a Korean credit rating agency. Despite the good accuracy, the main problems are that it is difficult to understand the prediction capacity in the mid-term (over 24 months)—which is a classic problem in all models considered as providing a financial rating—and that the accuracy is highly dependent on external factors, such as the presence of a regulation that obliges companies to undergo an external audit (which is compulsory only for a subset of SMEs and is dependent on the country’s regulations).

2.2. Time horizon of the predictions

Traditional models are generally accurate up to 12 months, with some cases in which the prediction can maintain sufficient accuracy (approximately 70%) for up to 24 months (Altman, 2014; Altman et al., 2016; Altman et al., 2013; Hillegaist et al., 2004; Upneja & Dalbor, 2001; Chen et al., 2010; Altman et al., 2020). Even in the case of machine learning, good prediction results are typically only obtained when considering the short-term (Son et al., 2019; Barboza et al., 2017). An ideal prediction model should be able to make mid-term forecasts. In fact, many studies have shown how failure process symptoms can be traced back to 5–8 years before the failure actually occurred (Argenti, 1976; Hambrick & D’Aveni, 1986; Luoma & Laittinen, 1991; Ooghe & Prijcker, 2006). Thus, there exists a need for studies with a longer horizon than a few months.

2.3. Data dimensionality and predictors tuning

In the field of bankruptcy prediction, a great attention must be paid to the so called the curse of dimensionality. Normally a large number of indicators are usually involved and the training data are insufficient to cover the decision space. The feature selection (or feature reduction) problem addresses this issue by removing irrelevant, redundant and correlated features, improving the accuracy and the compactness of the

<table>
<thead>
<tr>
<th>Algorithm family</th>
<th>Linear</th>
<th>Accurate</th>
<th>Easy to interpret</th>
<th>Scalable</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear models</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Linear regression and logistic regression</td>
</tr>
<tr>
<td>Basic models</td>
<td>Possibly</td>
<td>No</td>
<td>Yes</td>
<td>Possibly</td>
<td>Naïve Bayes, DT, and KNN</td>
</tr>
<tr>
<td>Ensemble models</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>RF, AdaBoost, and gradient boosting</td>
</tr>
<tr>
<td>SVM</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>SVM</td>
</tr>
<tr>
<td>Deep learning</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>MLP classifier and MLP regressor</td>
</tr>
</tbody>
</table>
classification models, decreasing their computational effort, and facilitating their adoption. Feature selection can be modeled as a combinatorial optimization problem. It can be solved by a greedy approach, as in our case. When the results are not satisfactory, more complex methods can be used. The most promising methods are based on evolutionary algorithms, due to their flexibility and capacity to properly span the potentially enormous solution space given by the combinations of the features (Chen, Ribeiro, Vieira, Duarte, & Neves, 2011; Chen, 2011; Pellegrino, Perboli, & Squillero, 2019). A similar optimization problem arising in machine learning and deep learning applications is the optimal setting of the predictor parameters. In fact, the final performances are strictly related to that aspect (the so-called hyper parameter optimization or hyper parameter tuning problem). These methods include grid search, random grid search, Bayesian model-based optimization, and evolutionary algorithms (Feurer & Hutter, 2019; Chou, Hsieh, & Qiu, 2017; Chen, 2011). Approaches as random grid search give good results when a high computational power is available (in our case, a High Performance Computing facility), while evolutionary algorithms showed a better performances when it was difficult to reduce a priori the search space and a larger solution space needed to be explored. Unfortunately, the mostly part of these approaches have been tested on limited data sets or on short-term predictions (12–18 months).

2.4. Data incorporated in the prediction model

The general improvement over time in the accuracy of traditional models should be linked to the selection of ratios and indices to be included in the statistical model. However, as highlighted by Balcaen and Ooghe (2006), who reviewed business failure studies over the last 35 years, there has been little consensus on which variables are the best in discriminating between failed and non-failed firms. Moreover, most of the literature has focused on financial data, disregarding non-financial data. For a detailed discussion about this topic, the reader should refer to the recent paper by Altman et al. (2016), in which a deep review of the topic has been given (Altman et al., 2016). The literature has shown, in any case, that the introduction of non-financial data can improve the...
performance and time horizon of both traditional and machine learning models (Altman et al., 2016; Son et al., 2019). Unfortunately, to date, relevant studies have tried either to determine whether there is a correlation between bankruptcy and non-financial variables, as done by Altman et al. (2016), or have just added one or two variables related to the organization of the company (normally the industry type and the presence of an external audit, such as in Son et al. (2019)).

2.5. Literature gaps and paper contribution

From our analysis of the relevant literature, a gap between the best practice available methods and the market needs became evident. In fact, there is no model in the literature or in the market that is accurate both in the short (one/two years) and in the mid-term (up to five years), which is adaptable to different markets with a standard (and possibly automated) tuning and able to incorporate and analyze the effects of both financial and non-financial variables. In this paper, we attempt to address these needs by introducing a machine learning-based DSS which is capable of providing accurate predictions both in the short- and mid-term; as well as a new method for the tuning of machine learning methods in the case of unbalanced data, which can improve their overall performance.

3. The decision support system

Our Decision support system (DSS) considers, but is not limited to, financial data. It can collect, catalog and incorporate several types of risks. The present version collects info related to budget and financial data, company organization data, family risk matrices related to cash flows, supply chain management and … The overall DSS structure is shown in Figs. 1 and 2. The DSS is developed by ARISK, a fin-tech spin-off of Politecnico di Torino providing business interruption prediction services to SMEs. It is split into two different sections: a training and tuning module and a prediction server.

The training and tuning module (see Fig. 1) collects data from public databases as public financial data (in Italy the Italian Camera di Commercio), a set of indexes and ratios from AIDA Bureau van Dick, as well as, whether available, data from the proprietary interface by ARISK to collect additional data. Then the data are cleaned, normalized and merged. Data are thus split between core and non-core sets. The core data represents the features of the machine learning module, while the non-core data are data that are not directly incorporated in the machine learning. An example can be qualitative data coming from specific industrial sectors.

Core data are then managed by the machine learning pipeline for reducing the features first (feature selection procedure) and then the Machine Learning algorithm is chosen and tuned. At the moment, our system considers a wide set of Machine Learning systems, including Random Forest, XGBoost, Logistic regression, and Neural Networks. The outputs of this pipeline are the binary files of the predictors then passed to the prediction module.

Non-core data are considered secondary data that are not directly incorporated in the Machine Learning predictor, but whose effects are simulated as perturbations of the Machine Learning features. This is done by a specific pipeline. The non-core data are first classified by a tree-based taxonomy, based on the SHELL-based taxonomy by Cantamessa, Gatteschi, Perboli, and Rosano (2018). The methodology adopted for the analysis of startup failure is based on the SHELL model, originally implemented to classify aviation accidents and errors, and here adapted to the entrepreneurship sector. The SHELL model, whose name derives from the initial letters of its components, Software, Hardware, Environment, Liveware People and Liveware Environment, was developed by Hawkins in 1975 basing on the original work proposed by Edwards in 1972 under the name SHELL model (Hawkins, 1993). Specifically, the SHELL model requires analyzing how each person acted and interacted with the other four components. The different interactions between the person and each of the other components are considered as the human possibility, while a mismatch between the central Liveware and any other four components leads to a source of human error. Moreover, the SHELL methodology adapted to the analysis of the startup failures presented excellent behaviors compared to other results in the literature (Cantamessa et al., 2018). For the aforementioned reasons, we decided to adopt the basic framework of the SHELL for Startups model and to incorporate it in our system. The output of the SHELL model is then joint with expert-based rules mapping the effect of the different components on the core features and creating a risk impact matrix to be used for perturbing the Machine Learning module in the prediction module.

The prediction of a company’s business interruption and bankruptcy risk phase is performed by the system depicted in Fig. 2. Given the data of a single company and its risk Matrix obtained by applying the risk impact matrix, a request to the prediction server is sent by REST APIs. The server checks the data, gives the core data to the Machine Learning module, while the non-core data are processed by the Risk’s Impact Matrix and then the corresponding oscillations of the core data are introduced in the Machine Learning obtaining the effect on the prediction given by the non-core data prediction. For each set of core and non-core data 5 predictions are created (12, 24, 36, 48, and 60 months), plus a series of performance indexes related to national and international regulations and are then merged in a report. The report gives to the user (entrepreneur, bank, assurance, policy-maker) a detailed description of the company situation, as well as the key aspects that should be considered for reducing the business interruption and bankruptcy risks within a continuous improvement process.

4. Machine learning prediction

This section describes our Machine Learning applied to financial data and used to predict the company bankruptcy, but the process is generic and can be repeated and applied to other data types too. The process works as follows:

- Data cleaning. Data of companies that went in bankruptcy and those which are still active are collected and cleaned;
- Data fusion and first balanced data set creation. Data from the two sets of companies are joint. Due to the heavy unbalancing between bankruptcy and active companies, a balanced data set is obtained by sampling the active data set;
- Data split. To evaluate the performance of a machine learning algorithm, we need to split the data. One part (train) is used for the algorithm to learn how to predict future instances and another part (test) is to examine how good is our algorithm about predicting future samples. This is done by using the Python’s Scikit-learn library, setting the test dataset equal to the 20% of the total. Further validation approaches to spot over-fitting or under-fitting have been tested on the data (k-fold, k = 10) (Burnham & Anderson, 2004; Cai, 2014);
- Feature reduction. Being the initial set of financial features composed by about 170 indexes and ratios, this number is reduced with an iterative procedure;
- Hyper Parameter Tuning. The parameters of the Machine Learning method are tuned. To enhance the performance of the Machine Learning module, we need to tune these parameters to get the best results. These parameters may be different From one classification task to another. For this step, we used a tuning approach based on Grid-search (Bergstra & Bengio, 2012). Computational resources were provided by HPC@POLITO, a project of Academic Computing within the Department of Control and Computer Engineering at the Politecnico di Torino (http://www.hpc.polito.it);
- Final data set creation. The data set used in the previous step was built to be representative of some attributes related to geographic dispersion and the industry type. However, as previously stated, one
of the contributions of this paper is the introduction of a procedure to obtain a sample that increases the performances of the Machine Learning. In this step, the final data set is created.

In the following, we give more details concerning the main phases.

4.1. Data cleaning

The company data that we used in this work was made of financial information on Italian companies from 2001 to 2018. This data is extracted from the AIDA database, the largest financial and organizational database managed by Bureau van Dijk/Moody’s (Bureau, 2020). All types of companies are either limited companies or joint-stock companies. Out of which we collected bankrupted companies such that, all of them had revenues between 1 million to 40 millions of euros in at least one of the last 5 years of life before they go bankrupt and a company lifetime of at least 10 years. For each company, we collect the last 5 years of financial data of such companies and save them into 5 different data sets which are roughly made up of 3000 companies. If a bankrupted company has less than 5 official financial reports, it is removed from the data set.

The active companies are composed of all active companies in 2018 and we collected, again, all financial data of those companies which their revenue is the same as bankrupted companies in the last 5 years of life (i.e., the last 5 years before 2018). For these companies, we kept the last year’s information. The number of all active companies in 2018 is more than 160,000. We will refer in the following to the companies that went bankrupt as Class 1 and the active companies as Class 0. Pre-processing data is an important task and it is necessary for improving machine learning metrics. This is because data is mostly noisy, it sometimes has missing and also false values. We applied missing value imputation and standardizing to our train and test (Barnard & Meng, 1999; Hilbe, 2009). We replaced all missing values with zero and we applied standard scaling to both. As shown by Fig. 3, standardizing of data seems to cause the distribution of data to be close to a normal distribution and this will result in improving the prediction. Just for the oversampling part, it is done only on the training set by the Imblearn Python library.

We should notice that if we build our data set in this way the data set would become highly imbalanced and this will affect the result of our machine learning model regarding the recall of confusion matrix. So just to remedy the negative effect of this, first we sampled 6000 active companies out of 160,000 and then start to merge. By doing this we still preserve the imbalanced nature of the data set but in a controlled way meaning that by doing so we somehow sacrifice precision in favor of recall since finding all companies that most likely will declare bankruptcy status is more important. Now for each year of information of bankrupted companies, we add the same sampled of active companies and build our final data set which has 5 different parts (year1, year2, year3, year4, and year5) and is composed of 8959 companies.

![Image](https://via.placeholder.com/150)

**Fig. 3.** Example of distribution after the standardization of a feature.

4.2. Feature reduction

At the beginning of the process when we collected financial information of companies, there were more than 170 different financial and operational features for each company. So we reduced the dimensions of our data set by an iterative feature removal process. More in details, at every step we remove one feature and we discard it if the precision score of a simple classification task didn’t change more than 1 percent. By repeating this procedure we removed more than 150 features from our data set and we were left with 15 most important financial features. Table 2 reports a summary of the features. As in many other papers we cannot give the detailed list of the feature sets after the tuning, being under a Non-Disclosure Agreement. On the other side, and differently from the majority of the other works, we give to the reader an idea of the feature data types by providing some feature information. In more detail, data are split into category types (Profit, Cost, and Production) and feature value type (index or absolute value).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature value</th>
<th>Feature type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATT10</td>
<td>Absolute value</td>
<td>Revenue/profit</td>
</tr>
<tr>
<td>ATT11</td>
<td>Index/percentage (%)</td>
<td>Revenue/profit</td>
</tr>
<tr>
<td>ATT12</td>
<td>Absolute value</td>
<td>Revenue/profit</td>
</tr>
<tr>
<td>ATT13</td>
<td>Absolute value</td>
<td>Revenue/profit</td>
</tr>
<tr>
<td>ATT14</td>
<td>Index/percentage (%)</td>
<td>Revenue/profit</td>
</tr>
<tr>
<td>ATT15</td>
<td>Absolute value</td>
<td>Cost/debt</td>
</tr>
<tr>
<td>ATT16</td>
<td>Index/percentage (%)</td>
<td>Cost/debt</td>
</tr>
<tr>
<td>ATT17</td>
<td>Absolute value</td>
<td>Cost/debt</td>
</tr>
<tr>
<td>ATT18</td>
<td>Absolute value</td>
<td>Cost/debt</td>
</tr>
<tr>
<td>ATT19</td>
<td>Index/percentage (%)</td>
<td>Cost/debt</td>
</tr>
<tr>
<td>ATT20</td>
<td>Absolute value</td>
<td>Production</td>
</tr>
<tr>
<td>ATT21</td>
<td>Absolute value</td>
<td>Production</td>
</tr>
<tr>
<td>ATT22</td>
<td>Index/percentage (%)</td>
<td>Production</td>
</tr>
<tr>
<td>ATT23</td>
<td>Absolute value</td>
<td>Production</td>
</tr>
<tr>
<td>ATT24</td>
<td>Index/percentage (%)</td>
<td>Cost/debt</td>
</tr>
</tbody>
</table>

4.3. Evaluation

There are many metrics to evaluate a machine learning classification method (which is the effort to assign each future sample to its correct class). Depending on the nature of classification the trade-off between false-positives and false-negatives must be taken into account. In Powers (2011) some metrics for classification problems are introduced. In literature AUC is the most widely used metric for evaluation of a machine learning classifier, however, it is not a perfect metric when different classifiers are used (Hand, 2010; Hand, 2009). Moreover, the AUC curve is the metric used in previous works and so we adopt it to obtain comparable results (Barboza et al., 2017; Son et al., 2019). After training the data on the training set, we used AUC and confusion matrix.
in addition to Matthews score to evaluate the results on the test set. Since we used cross-validation, in each run, on the train and validation sets, we evaluated those metrics but rather than reporting all of them, we averaged them to compare with the result of the test set to see if we are running into over-fitting or not.

### 4.4. Two-rounds data set creation

In this section, we are going to explain the difference between our approach and all other previous researches which are done in this field, where we add another round of prediction based on the output of the previous round and build our data set again to further differentiate between active and failed companies. Active companies (Class 0) are companies still active, but they contain companies that will go in bankruptcy in the next years. Thus, to consider this aspect, we use a two-step procedure.

In the first round, along with getting the results that inform us which companies will go bankrupt in the five consecutive years, we also get the probability of going bankrupt. A classifier will output a company as bankrupt if the probability of bankruptcy for that company is more than 50%. Note that this is not true for all classifiers where some of them do not operate on the probabilities and instead on discrete zero or one values.

So, for each company and each year, we have a probability for which that company will go bankrupt. At this point, we tried to find a threshold that tells us which companies are less likely to go bankrupt and sample those companies and build our active companies again as we did in Section 4.1. We sampled those companies as active if for all 5 consecutive years the probability of going bankrupt is less than the threshold.

For example, if we set the threshold to 20%, we will have 80,000 companies for which the probability of going bankrupt in all 5 years is less than 20% (the outperforming companies). We again sample 6000 active companies out of this number (80,000) and we build our data set as described in Section 4.1.

We set the threshold to 20, 30, 40, 50, 60% of bankruptcy and for each, we extract the new active companies from the active companies in the first round and we test the Machine Learning method.

### 5. Computational results

In this section, we discuss the results of our model, which is described in Section 4. We also compare our results with the those of Son et al. (2019) and Figini et al. (2017). The performance is measured by using the following metrics: AUC, F1, Matt Coefficient, Log-Loss, Precision and Recall. Concerning the performance measures, for sake of brevity, we do not include their definition. The interested reader can refer to Matthews (1975) and Japkowicz and Shah (2011).

Concerning the two-phase data set creation, we found a good threshold to be 60%. By setting this threshold, we were actually able to both maintain the companies doing very well as active for the next 1–5 years and, at the same time, to not bias our data set toward bankrupted companies. Empirically, the total number of companies going bankrupt each year should be considered as roughly 3%; the 60% threshold could confirm this fact. The results of the method, applied to different types of machine learning methods, are presented in Table 3, where “first round” presents the results of the standard sampling, while the “second round” presents the performance of the two-phase approach. For the sake of simplicity, we present just the results using the best threshold (60%). As witnessed by the results, our two-phase procedure obtained better performance than standard stratification.

In our work, the gradient boosting (GB) algorithm outperformed the logistic regression and neural network models, while achieving a similar (but slightly better) performance when compared to random forest. The GB algorithm achieved better a log loss (GB = 0.25) score than the other three models (log loss: RF = 0.29, NN = 0.3, and LR = 0.41). These results also confirm the results presented in Son et al. (2019) and Figini et al. (2017). From Fig. 4, it is clear that logistic regression was the worst classifier, as also shown in Table 3. The neural network suffered from over-fitting; its accuracy was not even as high as that of RF. Moreover, we can observe that, for this particular task, the gradient boosting model generalized the best, followed by random forest; demonstrating the generally better behavior of the ensemble methods. In our problem data are highly unbalanced. Moreover, it is quite difficult to implement solutions as the resampling of the minority class (bankruptcy companies). This is due to the nature of the features, some of them presenting a high level of sensitivity. Moreover, the majority class (the active companies) contains a subset of them that are presently active, but that will go in bankruptcy in the next 5 years (normally, about between the 5% and the 10% every 10 years). Thus, to overcome this difficulty, we implemented the two-rounds data set procedure presented in SubSection 4.4. As shown both in Table 3 and Fig. 5.6, carrying out the second round improved the AUC metric by at least 7%; for example, for the random forest model, the AUC of the first round was 78%, which was increased to 88% in the second round. In addition the same results are confirmed by the improvement of F1, recall and precision. In fact for all the algorithms and all the years we can see a boost in the performances. Among
**Fig. 4.** Decision boundary of the different classifiers on our data set.

**Fig. 5.** XGBoost on the “1st Year” data set, with and without additional features of activity type and geolocation.

**Fig. 6.** The ROC curves of the random forest on the “1st Year” data set for the first vs. second rounds.
In this section, we show how our machine learning algorithm can be used as a predictive tool for an entire economic system, focusing on Italian SMEs. In more detail, we considered all 160,000 companies with revenues between 1 and 40 million euros in at least one of their fiscal years in the interval 2013–2018 (2018 was the last fiscal year for which the official annual balance sheets were available, due to the COVID-19 crisis) and that were still active at the end of 2019 (i.e., no bankruptcy, merger/acquisition, or displacement event was documented in the official Italian records). The results were validated by a group of experts, led by the former President of the Italian Companies and Exchange Commission (CONSOB); that is, the authority of vigilance on the stock market and the banking system in Italy. Some classifications of the companies, according to the geographic area of their headquarters, the economic sector, and the geographical location of the companies, were conducted, in order to observe the effects of these features on company crises. In particular, these classifications normally being considered for arbitrary and historical reasons, we wanted to test whether our machine learning module was independent of them. This is particularly crucial for industrial activity, as it might not catch the real activity of the company. Imagine, for example, a company engaged in precision agriculture. It will be classified as agriculture (which is normally identified by a moderate level of automation, a low level of innovation, and a low or moderate level of digital revolution) while, in terms of the type of activity, it will probably be more similar to a company of the same size in Industry 4.0, which means a high level of innovation and digital penetration. Industrial activity was coded according to the ATECO code, which represents the type of activity of a company. It is a six-digit code, in which the first two digits reveal the greater area of activity. We divided this area into four sub-areas—namely, industry, commerce, public, and services—and then assigned a relevant code to each company. The mapping between ATECO codes and industry was done according to the classification of the Italian Ministry of Economy. The second feature was the geographical feature where the company was established, which was classified according to the province and region in which the company’s headquarters were located.

In Fig. 7, we can see that, with these additional features, there was almost no improvement in the AUC of the GB model (as well as for the other models). This makes sense when considering that most companies tend to slightly change their activity type during their lifetime, as well as their location; although it may be the case that they simply register the company in one place (mostly because of heavy bureaucracy procedures) and carry out work in another place (e.g., another city).

As discussed above, a model which can accurately interpret the results is highly preferable in this field. In this research, in order to explain the decision made by the machine learning model, the SHapley Additive exPlanations (SHAP) method was used, as described in Lundberg et al. (2020), Lundberg et al. (2018), and Lundberg and Lee (2017). The results are shown in Figs. 7 and 8, where the overall importance of the variables that affect the model are shown from top to bottom. The SHAP value may be the only method which can deliver a full explanation. In situations where the law requires explainability—such as the EU’s “right to explanation”—SHAP may also be the only legally compliant method, as it is based on a solid theory and distributes the effects fairly. In Fig. 8, we evaluate the outcome of our analysis for a particular random company. We can see that the base value (average target probability without any prediction) was approximately 0.35. Moreover, we observed the features that most affected said company’s target evaluation. As can be seen, these features pushed the outcome (0.28) from a base value toward non-bankruptcy. This means that, while the average probability that any company would become bankrupt by chance was approximately 35%, this particular company experienced a 28% probability of going bankrupt, based on our evaluation.

6. Application to a real economic system: the Italian case study

In this section, we show how our machine learning algorithm can be used as a predictive tool for an entire economic system, focusing on Italian SMEs. In more detail, we considered all 160,000 companies with revenues between 1 and 40 million euros in at least one of their fiscal years in the interval 2013–2018 (2018 was the last fiscal year for which the official annual balance sheets were available, due to the COVID-19 crisis) and that were still active at the end of 2019 (i.e., no bankruptcy, merger/acquisition, or displacement event was documented in the official Italian records). The results were validated by a group of experts, led by the former President of the Italian Companies and Exchange Commission (CONSOB); that is, the authority of vigilance on the stock market and the banking system in Italy. Some classifications of the companies, according to the geographic area of their headquarters, the
was between 50% and 70%, and high if it was greater than 70%. For each row, we report the total number of companies for each cluster (i.e., Industry, commerce, public, and service). Then, for each probability range, the percentage related to the total number of companies in each cluster having the given probability of company crisis is given. The companies working in the “service” cluster were those with the largest percentage of medium and high risk, particularly considering the long-term prediction, while the other sectors presented better performance; especially in the short-term. Comparing short- and long-term predictions, there was an increment of approximately 4%, in terms of companies with a high probability of company crisis in the next 60 months. By considering their direct revenues and the indirect effects of an eventual crisis, we were able to estimate the impact of these companies as being 30 billion euros of direct revenue and 80 billion euros by also including the indirect effects, equal to approximately 3% of the Italian GDP. This proves the economic value of having mid- and long-term predictions, in terms of economic impact.

Table 6 reports the same data clustered by geographic location. The companies were grouped according to the four standard Italian clusters (i.e., northeast, northwest, central, and south). The largest number of companies with a high company crisis risk were those in central and southern Italy, while those with the lowest risk were located in the northeast. It is also worth mentioning that the companies in the north also presented the largest number of companies with low probability (up to 50%).

Regarding the size of the company, in terms of yearly revenue (see Table 7), the companies were grouped into four clusters (less than 5 million euros, up to 10 million euros, up to 15 million euros, and over 15 million euros). These results show how companies up to 5 million euros were those with the largest percentage of high risk and also those with the smallest amount of low risk. This aspect was particularly relevant when moving from the short-term to the middle- and long-term, with approximately 5% of the companies moving to moderate and high probability levels.

Given the recent COVID-19 crisis, we applied our machine learning DSS to the Italian case by simulating the effect of the lockdown and the effects of the Italian government’s policy for financially supporting companies. In this case, we focused on the Piedmont area, due to the possibility of obtaining direct data and checking the results with the help of the group of experts led by the former President of CONSOB and some policy-makers of the Regional Council of Piedmont. Moreover, the
sample was representative, in terms of company mix and revenues, and presented a very favorable pre-COVID-19 situation. Table 8 summarizes the characteristics of the sample. The first row reports the number of companies. As for the Italian case, the companies were SMEs with revenue between 1 and 40 million euros. The other rows report the mean revenues and EBITDA (in K euros), the mean number of employees, and the mean number of shareholders. Our sample was responsible for 49% of the GDP of Piedmont (65 over 132 billion euros) and included approximately 270,000 direct employees in total. To simulate the situation pre- and post-COVID-19, we decreased the revenues of each company by a percentage equal to 30% (estimation made by CONFININDUSTRIA, the main Company Association in Italy). As per the Piedmont Regional Council and the Italian government, no differentiation concerning the revenue per sector was applied. We then applied the policy of providing financial support to companies, in the form of a loan granted by the government equal to a given percentage of their previous year’s revenue. We simulated percentages equal to 10%, 20%, and 30% of the previous year’s revenue. The risk was computed for the middle-term (three years). The results of the simulation are reported in Table 9. In the table, the pre- and post-COVID-19 situations without any public policy and with the policy of the loans granted by the government (with the three different percentages), the number of companies (percentage of the total) with low (risk under 50%), medium (risk between 50% and 70%), and high (more than 70%) risks of bankruptcy, as well as the mean risk of all 12,707 companies are shown. It is worth noting that the initial situation was quite good, with just 0.6% of the companies at high risk pre-COVID-19. Post-COVID-19, the number of high-risk companies tripled, but the worst result was that the percentage of low-risk companies became just 13.8%, compared to the original 70.7%. This was due to two effects: The loss of revenue and already being on the border between low and medium risk (which was the case for almost half of the companies). The effect of the policy of giving loans of a certain percentage of the revenues of a company not working properly if the percentage was low (10%) was inconsistent while, with 20% and 30%, the effect was more consistent. The 30% policy provided a low deterioration of the general situation, due to the increase in mid-term debt, with the financial support given at a very low interest rate to be refunded in a fixed time (five years in Italy). Moreover, in terms of the mean risk over the full set of companies, the best policy was the 20% one, with mean risk almost returning to that of the pre-COVID-19 value.

We also performed an analysis of the effects on the economic system caused by the lockdown and the policy with a loan equal to 20% of a company’s past-year revenues, which is summarized in Fig. 9. The index of unemployed workers was forecasted to increase by 12%, with the Italian temporary lay-off numbers increasing of 160% with respect to the previous year. Moreover, most of the companies would be out of the Basel III and other short-term financial stress tests, leaving them incapable of receiving a loan from banks and the bank system, blinded in terms of evaluation of the future performance of their customer portfolios (Georg, 2011; Altman, 2020). The policy of providing the grant for 20% of a company’s revenues would bring the high-risk companies back to the pre-COVID-19 situation, but needing approximately five years to return to the same situation as in 2018, under the hypotheses of a reduction in GDP of 10% in 2020 with an increase of GDP of 6% in 2021, 5% in 2022, and a loan payment of 10 years. Pay-back of the loan in five years, as per the hypotheses of the Italian government, might abolish the effect of the financial support, bringing the point of return of the investment to 8.5 years and increasing the stress of companies so much that it increases their risk back to high or medium.

7. Conclusions and future developments

In this paper, we considered the challenge of forecasting company crises using machine learning techniques. The machine learning training step was enhanced by use of a two-phase training procedure, which was able to improve the performance of the considered machine learning methods. We demonstrated how we were able to accurately forecast the presence of a crisis up to 60 months in advance, starting from operational and financial data. Moreover, we introduced our machine learning module into a DSS and applied it to Italian SMEs, in order to...
analyze the Italian economic system. Finally, we used the DSS as a support tool for validating public policies related to the economic shock resulting from the COVID-19 pandemic.

Future developments include the introduction of additional data from other risk sources, such as cybersecurity and seismic data, and to explicitly include the dynamic evolution of the system into the machine learning module, as well as including the presence of a certain level of uncertainty by incorporating extreme value theory (Perboli et al., 2014).
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