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# A Virtual Element Method for the Two-Phase Flow of Immiscible Fluids in Porous Media 

S. Berrone*, ${ }^{\dagger}$, M. Busetto*


#### Abstract

A primal $C^{0}$-conforming virtual element discretization for the approximation of the bidimensional two-phase flow of immiscible fluids in porous media using general polygonal meshes is discussed. This work represents a first investigation of the potentialities of the Virtual Element Method (VEM) in solving this specific complex problem involving a time-dependent coupled system of nonlinear partial differential equations. The performance of the fully discrete scheme is thoroughly analysed testing it on general meshes considering both a regular problem and more realistic benchmark problems that are of interest for physical and engineering applications.
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## 1 Introduction

The Virtual Element Method (VEM) is a very recent extension of the Finite Element Method (FEM) that allows to solve partial differential equations using general polygonal (polyhedral) tessellations of the domain rather than more standard triangular (tetrahedral) or quadrilateral (hexahedral) grids. The main idea of the VEM is to use an approximation of the problem constructed on polytopal elements through the definition of suitable projections onto the space of polynomials that can be computed only on the basis of the degrees of freedom. The use of general polygonal (polyhedral) meshes brings forth several advantages including better domain meshing and approximation of geometric features, use of non-conforming grids and easier mesh adaptivity [1]. All these features are very attractive especially in tackling problems characterized by complex geometries.

The VEM was firstly formulated in 2] as a $C^{0}$-conformal method for the solution of the two-dimensional Poisson problem. A non-conformal version was presented in [3]. Then, making use of the enhancement techniques presented in [4], the original $C^{0}$-conforming VEM was extended to reaction-diffusion problems with constant coefficients in two and three dimensions and to convection-reaction-diffusion problems characterized by variable coefficients [5]. Its nonconformal counterpart was presented in [6] and [7]. Moreover, VEM has been applied to the solution of time-dependent problems such as parabolic problems [8] and hyperbolic problems [9]. A possible extension of the Virtual Element framework to the discretization of $H($ div $)$-conforming vector fields was proposed in [10] and further analysed in 11 for the solution of general linear second order elliptic problems in mixed form allowing for variable coefficients. Finally, in [12] the Serendipity VEM spaces were introduced allowing a reduction of the degrees of freedom with respect to the traditional VEM space. A framework for the numerical implementation of the method was firstly presented in 13.

Since the potentialities of the VEM the numerical mathematics and engineering communities have developed a growing interest also in the application of this method to a vast variety of physical and engineering problems. Consequently, the VEM has been used to solve problems in fields such

[^0]us fluid dynamics ([14, [15]), solid mechanics ([16], [17], 18]), discrete fracture network simulations ([19], [20], 21], 22]) and electromagnetism [23]. Even if the VEM framework has been extended to a such a vast number of different applications, the literature on VEM for non-linear problems is still relatively youth. Paper [24] can be regarded as the first attempt at using the newborn VEM to solve a non-linear problem. Other examples of applications to semilinear problems can be found in [25] or [26] and to quasilinear problem in [27] or [28]. Despite this, there exist still very few applications to complex and realistic geological flow models related to porous media. The very recent work presented in [29] can be considered as the first investigation on this topic.

In the present work we develop a primal virtual element formulation for the approximation of the two-phase flow equations of immiscible fluids in porous media and we investigate the performance of the fully discrete scheme numerically. We underline that the problem considered here is different from the one of miscible fluids investigated in [29. Indeed, in our problem, the underlying physical assumption of immiscibility of the fluids involves a different set of equations to be solved. These equations share some of the difficulties discussed in [29], but they also pose their distinctive peculiar problems.

The two-phase flow equations for immiscible fluids are important in many scientific and industrial areas including petroleum and chemical engineering (30], [31), hydrogeology [32] and nuclear waste disposal safety [33]. The standard mathematical model for these types of problems consists of a continuity equation and an extended Darcy's law for each one of the two phases plus additional constitutive relationships for the capillary pressure and the relative permeabilities. This approach gives rise to a problem characterized by coupling as well as strong non-linearity of the involved equations. Indeed, the two-phase immiscible fluid flow model in porous media is a coupled system of non-linear time-dependent partial differential equations [30]. This poses severe difficulties in the numerical treatment. As a consequence, different numerical techniques have been developed and we underline that nowadays there exists a large literature with many competitive schemes ([30], [32, (34). To cope with the coupled nature of the problem, among the various strategies there are the fully implicit methods (FIM) and the operator splitting techniques (IMPES, IMPIS). The former involve the implicit discretization of each equation of the coupled system and the simultaneous solution for all the involved primary unknowns. Whereas, the latter two involve an operator splitting to decouple the equations. For what concerns the space discretization these schemes usually adopt finite elements, finite volumes and discontinuous Galerkin methods.

The purpose of this work is to show that a resolution of the two-phase flow equations for immiscible fluids by means of the VEM allows to exploit all the benefits and the potentialities of this method such as flexibility in terms of meshes, possibility to deal with complicated geometries quite common in geophysical applications and simplified construction of high-order and high-regularity approximations.

In this paper we propose a variant of the IMPIS based approach coupled with the VEM for the space discretization. More precisely, in our approach we introduce an iterative IMPIS method for the solution of the fully implicit system resulting from the time discretization of the two-phase flow equations. In this way, at each iteration, we split the whole system of equations into a saturation and a pressure equation. Then, we discretize the resulting equations in space through the use of the VEM. The virtual element discretization presented here is based on the $C^{0}$-conforming virtual element spaces introduced in [4] that through an enhancement technique allows the computation of the local $L^{2}$-projection of virtual element functions onto polynomials. Moreover, we also refer to the VEM proposed in [5, [7] and [28] for the discretization of problems with non-constant coefficients and the evaluation of non-linear coefficients through their elementwise polynomial projection.

After proposing the method, we test the numerical scheme in two different ways evaluating it in terms of stability, convergence as well as accuracy. Firstly, we consider a problem with known analytical solution similar to the one proposed in [35], in order to validate the convergence properties. Then, we consider two more realistic benchmark problems taken from [36] and [37] in order to compare our numerical solution with the ones presented in literature. The first test is the McWhorter and Sunada bidirectional flow problem and it involves a parabolic equation for the saturation dominated by a strong diffusive nature. The second test is the McWhorter and Sunada unidirectional flow and it consists of a parabolic equation for the saturation eventually degenerating into a hyperbolic equation due to the possibly small contribute of the diffusive term.

Approaching the degenerate case the saturation solution starts to exhibit oscillations. Therefore, we have adopted a non-linear stabilization technique known as nodal Gradient Jump Viscosity method (nGJV) [38] that has provided good results in smoothing or even eliminating the oscillatory behaviors in case of a sufficiently refined mesh.

Throughout the paper, we will adopt the following notation for the Sobolev spaces and norms. Given an open and bounded domain $D, s \in \mathbb{N} \cup\{\infty\}$, and $p \in \mathbb{N}$, we define by $W^{s, p}(D)$ the space of all $L^{p}$ integrable functions over $D$ whose weak derivatives up to order $s$ are in the space of all $L^{p}$ integrable functions. We will use $|\cdot|_{s, D}$ and $\|\cdot\|_{s, D}$ to denote the seminorm and norm, respectively, in the Sobolev space $H^{s}(D):=W^{s, 2}$, and $(\cdot, \cdot)_{D}$ will denote the $L^{2}(D)$ inner product. The subscript $D$ is omitted when $D$ coincides with the computational domain. Moreover, $|\cdot|$ is the standard Euclidean norm for either scalars or vectors. Finally, $\mathbb{P}_{l}(D)$ is the space of polynomials of degree less or equal to $l$ on the domain $D$ and $\left[\mathbb{P}_{l}(D)\right]^{2}$ the corresponding polynomial vector values space. Conventionally, $\mathbb{P}_{-1}(D)=\{0\}$.

The structure of this work is as follows. In Section 2 we state the model problem and its governing equations. In Section 3, we introduce the time discretization and the adopted iterative approach. In Section 4, we describe the proposed spatial virtual element discretization. In Section 5 . we summarize the complete numerical resolution algorithm. In Section 6, we focus on the convergence results solving the equations for cases in which the analytical solution is known. In Sections 7 and 8, we present and discuss the numerical resolution of some benchmark problems. Finally, in Section 9 we draw some conclusions.

## 2 Governing differential equations

A porous medium is a material composed of a solid part known as porous matrix and a void space that can be filled with fluids. In particular, in a two-phase immiscible flow the void space is filled with two immiscible fluids. From a physical point of view the two fluids are typically distinguished into wetting phase $(w)$ and non-wetting phase $(n)$ according to the interaction between the adhesive and cohesive forces that results into a different contact angle with the solid surface.

Let us consider a space-time domain $Q_{T}:=\Omega \times \mathcal{I}_{T}$, where $\Omega$ is an open bounded measurable subset of $\mathbb{R}^{2}$ with Lipschitz boundary $\Gamma:=\partial \Omega$ of unit normal $\boldsymbol{n}$ pointing outward and $\mathcal{I}_{T}:=[0, T]$ with $T \in \mathbb{R}^{+}$, is a time interval. Physically, the space domain $\Omega$ represents the porous medium. Then, the general mathematical problem of the two-phase flow of immiscible fluids in a porous medium reads:

Find $S_{\alpha}(\boldsymbol{x}, t), \boldsymbol{u}_{\alpha}(\boldsymbol{x}, t)$ and $p_{\alpha}(\boldsymbol{x}, t)$, with $\alpha=n, w$ and $(\boldsymbol{x}, t)$ in the space-time domain $Q_{T}$ such that

$$
\left\{\begin{array}{l}
\frac{\partial\left(\Phi \rho_{\alpha} S_{\alpha}\right)}{\partial t}+\nabla \cdot\left(\rho_{\alpha} \boldsymbol{u}_{\alpha}\right)=\rho_{\alpha} q_{\alpha}  \tag{1}\\
\boldsymbol{u}_{\alpha}=-\frac{k_{r_{\alpha}}}{\mu_{\alpha}} \boldsymbol{K}\left(\nabla p_{\alpha}-\rho_{\alpha} \boldsymbol{g}\right) \\
S_{w}+S_{n}=1 \\
p_{n}-p_{w}=p_{c} \\
+ \text { boundary and initial conditions. }
\end{array}\right.
$$

The unknown physical quantities are: the saturation for each phase $S_{\alpha}=S_{\alpha}(\boldsymbol{x}, t) \in[0,1][-]$, the Darcy velocity for each phase $\boldsymbol{u}_{\alpha}=\boldsymbol{u}_{\alpha}(\boldsymbol{x}, t)\left[\mathrm{m} \cdot \mathrm{s}^{-1}\right]$ (volume of fluid flowing per unit time through a unit cross-sectional area normal to the direction of flow), and the single phase pressures $p_{\alpha}=p_{\alpha}(\boldsymbol{x}, t)[P a]$.

The physical data appearing in the equations are: the porosity of the medium $\Phi=\Phi(\boldsymbol{x}, t) \in$ $L^{\infty}\left(Q_{T}\right)[-]$, the absolute permeability of the medium $\boldsymbol{K}=\boldsymbol{K}(\boldsymbol{x}) \in\left[L^{\infty}(\Omega)\right]^{2 \times 2}\left[m^{2}\right]$ that is a symmetric and positive definite tensor, the density for each phase $\rho_{\alpha}=\rho_{\alpha}(\boldsymbol{x}, t) \in L^{\infty}\left(Q_{T}\right)\left[K g \cdot m^{-3}\right]$, the scalar source/sink terms $q_{\alpha}=q_{\alpha}(\boldsymbol{x}, t) \in L^{2}\left(Q_{T}\right)\left[s^{-1}\right]$, the relative permeability for each phase $k_{r_{\alpha}}=k_{r_{\alpha}}\left(S_{\alpha}\right) \in L^{\infty}([0,1])[-]$, the dynamic viscosity for each phase $\mu_{\alpha}=\mu_{\alpha}(\boldsymbol{x}, t) \in$ $L^{\infty}\left(Q_{T}\right)[P a \cdot s]$, the gravity acceleration vector $\boldsymbol{g} \in \mathbb{R}^{2}\left[m \cdot s^{-2}\right]$, the capillary pressure $p_{c}=p_{c}\left(S_{\alpha}\right) \in W^{1, \infty}([0,1])[P a]$ 39].

We assume that there exist constants $\phi_{0}, \phi_{1}, K_{0}, \rho_{\alpha, 0}, \mu_{\alpha, 0} \in \mathbb{R}^{+}$such that $\phi_{0}<\phi_{1}<$ 1 and $\phi_{0} \leq \Phi \leq \phi_{1}, \rho_{\alpha, 0} \leq \rho_{\alpha}, \mu_{\alpha, 0} \leq \mu_{\alpha}$, a.e. in $Q_{T}$, and $\|\boldsymbol{K}\|_{L^{\infty}(\Omega)} \geq K_{0}$, a.e. in $\Omega$.

The relative permeabilities $k_{r_{\alpha}}$ and the capillary pressure $p_{c}$ are considered to be functions of the saturations $S_{\alpha}$. We model these relations adopting the Brooks-Corey empirical model [40] that is typically used to describe a physical system with water as wetting phase and a liquid such as oil as non-wetting phase. Firstly, we define the effective saturations $\bar{S}_{w}$ and $\bar{S}_{n}$ as

$$
\bar{S}_{w}:=\frac{S_{w}-S_{w r}}{1-S_{w r}-S_{n r}}, \quad \bar{S}_{n}:=\frac{S_{n}-S_{n r}}{1-S_{w r}-S_{n r}}
$$

where $S_{w r}$ and $S_{n r}$ are the residual saturations of the wetting and of the non-wetting phase, respectively. It can be easily verified that $\bar{S}_{w}, \bar{S}_{n} \in[0,1]$ and $\bar{S}_{n}+\bar{S}_{w}=1$ in $Q_{T}$. Then, the capillary pressure-saturation function $p_{c}$ is modelled as

$$
p_{c}\left(S_{w}\right)=p_{d} \bar{S}_{w}^{-\frac{1}{\mu}},
$$

where $p_{d}$ is the entry pressure of the porous medium. Whereas, the relative permeabilities $k_{r w}$ and $k_{r n}$ are modelled in the following way

$$
k_{r w}\left(S_{w}\right)=\bar{S}_{w}^{\frac{2+3 \mu}{\mu}}, \quad k_{r n}\left(S_{n}\right)=\bar{S}_{n}^{2}\left(1-\left(1-\bar{S}_{n}\right)^{\frac{2+\mu}{\mu}}\right)
$$

From system of equations (1) it can be seen that the two-phase flow model for immiscible fluids in porous media is described by a coupled system of non-linear time-dependent partial differential equations. This system can be rewritten adopting different formulations. In what follows we exploit the so-called pressure-saturation formulation [41]. In this approach the saturation of the wetting-phase $S_{w}$ and the pressure of the non-wetting phase $p_{n}$ are selected as the two primary variables. Moreover, we assume incompressibility of the fluids, i.e., the densities of the two phases are constant both in space and in time, and time-independence of the porosity of the medium, i.e., the solid matrix is not poroelastic.

Under these assumptions, system of equations (1) can be rewritten as follows

$$
\left\{\begin{array}{l}
\nabla \cdot \boldsymbol{u}=q  \tag{2a}\\
\Phi \frac{\partial S_{w}}{\partial t}+\nabla \cdot \boldsymbol{u}_{w}=q_{w}
\end{array}\right.
$$

where $\boldsymbol{u}:=\boldsymbol{u}_{w}+\boldsymbol{u}_{n}\left[\mathrm{~m} \cdot \mathrm{~s}^{-1}\right]$ is the total velocity and $q:=q_{w}+q_{n}\left[\mathrm{~s}^{-1}\right]$ is the scalar total source/sink term. Moreover, we rewrite $\boldsymbol{u}$ and $\boldsymbol{u}_{w}$ as functions of $p_{n}$ and $S_{w}$

$$
\begin{align*}
\boldsymbol{u} & =-\boldsymbol{K} \lambda \nabla p_{n}+\boldsymbol{K} \lambda_{w} \nabla p_{c}+\boldsymbol{K}\left(\lambda_{w} \rho_{w}+\lambda_{n} \rho_{n}\right) \boldsymbol{g}  \tag{3}\\
\boldsymbol{u}_{w} & =f_{w} \boldsymbol{u}+\boldsymbol{K} f_{w} \lambda_{n} \nabla p_{c}+\boldsymbol{K} f_{w} \lambda_{n}\left(\rho_{w}-\rho_{n}\right) \boldsymbol{g} \\
& =\boldsymbol{K} \lambda_{w} \nabla p_{c}-\boldsymbol{K} \lambda_{w} \nabla p_{n}+\boldsymbol{K} \lambda_{w} \rho_{w} \boldsymbol{g} . \tag{4}
\end{align*}
$$

The new quantities appearing in Equations (3)-(4) are the phase mobility for each phase $\lambda_{\alpha}\left(\boldsymbol{x}, t ; S_{\alpha}\right):=k_{r \alpha}\left(S_{\alpha}\right) / \mu_{\alpha}(\boldsymbol{x}, t) \in L^{\infty}\left(Q_{T} \times[0,1]\right)[P a \cdot s]^{-1}$, the total mobility $\lambda\left(\boldsymbol{x}, t ; S_{w}\right):=$ $\lambda_{n}+\lambda_{w} \in L^{\infty}\left(Q_{T} \times[0,1]\right)[P a \cdot s]^{-1}$ and the fractional flow for the wetting phase $f_{w}:=\lambda_{w} / \lambda \in$ $L^{\infty}\left(Q_{T} \times[0,1]\right)[-]$. We note that thanks to the previous assumptions $\lambda_{\alpha} \geq 0$, a.e. in $Q_{T} \times[0,1]$. Moreover, since both the relative permeabilities are positive and non-zero at the same saturation value, there exists a constant $\lambda_{0} \in \mathbb{R}^{+}$such that $\lambda_{0} \leq \lambda$, a.e. in $Q_{T} \times[0,1]$. Finally, the pressure-saturation formulation reads:

Find $S_{w}(\boldsymbol{x}, t)$ and $p_{n}(\boldsymbol{x}, t)$ such that the following holds true in $Q_{T}$

$$
\left\{\begin{array}{l}
-\nabla \cdot\left\{\boldsymbol{K} \lambda \nabla p_{n}-\boldsymbol{K} \lambda_{w} \frac{d p_{c}}{d S_{w}} \nabla S_{w}-\boldsymbol{K}\left(\lambda_{w} \rho_{w}+\lambda_{n} \rho_{n}\right) \boldsymbol{g}\right\}=q  \tag{5a}\\
\Phi \frac{\partial S_{w}}{\partial t}+\nabla \cdot\left\{\boldsymbol{K} \lambda_{w} \frac{d p_{c}}{d S_{w}} \nabla S_{w}-\boldsymbol{K} \lambda_{w} \nabla p_{n}+\boldsymbol{K} \lambda_{w} \rho_{w} \boldsymbol{g}\right\}=q_{w}
\end{array}\right.
$$

The derivative of the capillary pressure $\frac{d p_{c}}{d S_{w}}$ is negative. Therefore, the term $\nabla \cdot\left(\boldsymbol{K} \lambda_{w} \frac{d p_{c}}{d S_{w}} \nabla S_{w}\right)$ can be thought as $-\nabla \cdot\left(\boldsymbol{K} \lambda_{w}\left|\frac{d p_{c}}{d S_{w}}\right| \nabla S_{w}\right)$, i.e., it is a stabilizing diffusive term.

Equation (5a) is called the pressure equation and it is an elliptic equation with respect to $p_{n}$, whereas Equation (5b) is called the saturation equation and it is either a non-linear hyperbolic equation with respect to $S_{w}$ if the capillary pressure $p_{c}$ is neglected ( $p_{c}=0$ ) or a parabolic convection-diffusion equation with respect to $S_{w}$ if the capillary pressure $p_{c}$ is not neglected ( $p_{c} \neq$ 0 ) 31. In this latter case, it can also be convection dominated having a possible degenerate parabolic nature. System of equations (5a)-5b is completed by boundary conditions for the pressure of the non-wetting phase $p_{n}$ and for the saturation of the wetting phase $S_{w}$ and by initial conditions for the saturation of the wetting phase $S_{w}$. We decompose the boundary of the domain as $\partial \Omega:=\Gamma_{N_{p}} \cup \Gamma_{D_{p}}=\Gamma_{N_{S}} \cup \Gamma_{D_{S}}$, with $\Gamma_{N_{p}} \cap \Gamma_{D_{p}}=\Gamma_{N_{S}} \cap \Gamma_{D_{S}}=\emptyset$, where $\Gamma_{N_{p}}$ and $\Gamma_{D_{p}}$ refer to the Neumann boundary and Dirichlet boundary, respectively, related to $p_{n}$, and $\Gamma_{N_{S}}$ and $\Gamma_{D_{S}}$ refer to the Neumann boundary and the Dirichlet boundary, respectively, related to $S_{w}$. Then, we consider the following Dirichlet and Neumann boundary conditions for both $p_{n}$ and $S_{w}$, and the following initial condition for $S_{w}$

$$
\begin{cases}p_{n}=g_{D_{p}}, & \text { on } \Gamma_{D_{p}} \times \mathcal{I}_{T}, \\ \boldsymbol{u} \cdot \boldsymbol{n}=Q_{N_{p}}, & \text { on } \Gamma_{N_{p}} \times \mathcal{I}_{T}, \\ S_{w}=g_{D_{S}}, & \text { on } \Gamma_{D_{S}} \times \mathcal{I}_{T}, \\ \boldsymbol{u}_{w} \cdot \boldsymbol{n}=Q_{N_{S}}, & \text { on } \Gamma_{N_{S}} \times \mathcal{I}_{T}, \\ S_{w}(0)=S_{w 0}, & \text { in } \Omega \times\{0\} .\end{cases}
$$

Equations 5a-5b are non-linearly coupled. In Equation 5a the coupling is through the mobilities $\lambda, \lambda_{w}$ and $\lambda_{n}$ and the capillary pressure $p_{c}$ that all depend on $S_{w}$. Whereas, in Equation (5b) the coupling is through the gradient of $p_{n}$. In order to cope with both the coupling and the non-linearity of this system of equations, different techniques have been proposed in literature. The most famous ones are: IMplicit-Pressure-Explicit-Saturation methods (IMPES), IMplicit-Pressure-Implicit-Saturation methods (IMPIS), and Fully Implicit Methods (FIM) ([30, [34, 42, [43).

In what follows, we adopt an improved version of the IMPIS method, that we refer as iterative IMPIS. The idea is to use IMPIS as an iterative scheme for the solution of the fully implicit system arising from the time discretization of 5 (5a)- 5 bb . At each iteration of this approach we split the whole system of equations into a saturation equation and a pressure equation, we discretize them in space through the use of the Virtual Element Method and finally, we solve them in sequence and implicitly as in the traditional IMPIS approach. For the sake of simplicity, in Sections 3, 4, and 5 we consider homogeneous Dirichlet boundary conditions for both the pressure $p_{n}$ and the saturation $S_{w}$.

## 3 Time discretization

Given the time interval $\mathcal{I}_{T}$, we subdivide it into $C$ time steps $\Delta t^{n}:=t^{n}-t^{n-1}(n=1, \ldots, C)$ with $0=t^{0}<t^{1}<\ldots<t^{C}=T$. Then, we focus on the time discretization of problem (5a)- (5b). More precisely, given a time sub-interval $\left[t^{n}, t^{n+1}\right]$, we proceed as follows. Firstly, we assume that the pressure $p_{n}\left(t^{n}\right)$ and the saturation $S_{w}\left(t^{n}\right)$ at the beginning of the sub-interval are known. Then, we use the Crank-Nicolson scheme for the time discretization of Equation (5b) and, since no time derivative appears in Equation (5a), we simply evaluate it at the end of the sub-interval, that is, at $t^{n+1}$. Finally, the variational formulation reads as follows.

Given $p_{n}\left(t^{n}\right), S_{w}\left(t^{n}\right) \in H_{0}^{1}(\Omega)$, find $p_{n}\left(t^{n+1}\right), S_{w}\left(t^{n+1}\right) \in H_{0}^{1}(\Omega)$, for $n=0,1, \ldots, C-1$, such that the following holds true $\forall v_{p}, v_{S} \in H_{0}^{1}(\Omega)$

$$
\left\{\begin{array}{l}
a\left(S_{w}\left(t^{n+1}\right) ; p_{n}\left(t^{n+1}\right), v_{p}\right)=F_{t^{n+1}}^{P}\left(S_{w}\left(t^{n+1}\right), v_{p}\right)  \tag{6a}\\
\frac{c\left(S_{w}\left(t^{n+1}\right), v_{S}\right)-c\left(S_{w}\left(t^{n}\right), v_{S}\right)}{\Delta t}= \\
\frac{1}{2} F_{t^{n+1}}^{S}\left(S_{w}\left(t^{n+1}\right), S_{w}\left(t^{n+1}\right), p_{n}\left(t^{n+1}\right), v_{S}\right)+\frac{1}{2} F_{t^{n}}^{S}\left(S_{w}\left(t^{n}\right), S_{w}\left(t^{n}\right), p_{n}\left(t^{n}\right), v_{S}\right)
\end{array}\right.
$$

where

$$
F_{t}^{P}(z, w):=(q(t), w)_{\Omega}-b(z, w)-g(z, w)
$$

$$
F_{t}^{S}\left(z_{1}, z_{2}, v, w\right):=\left(q_{w}(t), w\right)_{\Omega}-d\left(z_{1} ; z_{2}, w\right)-e\left(z_{1}, v, w\right)-f\left(z_{1}, w\right)
$$

The other quantities are defined as follows. $a(\cdot ; \cdot, \cdot)$ is the global form bilinear and symmetric in its second and third arguments defined as

$$
a(z ; v, w):=\int_{\Omega} \nabla v^{T} \boldsymbol{K} \lambda(z) \nabla w \mathrm{~d} \mathbf{x} .
$$

Moreover, $b(\cdot, \cdot)$ and $g(\cdot, \cdot)$ are defined as

$$
\begin{aligned}
b(z, w) & :=-\int_{\Omega} \nabla z^{T} \boldsymbol{K} \lambda_{w}(z) \frac{d p_{c}(z)}{d S_{w}} \nabla w \mathrm{~d} \mathbf{x} \\
g(z, w) & :=-\int_{\Omega} \boldsymbol{g}^{T} \boldsymbol{K}\left(\lambda_{w}(z) \rho_{w}+\lambda_{n}(z) \rho_{n}\right) \nabla w \mathrm{~d} \mathbf{x}
\end{aligned}
$$

$c(\cdot, \cdot)$ is a global symmetric and bilinear form and $d(\cdot ; \cdot, \cdot)$ is a global form symmetric and bilinear in its second and third arguments defined as

$$
\begin{aligned}
& c(v, w):=\int_{\Omega} \Phi v w \mathrm{~d} \mathbf{x} \\
& d\left(z_{1} ; z_{2}, w\right):=-\int_{\Omega} \nabla z_{2}^{T} \boldsymbol{K} \lambda_{w}\left(z_{1}\right) \frac{d p_{c}\left(z_{1}\right)}{d S_{w}} \nabla w \mathrm{~d} \mathbf{x} .
\end{aligned}
$$

Moreover, $e(\cdot ; \cdot, \cdot)$ and $f(\cdot, \cdot)$ are defined as

$$
\begin{aligned}
& e\left(z_{1} ; v, w\right):=\int_{\Omega} \nabla v^{T} \boldsymbol{K} \lambda_{w}\left(z_{1}\right) \nabla w \mathrm{~d} \mathbf{x}, \\
& f\left(z_{1}, w\right):=-\int_{\Omega} \boldsymbol{g}^{T} \boldsymbol{K} \lambda_{w}\left(z_{1}\right) \rho_{w} \nabla w \mathrm{~d} \mathbf{x} .
\end{aligned}
$$

System of equations $6 \mathrm{ab}-6 \mathrm{~b}$ is fully implicit and coupled and it cannot be solved directly because of its non-linearity. However, we can solve it through an iterative method. To this aim, we firstly linearize Equation (6b) only with respect to the saturation using Newton-Raphson method. Then, we adopt an iterative IMPIS formulation for solving equations 6a and the linearized version of 6 bb . More precisely, we proceed as follows. Given the initial iterates $p_{n}\left(t^{n+1}, 0\right):=p_{n}\left(t^{n}\right)$ and $S_{w}\left(t^{n+1}, 0\right):=S_{w}\left(t^{n}\right)$, we construct a sequence $p_{n}\left(t^{n+1}, \hat{k}+1\right)$ and a sequence $S_{w}\left(t^{n+1}, \hat{k}+1\right):=S_{w}\left(t^{n+1}, \hat{k}\right)+\delta S_{w}\left(t^{n+1}, \hat{k}+1\right), \hat{k} \geq 0$, by solving at each iteration sequentially the linearized problems (1) and (2) that follow. The resulting formulation of the problem reads as:

1. Given $S_{w}\left(t^{n}\right), S_{w}\left(t^{n+1}, \hat{k}\right) \in H_{0}^{1}(\Omega)$ and $p_{n}\left(t^{n}\right), p_{n}\left(t^{n+1}, \hat{k}\right) \in H_{0}^{1}(\Omega)$, find $\delta S_{w}\left(t^{n+1}, \hat{k}+1\right) \in$ $H_{0}^{1}(\Omega), \hat{k} \geq 0$, such that the following holds true $\forall v_{S} \in H_{0}^{1}(\Omega)$

$$
\begin{align*}
& c\left(\delta S_{w}\left(t^{n+1}, \hat{k}+1\right), v_{S}\right)+\frac{\Delta t}{2} \tilde{F}^{S}\left(S_{w}\left(t^{n+1}, \hat{k}\right), \delta S_{w}\left(t^{n+1}, \hat{k}+1\right), p_{n}\left(t^{n+1}, \hat{k}\right), v_{S}\right)= \\
& -c\left(S_{w}\left(t^{n+1}, \hat{k}\right), v_{S}\right)+\frac{\Delta t}{2} F_{t^{n+1}}^{S}\left(S_{w}\left(t^{n+1}, \hat{k}\right), S_{w}\left(t^{n+1}, \hat{k}\right), p_{n}\left(t^{n+1}, \hat{k}\right), v_{S}\right)  \tag{7}\\
& +c\left(S_{w}\left(t^{n}\right), v_{S}\right)+\frac{\Delta t}{2} F_{t^{n}}^{S}\left(S_{w}\left(t^{n}\right), S_{w}\left(t^{n}\right), p_{n}\left(t^{n}\right), v_{S}\right)
\end{align*}
$$

where

$$
\begin{gathered}
\tilde{F}^{S}\left(z_{1}, z_{2}, v, w\right):=d\left(z_{1} ; z_{2}, w\right)+l\left(z_{1} ; z_{2}, w\right)+m\left(z_{1} ; v ; z_{2}, w\right)+n\left(z_{1} ; z_{2}, w\right) \\
l\left(z_{1} ; z_{2}, w\right):=-\int_{\Omega} z_{2}\left(\nabla z_{1}\right)^{T} \boldsymbol{K} b\left(z_{1}\right) \nabla w \mathrm{~d} \mathbf{x} \\
m\left(z_{1} ; v ; z_{2}, w\right):=\int_{\Omega} z_{2}(\nabla v)^{T} \boldsymbol{K} r\left(z_{1}\right) \nabla w \mathrm{~d} \mathbf{x}
\end{gathered}
$$

$$
\begin{gathered}
n\left(z_{1} ; z_{2}, w\right):=-\int_{\Omega} z_{2} \boldsymbol{g}^{T} \boldsymbol{K} r\left(z_{1}\right) \rho_{w} \nabla w \mathrm{~d} \mathbf{x} \\
b:=\frac{d}{d S_{w}}\left(\lambda_{w} \frac{d p_{c}}{d S_{w}}\right), \quad r:=\frac{d \lambda_{w}}{d S_{w}}
\end{gathered}
$$

2. Given $S_{w}\left(t^{n+1}, \hat{k}+1\right)=S_{w}\left(t^{n+1}, \hat{k}\right)+\delta S_{w}\left(t^{n+1}, \hat{k}+1\right)$, find $p_{n}\left(t^{n+1}, \hat{k}+1\right) \in H_{0}^{1}(\Omega), \hat{k} \geq 0$, such that the following holds true $\forall v_{p} \in H_{0}^{1}(\Omega)$

$$
\begin{equation*}
a\left(S_{w}\left(t^{n+1}, \hat{k}+1\right) ; p_{n}\left(t^{n+1}, \hat{k}+1\right), v_{p}\right)=F_{t^{n+1}}^{P}\left(S_{w}\left(t^{n+1}, \hat{k}+1\right), v_{p}\right) \tag{8}
\end{equation*}
$$

Since $S_{w}\left(t^{n+1}, \hat{k}+1\right)$ is known, Equation (8) turns out to be a linear elliptic problem for the pressure $p_{n}\left(t^{n+1}, \hat{k}+1\right)$. Moreover, we notice that even if no time derivative appears in (8), this is still a time dependent problem since saturation and all the parameters that depend on it change at each time. The parameter $\lambda$ in the bilinear form $a(\cdot ; \cdot \cdot \cdot)$ depends on $S_{w}\left(t^{n+1}, \hat{k}+1\right)$, but, as explained in Section 2, $\lambda$ is bounded from above and from below. Lax-Milgram theorem provides uniqueness for the pressure in $H_{0}^{1}(\Omega)$ if the linear functional $F_{t^{n+1}}^{p}\left(S_{w}\left(t^{n+1}, \hat{k}+1\right), v_{p}\right)$ is bounded for all $v_{p} \in H_{0}^{1}(\Omega)$ and any given $S_{w}\left(t^{n+1}, \hat{k}+1\right)$. In the case of the Brooks-Corey constitutive relations the pressure formulation requires no restriction on the range of $S_{w}\left(t^{n+1}, \hat{k}+1\right)$. Indeed, when the saturation approaches zero, even if $\frac{d p_{c}}{d S_{w}}$ is unbounded, the product $\lambda_{w} \frac{d p_{c}}{d S_{w}}$ is bounded. Since $S_{w}\left(t^{n+1}, \hat{k}\right)$ and $p_{n}\left(t^{n+1}, \hat{k}\right)$ are known, Equation (7) is the time-discrete and linearized version of a parabolic or a possibly degenerate parabolic problem (according to the value of the capillary pressure $p_{c}$ ). Therefore, at each iteration it can be seen as a diffusion-convection-reaction equation for the saturation $S_{w}\left(t^{n+1}, \hat{k}+1\right)$.

## 4 Space discretization

Let $\mathcal{T}_{\delta}$ be a tessellation of $\Omega \subset \mathbb{R}^{2}$ into non-overlapping and not self-intersecting polygons such that the diameter $\delta_{E}$ of each element $E \in \mathcal{T}_{\delta}$ is bounded by $\delta$. Each polygon $E$ can have a different number of edges with respect to the others and we denote by $\mathcal{E}_{\delta, E}$ the set of its edges. To be more precise, we assume that each element $E$ of the tessellation is star-shaped with respect to every point of a disk of radius $\rho^{E} \delta_{E}$, where $\rho^{E}$ is such that there exists $\rho_{0}>0$ independent of $\delta$ so that $\rho_{E} \geq \rho_{0}$. Moreover, we assume that every edge of $E$ has length $|e| \geq \rho^{E} \delta_{E}$. However, as explained in [5], these assumptions can be relaxed.

We introduce the following elementwise projection operators on the tessellation $\mathcal{T}_{\delta}$.

- $H^{1}(E)$-orthogonal projection operator $\Pi_{k, E}^{\nabla}: H^{1}(E) \rightarrow \mathbb{P}_{k}(E)$ with $k \in \mathbb{N}$, defined as

$$
\left(\nabla \Pi_{k, E}^{\nabla}(v), \nabla p\right)_{E}=(\nabla v, \nabla p)_{E}, \forall p \in \mathbb{P}_{k}(E), v \in H^{1}(E)
$$

with the additional conditions to take care of the constant part and uniquely determine $\Pi_{k, E}^{\nabla}$

$$
\begin{array}{ll}
\left(\Pi_{k, E}^{\nabla}(v), 1\right)_{\partial E}=(v, 1)_{\partial E}, & \text { if } k=1 \\
\left(\Pi_{k, E}^{\nabla}(v), 1\right)_{E}=(v, 1)_{E}, & \text { if } k>1
\end{array}
$$

- $L^{2}(E)$-orthogonal projection operator $\Pi_{k, E}^{0}: L^{2}(E) \rightarrow \mathbb{P}_{k}(E)$ with $k \in \mathbb{N}$, defined as

$$
\left(\Pi_{k, E}^{0}(v), p\right)_{E}=(v, p)_{E}, \quad \forall p \in \mathbb{P}_{k}(E), v \in L^{2}(E)
$$

- $L^{2}(E)$-orthogonal projection operators of derivatives $\Pi_{k-1, E}^{0} \frac{\partial}{\partial x}, \Pi_{k-1, E}^{0} \frac{\partial}{\partial y}: H^{1}(E) \rightarrow$ $\mathbb{P}_{k-1}(E)$ with $k \in \mathbb{N}$, defined as

$$
\begin{align*}
& \left(\Pi_{k-1, E}^{0} \frac{\partial v}{\partial x}, p\right)_{E}=\left(\frac{\partial v}{\partial x}, p\right)_{E}  \tag{9}\\
& \left(\Pi_{k-1, E}^{0} \frac{\partial v}{\partial y}, p\right)_{E}=\left(\frac{\partial v}{\partial y}, p\right)_{E}
\end{align*}
$$

for all $p \in \mathbb{P}_{k-1}(E), v \in L^{2}(E)$.
Moreover, we denote by $\Pi_{k}^{\nabla}, \Pi_{k}^{0}$ and $\Pi_{k-1}^{0} \frac{\partial}{\partial x}, \Pi_{k-1}^{0} \frac{\partial}{\partial y}$, the global projectors that are defined elementwise by the corresponding local ones above. To ensure that the projection operators defined above are all computable, we use the definition of the local element space introduced in 4.

Let $k \geq 1$ be the order of the virtual element method we want to use. We define

$$
\mathbb{B}_{k}(\partial E):=\left\{v \in C^{0}(\partial E): v_{\mid e} \in \mathbb{P}_{k}(e), \forall e \in \mathcal{E}_{\delta, E}\right\}
$$

and the local virtual element space $\mathcal{V}_{\delta}^{k, E}$ as

$$
\begin{aligned}
\mathcal{V}_{\delta}^{k, E}:= & \left\{v \in H^{1}(E): v_{\mid \partial E} \in \mathbb{B}_{k}(\partial E), \Delta v_{\mid E} \in \mathbb{P}_{k}(E)\right. \\
& \left.(v, p)_{E}=\left(\Pi_{k, E}^{\nabla}(v), p\right)_{E}, \forall p \in \mathbb{P}_{k}(E) / \mathbb{P}_{k-2}(E)\right\} .
\end{aligned}
$$

For $E \subset \mathbb{R}^{2}$, we select the set of scaled monomials $\mathcal{M}_{k}(E)$ as a basis for the local polynomial space $\mathbb{P}_{k}(E)$

$$
\mathcal{M}_{k}(E):=\left\{m \left\lvert\, m(x, y)=\frac{\left(x-x_{E}\right)^{\alpha_{x}}\left(y-y_{E}\right)^{\alpha_{y}}}{\delta_{E}^{\alpha_{x}+\alpha_{y}}}\right., 0 \leq \alpha_{x}+\alpha_{y} \leq k\right\}
$$

where $\left(x_{E}, y_{E}\right)$ is the centroid of $E$. It can be easily verified that the elements of $\mathcal{M}_{k}(E)$ form a basis for the space of polynomials of degree less or equal to $k$ on $E$ and that the dimension $N_{k}$ of $\mathcal{M}_{k}(E)$ is $N_{k}:=\operatorname{dim}\left(\mathcal{M}_{k}(E)\right)=\frac{(k+1)(k+2)}{2}$.
$\mathbb{P}_{k}(E) / \mathbb{P}_{k-2}(E)$ appearing in the definition of the local virtual element space will denote the linear space spanned by the scaled monomials of degree $k$ and $k-1$ on $E$.

Given $v \in \mathcal{V}_{\delta}^{k, E}$, we consider the following as degrees of freedom in $\mathcal{V}_{\delta}^{k, E}$ :

1. values of $v$ at the vertices of the polygon $E$;
2. for $k>1$, the values of $v$ at the $k-1$ internal points of the $k+1$ points of the Gauss-Lobatto quadrature rule on each edge $e$;
3. for $k>1$, the momentum up to order $k-2$ of $v$ in $E$, i.e., $\frac{1}{|E|} \int_{E} v m \mathrm{dx}, \quad m \in \mathcal{M}_{k-2}(E)$.

The dimension of $\mathcal{V}_{\delta}^{k, E}$ is equal to the number of degrees of freedom (1)-(3), i.e., $N_{d o f}^{k, E}:=$ $\operatorname{dim}\left(\mathcal{V}_{\delta}^{k, E}\right)=N_{V, E}+N_{V, E}(k-1)+N_{k-2}$, where $N_{V, E}$ is the number of vertices of $E$ and $N_{k-2}=\operatorname{dim}\left(\mathcal{M}_{k-2}(E)\right)=\frac{k(k-1)}{2}$. Moreover, it can be proved that these degrees of freedom are unisolvent in $\mathcal{V}_{\delta}^{k, E}$ 4.

The local virtual element space possess the following well-established properties:

1. for each element $E \in \mathcal{T}_{\delta}, \mathbb{P}_{k}(E) \subseteq \mathcal{V}_{\delta}^{k, E}$ as a subspace and this guarantees good approximation properties;
2. for each element $E \in \mathcal{T}_{\delta}$ and for each $v \in \mathcal{V}_{\delta}^{k, E}$, the degrees of freedom are sufficient in order to compute all the projection operators previously defined ([4], [5]).

The global virtual element space is constructed as a finite subspace of the infinite dimensional space $H_{0}^{1}(\Omega)$ and it is obtained from the local spaces $\mathcal{V}_{\delta}^{k, E}$ as follows

$$
V_{\delta}^{k}:=\left\{v \in H_{0}^{1}(\Omega): v_{\mid E} \in \mathcal{V}_{\delta}^{k, E}, \forall E \in \mathcal{T}_{\delta}\right\}
$$

We select two distinct virtual element spaces for $p_{n}$ and for $S_{w}$. We denote as $k_{p}$ and as $k_{S}$ the selected values of the integer $k$ for the pressure and the saturation, respectively. As a consequence, the related global virtual element spaces are denoted by $V_{\delta}^{k_{p}}$ and $V_{\delta}^{k_{S}}$, respectively. However, in the numerical examples, we will always consider $k_{p}=k_{S}=k$.

Furthermore, we introduce the operator $\operatorname{dof}_{i}^{k}: \mathcal{V}_{\delta}^{k, E} \rightarrow \mathbb{R}$ defined as $\operatorname{dof}_{i}^{k}(v):=$ i-th degree of freedom of $v \in \mathcal{V}_{\delta}^{k, E}$, for $i \in\left\{1, \ldots, N_{\text {dof }}^{k, E}\right\}$.

Now, we introduce suitable discrete forms constructed elementwise using the projection operators previously defined.

The fully discrete virtual element variational formulation of (8) reads:
Given $S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right) \in V_{\delta}^{k_{S}}$, find $p_{n_{\delta}}\left(t^{n+1}, \hat{k}+1\right) \in V_{\delta}^{k_{p}}, \hat{k} \geq 0$, such that the following holds true $\forall v_{p_{\delta}} \in V_{\delta}^{k_{p}}$

$$
\begin{equation*}
a_{\delta}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right) ; p_{n_{\delta}}\left(t^{n+1}, \hat{k}+1\right), v_{p_{\delta}}\right)=F_{t^{n+1}, \delta}^{P}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right), v_{p_{\delta}}\right) \tag{10}
\end{equation*}
$$

with

$$
F_{t, \delta}^{P}(z, w):=\left(q(t), \Pi_{k_{p}}^{0} w\right)_{\Omega}-b_{\delta}(z, w)-g_{\delta}(z, w) .
$$

$a_{\delta}(\cdot ; \cdot, \cdot)$ is the global forms bilinear and symmetric in its second and third arguments defined as the sum of elementwise contributions $a_{\delta}^{E}(\cdot ; \cdot, \cdot)$, with $E \in \mathcal{T}_{\delta}$. Moreover, also $b_{\delta}(\cdot, \cdot)$ and $g_{\delta}(\cdot, \cdot)$ are defined as the sum of elementwise contributions $b_{\delta}^{E}(\cdot, \cdot)$ and $g_{\delta}^{E}(\cdot, \cdot)$, respectively, with $E \in \mathcal{T}_{\delta}$. All these local contributions must be defined in order to be computable and must approximate the corresponding exact local form in the way that is specified in what follows.

The local form $a_{\delta}^{E}(\cdot ; \cdot, \cdot)$ must be bilinear and symmetric in its second and third argument and it must satisfy polynomial consistency and stability that are defined as follows.

- Polynomial consistency: for all $E \in \mathcal{T}_{\delta}$, if either $p \in \mathbb{P}_{k_{p}}(E)$ or $v \in \mathbb{P}_{k_{p}}(E)$ the local form $a_{\delta}^{E}(\cdot ; \cdot, \cdot)$ becomes $\forall z \in \mathcal{V}_{\delta}^{k_{s}, E}$

$$
a_{\delta}^{E}(z ; p, v)=\int_{E}\left[\Pi_{k_{p}-1, E}^{0} \nabla p\right]^{T} \boldsymbol{K} \lambda\left(\Pi_{k_{S}, E}^{0} z\right)\left[\Pi_{k_{p}-1, E}^{0} \nabla v\right] \mathrm{d} \mathbf{x} .
$$

- Stability: there exist constants $\alpha_{*}$ and $\alpha^{*}$ independent of $\delta$ and the mesh element $E$ such that for all $v \in \mathcal{V}_{\delta}^{k_{p}, E}, z \in \mathcal{V}_{\delta}^{k_{S}, E}$

$$
\alpha_{*} a^{E}(z ; v, v) \leq a_{\delta}^{E}(z ; v, v) \leq \alpha^{*} a^{E}(z ; v, v),
$$

where $a^{E}(\cdot ; \cdot, \cdot)$ is the exact local form corresponding to the global form $a(\cdot ; \cdot, \cdot)$.
We point out that the above requirements are similar to those introduced for the linear setting in [5] or [7], but with the fractional flow $\lambda$ evaluated in the polynomial projection $\Pi_{k_{S}, E}^{0}$ of the argument as done in [28]. It can be proved that the symmetry and the stability assumptions imply the continuity in $V_{\delta}^{k_{p}}$ of the form $a_{\delta}$.

In particular, we choose the following expression for the local form $a_{\delta}^{E}$

$$
\begin{align*}
& a_{\delta}^{E}(z ; v, w):= \\
& \int_{E}\left[\Pi_{k_{p}-1, E}^{0} \nabla v\right]^{T} \boldsymbol{K} \lambda\left(\Pi_{k_{S}, E}^{0} z\right)\left[\Pi_{k_{p}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x}+S^{E}\left(z ;\left(I-\Pi_{k_{p}, E}^{\nabla}\right) v,\left(I-\Pi_{k_{p}, E}^{\nabla}\right) w\right), \tag{11}
\end{align*}
$$

where $S^{E}$ is an admissible stabilizing form, i.e., a computable bilinear form in its second and third arguments $\mathcal{V}_{\delta}^{k_{S}, E} \times \mathcal{V}_{\delta}^{k_{p}, E} / \mathbb{P}_{k_{p}}(E) \times \mathcal{V}_{\delta}^{k_{p}, E} / \mathbb{P}_{k_{p}}(E) \rightarrow \mathbb{R}$ that is symmetric and positive definite in its second and third arguments and satisfies $c_{0} a^{E}(z ; v, v) \leq S^{E}(z ; v, v) \leq c_{1} a^{E}(z ; v, v), \forall z \in$ $\mathcal{V}_{\delta}^{k_{S}, E}, \forall v \in \mathcal{V}_{\delta}^{k_{p}, E} / \mathbb{P}_{k_{p}}(E)$, for some positive constants $c_{0}, c_{1}$ independent of $E$ and $\delta$. In particular, we choose the following expression for the $S^{E}$ stabilizing form

$$
\begin{aligned}
& S^{E}\left(z ;\left(I-\Pi_{k_{p}, E}^{\nabla}\right) v,\left(I-\Pi_{k_{p}, E}^{\nabla}\right) w\right):=\left\|\boldsymbol{K} \lambda\left(\Pi_{k_{S}, E}^{0} z\right)\right\|_{L^{\infty}(E)} \\
& \cdot \sum_{l=1}^{N_{d o f}^{k_{p}, E}} \operatorname{dof}_{l}^{k_{p}}\left(\left(I-\Pi_{k_{p}, E}^{\nabla}\right) v\right) \operatorname{dof}_{l}^{k_{p}}\left(\left(I-\Pi_{k_{p}, E}^{\nabla}\right) w\right),
\end{aligned}
$$

where $I$ denotes the identity operator.
It can be easily verified that this definition of $a_{\delta}^{E}$ satisfies the stability condition above. In particular, we point out that the first member of (11) ensures the polynomial consistency of the local form, while the second one the stability.

Remark. In the FEM, we expect that a scheme of order greater or equal to $k$ will be able to reproduce exactly every polynomial solution of degree up to $k$ in space, i.e., the method is consistent. This holds true in general, whatever are the coefficients (even non-polynomial functions). For the VEM this is not always true for general coefficients. Indeed, there is an additional inconsistency error to take into account due to the introduction of the $L^{2}$-orthogonal projection operators of derivatives (9) in the definition of the form (11). Consequently, for general coefficients, even when the pressure solution is a polynomial, the discrete form (11) does not coincide with the continuous form $a^{E}(\cdot ; \cdot, \cdot)$. The only exception is the VEM of order $k=1$ on a triangular mesh. This is the reason why we defined polynomial consistency as explained before following [7] and [28], rather than [2] or 4]. Furthermore, in the practical implementation, the non-constant coefficients must be approximated using numerical quadrature. Consequently, the polynomial consistency property introduced before holds true only approximately.

The terms $b_{\delta}^{E}(\cdot, \cdot)$ and $g_{\delta}^{E}(\cdot, \cdot)$ are defined as follows

$$
\begin{aligned}
b_{\delta}^{E}(z, w) & :=-\int_{E}\left[\Pi_{k_{S}-1, E}^{0} \nabla z\right]^{T} \boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \frac{d p_{c}\left(\Pi_{k_{S}, E}^{0} z\right)}{d S_{w}}\left[\Pi_{k_{p}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} \\
g_{\delta}^{E}(z, w) & :=-\int_{E} \boldsymbol{g}^{T} \boldsymbol{K}\left(\lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{w}+\lambda_{n}\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{n}\right)\left[\Pi_{k_{p}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} .
\end{aligned}
$$

Now, we focus on variational formulation (7) related to the saturation $S_{w}$. The fully discrete virtual element variational formulation of the saturation equation reads:

Given $S_{w_{\delta}}\left(t^{n}\right), S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right) \in V_{\delta}^{k_{S}}$ and $p_{n_{\delta}}\left(t^{n}\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right) \in V_{\delta}^{k_{p}}$, find $S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right) \in$ $V_{\delta}^{k_{S}}, \hat{k} \geq 0$, such that the following relation holds true $\forall v_{S_{\delta}} \in V_{\delta}^{k_{S}}$

$$
\begin{align*}
& c_{\delta}\left(\delta S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right), v_{S_{\delta}}\right)+\frac{\Delta t}{2} \tilde{F}_{\delta}^{S}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), \delta S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right), v_{S_{\delta}}\right)  \tag{12}\\
& =-c_{\delta}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), v_{S_{\delta}}\right)+\frac{\Delta t}{2} F_{t^{n+1}, \delta}^{S}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right), v_{S_{\delta}}\right) \\
& +c_{\delta}\left(S_{w_{\delta}}\left(t^{n}\right), v_{S_{\delta}}\right)+\frac{\Delta t}{2} F_{t^{n}, \delta}^{S}\left(S_{w_{\delta}}\left(t^{n}\right), S_{w_{\delta}}\left(t^{n}\right), p_{n_{\delta}}\left(t^{n}\right), v_{S_{\delta}}\right)
\end{align*}
$$

where $S_{w_{\delta}}\left(t^{n+1}, 0\right):=S_{w_{\delta}}\left(t^{n}\right), p_{n_{\delta}}\left(t^{n+1}, 0\right):=p_{n_{\delta}}\left(t^{n}\right)$ and

$$
\begin{aligned}
F_{t, \delta}^{S}\left(z_{1}, z_{2}, v, w\right) & :=\left(q_{w}(t), \Pi_{k_{S}}^{0} w\right)_{\Omega}-d_{\delta}\left(z_{1} ; z_{2}, w\right)-e_{\delta}\left(z_{1}, v, w\right)-f_{\delta}\left(z_{1}, w\right) \\
\tilde{F}_{\delta}^{S}\left(z_{1}, z_{2}, v, w\right) & :=d_{\delta}\left(z_{1} ; z_{2}, w\right)+l_{\delta}\left(z_{1} ; z_{2}, w\right)+m_{\delta}\left(z_{1} ; v ; z_{2}, w\right)+n_{\delta}\left(z_{1} ; z_{2}, w\right)
\end{aligned}
$$

The form $c_{\delta}(\cdot, \cdot)$ is a global symmetric and bilinear form and $d_{\delta}(\cdot ; \cdot, \cdot)$ is a global form symmetric and bilinear in its second and third arguments defined as the sum of the elementwise contributions $c_{\delta}^{E}(\cdot, \cdot)$ and $d_{\delta}^{E}(\cdot ; \cdot, \cdot)$, respectively, with $E \in \mathcal{T}_{\delta}$. Moreover, also $e_{\delta}(\cdot ; \cdot, \cdot), f_{\delta}(\cdot, \cdot), l(\cdot ; \cdot, \cdot), m(\cdot ; \cdot ; \cdot, \cdot)$ and $n(\cdot ; \cdot, \cdot)$ are defined as the sum of the elementwise contributions $e_{\delta}^{E}(\cdot ; \cdot, \cdot), f_{\delta}^{E}(\cdot, \cdot), l_{\delta}^{E}(\cdot ; \cdot, \cdot)$, $m_{\delta}^{E}(\cdot ; \cdot ; \cdot, \cdot)$ and $n_{\delta}^{E}(\cdot ; \cdot, \cdot)$, respectively, with $E \in \mathcal{T}_{\delta}$. All the local forms must be computable and they must approximate the corresponding exact local forms. The local form $c_{\delta}^{E}(\cdot, \cdot)$ is bilinear and symmetric and the local form $d_{\delta}^{E}(\cdot ; \cdot, \cdot)$ must be bilinear and symmetric in its second and third argument. Both of them must satisfy polynomial consistency and stability that are defined as follows.

- Polynomial consistency: for all $E \in \mathcal{T}_{\delta}$, if either $p \in \mathbb{P}_{k_{S}}(E)$ or $v \in \mathbb{P}_{k_{S}}(E)$, the local forms $c_{\delta}^{E}(\cdot, \cdot)$ and $d_{\delta}^{E}(\cdot, \cdot ; \cdot)$ becomes $\forall z \in \mathcal{V}_{\delta}^{k_{S}, E}$

$$
\begin{aligned}
& c_{\delta}^{E}(p, v)=\int_{E} \Phi \Pi_{k_{S}, E}^{0} p \Pi_{k_{S}, E}^{0} v \mathrm{~d} \mathbf{x} \\
& d_{\delta}^{E}(z ; p, v)=-\int_{E}\left[\Pi_{k_{S}-1, E}^{0} \nabla p\right]^{T} \boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}}^{0} z\right) \frac{d p_{c}\left(\Pi_{k_{S}}^{0} z\right)}{d z}\left[\Pi_{k_{S}-1, E}^{0} \nabla v\right] \mathrm{d} \mathbf{x}
\end{aligned}
$$

- Stability: there exist constants $c_{*}, c^{*}, d_{*}$ and $d^{*}$ independent of $\delta$ and the mesh element $E$ such that for all $v, z \in \mathcal{V}_{\delta}^{k_{S}, E}$

$$
c_{*} c^{E}(v, v) \leq c_{\delta}^{E}(v, v) \leq c^{*} c^{E}(v, v)
$$

$$
d_{*} d^{E}(z ; v, v) \leq d_{\delta}^{E}(z ; v, v) \leq d^{*} d^{E}(z ; v, v)
$$

where $d^{E}(\cdot ; \cdot, \cdot)$ and $c^{E}(\cdot, \cdot)$ are the exact local forms corresponding to the global form $d(\cdot ; \cdot, \cdot)$ and $c(\cdot, \cdot)$, respectively.

In particular, we choose the following expression for the local form $c_{\delta}^{E}$

$$
\begin{equation*}
c_{\delta}^{E}(v, w):=\int_{E} \Phi \Pi_{k_{S}, E}^{0} v \Pi_{k_{S}, E}^{0} w \mathrm{~d} \mathbf{x}+M^{E}\left(\left(I-\Pi_{k_{S}, E}^{0}\right) v,\left(I-\Pi_{k_{S}, E}^{0}\right) w\right) \tag{13}
\end{equation*}
$$

where $M^{E}$ is a stabilizing bilinear form, i.e., a computable bilinear form $\mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}}(E) \times$ $\mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}}(E) \rightarrow \mathbb{R}$ symmetric and positive definite that satisfies $c_{o} c^{E}(v, v) \leq M^{E}(v, v) \leq$ $c_{1} c^{E}(v, v), \quad \forall v \in \mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}(E)}$, for some positive constants $c_{0}, c_{1}$ independent of $E$ and $\bar{\delta}$. We select the following expression for the $M^{E}$ stabilizing form
$M^{E}\left(\left(I-\Pi_{k_{S}, E}^{0}\right) v,\left(I-\Pi_{k_{S}, E}^{0}\right) w\right):=\|\Phi\|_{L^{\infty}(E)} \delta_{E}^{2} \sum_{l=1}^{N_{d o f}^{k_{S}, E}} \operatorname{dof}_{l}^{k_{S}}\left(\left(I-\Pi_{k_{S}, E}^{0}\right) v\right) \operatorname{dof}_{l}^{k_{S}}\left(\left(I-\Pi_{k_{S}, E}^{0}\right) w\right)$.
Moreover, we choose the following expression for the local form $d_{\delta}^{E}$

$$
\begin{align*}
& d_{\delta}^{E}\left(z_{1} ; z_{2}, w\right):=  \tag{14}\\
& -\int_{E}\left[\Pi_{k_{S}-1, E}^{0} \nabla z_{2}\right]^{T} \boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z_{1}\right) \frac{d p_{c}\left(\Pi_{k_{S}, E}^{0} z_{1}\right)}{d S_{w}}\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} \\
& +D^{E}\left(z_{1} ;\left(I-\Pi_{k_{S}, E}^{\nabla}\right) z_{2},\left(I-\Pi_{k_{S}, E}^{\nabla}\right) w\right)
\end{align*}
$$

where $D^{E}$ is a stabilizing bilinear form in its second and third arguments, that is, a computable bilinear form $\mathcal{V}_{\delta}^{k_{S}, E} \times \mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}}(E) \times \mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}}(E) \rightarrow \mathbb{R}$ symmetric and positive definite in its second and third argument that satisfies $d_{0} d^{E}(z ; v, v) \leq D^{E}(z ; v, v) \leq d_{1} d^{E}(z ; v, v), \forall z \in$ $\mathcal{V}_{\delta}^{k_{S}, E}, \forall v \in \mathcal{V}_{\delta}^{k_{S}, E} / \mathbb{P}_{k_{S}}(E)$ and for some positive constants $d_{0}, d_{1}$ independent of $E$ and $\delta$. We choose the following expression for the $D^{E}$ stabilizing form

$$
\begin{aligned}
& D^{E}\left(z_{1} ;\left(I-\Pi_{k_{S}, E}^{\nabla}\right) z_{2},\left(I-\Pi_{k_{S}, E}^{\nabla}\right) w\right):= \\
& \left\|\boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z_{1}\right) \frac{d p_{c}\left(\Pi_{k_{S}, E}^{0} z_{1}\right)}{d S_{w}}\right\|_{L^{\infty}(E)} \sum_{l=1}^{N_{d o f}^{k_{S}, E}} \operatorname{dof}_{l}^{k_{S}}\left(\left(I-\Pi_{k_{S}, E}^{\nabla}\right) z_{2}\right) \operatorname{dof}_{l}^{k_{p}}\left(\left(I-\Pi_{k_{S}, E}^{\nabla}\right) w\right) .
\end{aligned}
$$

It can be easily verified that the definition of $c_{\delta}^{E}$ and $d_{\delta}^{E}$ satisfy the consistency and the stability conditions above. In particular, the first members of (13) and (14) ensure polynomial consistency of the forms, whereas the second members the stability. For $e_{\delta}^{E}(\cdot ; \cdot, \cdot), f_{\delta}^{E}(\cdot, \cdot), l_{\delta}^{E}(\cdot ; \cdot, \cdot), m_{\delta}^{E}(\cdot ; \cdot ; \cdot, \cdot)$ and $n_{\delta}^{E}(\cdot ; \cdot, \cdot)$ we propose the following local approximations

$$
\begin{aligned}
& e_{\delta}^{E}\left(z_{1} ; v, w\right):=\int_{E}\left[\Pi_{k_{S}-1, E}^{0} \nabla v\right]^{T} \boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z_{1}\right)\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} \\
& f_{\delta}^{E}\left(z_{1}, w\right):=-\int_{E} \boldsymbol{g}^{T} \boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z_{1}\right) \rho_{w}\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} \\
& l_{\delta}^{E}\left(z_{1} ; z_{2}, w\right):=-\int_{E} z_{2}\left[\Pi_{k_{S}-1, E}^{0} \nabla z_{1}\right]^{T} \boldsymbol{K} b\left(\Pi_{k_{S}, E}^{0} z_{1}\right)\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x}, \\
& m_{\delta}^{E}\left(z_{1} ; v ; z_{2}, w\right):=\int_{E} z_{2}\left[\Pi_{k_{p}-1, E}^{0} \nabla v\right]^{T} \boldsymbol{K} r\left(\Pi_{k_{S}, E}^{0} z_{1}\right)\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} \\
& n_{\delta}^{E}\left(z_{1} ; z_{2}, w\right):=-\int_{E} z_{2} \boldsymbol{g}^{T} \boldsymbol{K} r\left(\Pi_{k_{S}, E}^{0} z_{1}\right) \rho_{w}\left[\Pi_{k_{S}-1, E}^{0} \nabla w\right] \mathrm{d} \mathbf{x} .
\end{aligned}
$$

## 5 Resolution algorithm

In this section we propose a matrix-based approach to the problem presented above. In particular, we introduce the local matrices that need to be assembled as well as the local contributions to the right-hand side. To this aim we introduce a basis $v_{p_{\alpha}}$ of $\mathcal{V}_{\delta}^{k_{p}, E}$ with $\alpha \in\left\{1, \ldots, N_{d o f}^{k_{p}, E}\right\}$ and a basis $v_{S_{l}}$ of $\mathcal{V}_{\delta}^{k_{S}, E}$ with $l \in\left\{1, \ldots, N_{d o f}^{k_{S}, E}\right\}$, so that for all $v_{p_{\delta}} \in \mathcal{V}_{\delta}^{k_{p}, E}$ and for all $v_{S_{\delta}} \in \mathcal{V}_{\delta}^{k_{S}, E}$ we have

$$
v_{p_{\delta}}=\sum_{\alpha=1}^{N_{d o f}^{k_{p}, E}} \operatorname{dof}_{\alpha}^{k_{p}}\left(v_{p_{\delta}}\right) v_{p_{\alpha}}, \quad v_{S_{\delta}}=\sum_{l=1}^{N_{d o f}^{k_{S}, E}} \operatorname{dof}_{l}^{k_{S}}\left(v_{S_{\delta}}\right) v_{S_{l}}
$$

In particular, we choose Lagrangian basis functions with respect to the degrees of freedom.
To begin with, we focus on variational formulation 10 . We have to solve the following linear system of equations

$$
\begin{align*}
\mathbf{A}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right) \mathbf{D o f}_{\mathbf{p}}\left(p_{n_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)= & -\mathbf{B}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right) \mathbf{D o f}_{\mathbf{S}}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right) \\
& -\mathbf{g}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)+\mathbf{b}\left(t^{n+1}\right) \tag{15}
\end{align*}
$$

$\mathbf{A}(z) \in \mathbb{R}^{N_{\text {dof }}^{k_{p}}, N_{\text {dof }}^{k_{p}}}$ and $\mathbf{B}(z) \in \mathbb{R}^{N_{\text {dof }}^{k_{p}}, N_{\text {dof }}^{k_{S}}}$ are the global matrices of the problem assembled from the following local matrices $\mathbf{A}_{E}(z) \in \mathbb{R}^{N_{d o f}^{k_{p}, E}, N_{d o f}^{k_{p}, E}}$ and $\mathbf{B}_{E}(z) \in \mathbb{R}^{N_{d o f}^{k_{p}, E}, N_{d o f}^{k_{S}, E}}$, respectively, defined as

$$
\begin{aligned}
\mathbf{A}_{E_{\alpha, j}}(z) & :=\left(\boldsymbol{K} \lambda\left(\Pi_{k_{S}, E}^{0} z\right) \Pi_{k_{p}-1, E}^{0} \nabla v_{p_{j}}, \Pi_{k_{p}-1, E}^{0} \nabla v_{p_{\alpha}}\right)_{E} \\
& +S^{E}\left(z ;\left(I-\Pi_{k_{p}-1, E}^{0}\right) v_{p_{j}},\left(I-\Pi_{k_{p}-1, E}^{0}\right) v_{p_{\alpha}}\right) \\
\mathbf{B}_{E_{\alpha, l}}(z) & :=-\left(\boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \frac{d p_{c}\left(\Pi_{k_{S}, E}^{0} z\right)}{d S_{w}} \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{l}}, \Pi_{k_{p}-1, E}^{0} \nabla v_{p_{\alpha}}\right)_{E}
\end{aligned}
$$

with $\alpha, j \in\left\{1, \ldots, N_{d o f}^{k_{p}, E}\right\}$ and $l \in\left\{1, \ldots, N_{d o f}^{k_{S}, E}\right\} . \mathbf{g}(z) \in \mathbb{R}^{N_{d o f}^{k_{p}}}$ is the global vector assembled from the local vector $\mathbf{g}_{E}(z) \in \mathbb{R}^{N_{\text {dof }}^{k_{p}, E}}$

$$
\mathbf{g}_{E_{\alpha}}(z):=-\left(\boldsymbol{K}\left(\lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{w}+\lambda_{n}\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{n}\right) \boldsymbol{g}, \Pi_{k_{p}-1, E}^{0} \nabla v_{p_{\alpha}}\right)_{E}
$$

with $\alpha \in\left\{1, \ldots, N_{\text {dof }}^{k_{p}, E}\right\} . \mathbf{b}(t) \in \mathbb{R}^{N_{\text {dof }}^{k_{p}}}$ is the global vector assembled from the local vector $\mathbf{b}_{E}(t) \in$ $\mathbb{R}^{N_{\text {dof }}^{k_{p}, E}}$

$$
\mathbf{b}_{E_{\alpha}}(t):=\left(q(t), \Pi_{k_{p}, E}^{0} v_{p_{\alpha}}\right)_{E}
$$

with $\alpha \in\left\{1, \ldots, N_{d o f}^{k_{p}, E}\right\}$. Finally, $\operatorname{Dof}_{\mathbf{p}}(z) \in \mathbb{R}^{N_{d o f}^{k_{p}}}$ and $\operatorname{Dof}_{\mathbf{S}}(z) \in \mathbb{R}^{N_{d o f}^{k_{S}}}$ are the global vectors of the degrees of freedom of $p_{n_{\delta}}$ and $S_{w_{\delta}}$, respectively, with respect to the VEM basis. They are assembled starting from the local vectors $\operatorname{Dof}_{\mathbf{p}, E}(z) \in \mathbb{R}^{N_{\text {dof }}^{k_{p}, E}}$ and $\operatorname{Dof}_{\mathbf{S}, E}(z) \in \mathbb{R}^{N_{\text {dof }}^{k_{S}, E}}$

$$
\left(\operatorname{Dof}_{\mathbf{p}, E}(z)\right)_{j}:=\operatorname{dof}_{j}^{k_{p}}(z), \quad\left(\operatorname{Dof}_{\mathbf{S}, E}(z)\right)_{l}:=\operatorname{dof}_{l}^{k_{S}}(z)
$$

with $j \in\left\{1, \ldots, N_{d o f}^{k_{p}, E}\right\}$ and $l \in\left\{1, \ldots, N_{d o f}^{k_{S}, E}\right\}$.
Now we focus on variational formulation (12). The linearization via Newton method involves the iterative solution of the following linear system of equations

$$
\begin{align*}
& \mathbf{J}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right)\right) \boldsymbol{\Delta} \mathbf{D o f}_{\mathbf{S}}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)= \\
& -\mathbf{F}_{t^{n}, t^{n+1}}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right), S_{w_{\delta}}\left(t^{n}\right), p_{n_{\delta}}\left(t^{n}\right)\right), \tag{16}
\end{align*}
$$

where $\boldsymbol{\Delta} \operatorname{Dof}_{\mathbf{S}}\left(S_{w_{\delta}}(t, \hat{k}+1)\right):=\operatorname{Dof}_{\mathbf{S}}\left(S_{w_{\delta}}(t, \hat{k}+1)\right)-\operatorname{Dof}_{\mathbf{S}}\left(S_{w_{\delta}}(t, \hat{k})\right) \in \mathbb{R}^{N_{d o f}^{k_{S}}}$ and $\mathbf{J}(z) \in$ $\mathbb{R}^{N_{\text {dof }}^{k_{S}}, N_{\text {dof }}^{k_{S}}}$ is the global Jacobian matrix assembled from the local Jacobian matrix $\mathbf{J}_{E}(z) \in$ $\mathbb{R}^{N_{\text {dof }}^{k_{S}, E}, N_{\text {dof }}^{k_{S}, E}}$

$$
\mathbf{J}_{E}(z, w):=\mathbf{C}_{E}+\frac{\Delta t}{2}\left(\mathbf{L}_{E}(z)+\mathbf{D}_{E}(z)+\mathbf{M}_{E}(z, w)+\mathbf{N}_{E}(z)\right)
$$

and $\mathbf{F}_{t^{n}, t^{n+1}}\left(z_{1}, w_{1}, z_{2}, w_{2}\right) \in \mathbb{R}^{N_{d o f}^{k_{S}}}$ is the global vector assembled from the local vector $\mathbf{F}_{t^{n}, t^{n+1}, E}\left(z_{1}, w_{1}, z_{2}, w_{2}\right) \in \mathbb{R}^{N_{d o f}^{k_{S}, E}}$ defined as follows

$$
\begin{aligned}
& \mathbf{F}_{t^{n}, t^{n+1}, E}\left(z_{1}, w_{1}, z_{2}, w_{2}\right):= \\
& \mathbf{C}_{E}\left(\operatorname{Dof}_{\mathbf{S}, E}\left(z_{1}\right)-\operatorname{Dof}_{\mathbf{S}, E}\left(z_{2}\right)\right)+\frac{\Delta t}{2}\left(\mathbf{D}_{E}\left(z_{1}\right) \operatorname{Dof}_{\mathbf{S}, E}\left(z_{1}\right)+\mathbf{E}_{E}\left(z_{1}\right) \operatorname{Dof}_{\mathbf{p}, E}\left(w_{1}\right)+\mathbf{f}_{E}\left(z_{1}\right)\right. \\
& \left.-\mathbf{d}_{E}\left(t^{n+1}\right)\right)+\frac{\Delta t}{2}\left(\mathbf{D}_{E}\left(z_{2}\right) \operatorname{Dof}_{\mathbf{S}, E}\left(z_{2}\right)+\mathbf{E}_{E}\left(z_{2}\right) \operatorname{Dof}_{\mathbf{p}, E}\left(w_{2}\right)+\mathbf{f}_{E}\left(z_{2}\right)-\mathbf{d}_{E}\left(t^{n}\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
&\left.\mathbf{C}_{E_{\beta, l}}:=\left(\Phi \Pi_{k_{S}, E}^{0} v_{S_{l}}, \Pi_{k_{S}, E}^{0} v_{S_{\beta}}\right)_{E}+M^{E}\left(\left(I-\Pi_{k_{S}, E}^{0}\right) v_{S_{l}},\left(I-\Pi_{k_{S}, E}^{0}\right) v_{S_{\beta}}\right)\right) \\
& \mathbf{D}_{E_{\beta, l}}(z):=-\left(\boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \frac{d p_{c}\left(\Pi_{k_{S}, E}^{0} z\right)}{d S_{w}} \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{l}}, \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
&\left.+D^{E}\left(z ;\left(I-\Pi_{k_{S}, E}^{\nabla}\right) v_{S_{l}},\left(I-\Pi_{k_{S}, E}^{\nabla}\right) v_{S_{\beta}}\right)\right), \\
& \mathbf{E}_{E_{\beta, j}}(z):=\left(\boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \Pi_{k_{p}-1}^{0} \nabla v_{p_{j}}, \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
& \mathbf{L}_{E_{\beta, l}}(z):=-\left(\Pi_{k_{S}, E}^{0} v_{S_{l}} \boldsymbol{K} b\left(\Pi_{k_{S}, E}^{0} z\right) \Pi_{k_{S}-1, E}^{0} \nabla z, \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
& \mathbf{M}_{E_{\beta, l}}(z, w):=\left(\Pi_{k_{S}, E}^{0} v_{S_{l}} \boldsymbol{K} r\left(\Pi_{k_{S}, E}^{0} z\right) \Pi_{k_{p}-1, E}^{0} \nabla w, \Pi_{k_{S}-1, E}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
& \mathbf{N}_{E_{\beta, l}}(z):=-\left(\Pi_{k_{S}, E}^{0} v_{S_{l}} \boldsymbol{K} r\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{w} \boldsymbol{g}, \Pi_{k_{S}-1}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
& \mathbf{f}_{E_{\beta}}(z):=-\left(\boldsymbol{K} \lambda_{w}\left(\Pi_{k_{S}, E}^{0} z\right) \rho_{w} \boldsymbol{g}, \Pi_{k_{S}-1}^{0} \nabla v_{S_{\beta}}\right)_{E} \\
& \mathbf{d}_{E_{\beta}}(t):=\left(q_{w}(t), \Pi_{k_{S}, E}^{0} v_{S_{\beta}}\right)_{E},
\end{aligned}
$$

where with $\beta, l \in\left\{1, \ldots, N_{d o f}^{k_{S}, E}\right\}$ and $j \in\left\{1 \ldots, N_{d o f}^{k_{p}, E}\right\}$.
In Algorithm 1, we briefly summarize the solution steps for the implementation of the numerical algorithm.

## Algorithm 1 Iterative IMPIS-VEM algorithm

- Compute the vector $\operatorname{Dof}_{\mathbf{p}}\left(S_{w_{\delta}}\left(t^{0}\right)\right)$ and the matrix $\mathbf{C}$;
- Compute the matrices $\mathbf{A}\left(S_{w_{\delta}}\left(t^{0}\right)\right)$ and $\mathbf{B}\left(S_{w_{\delta}}\left(t^{0}\right)\right)$, and the vectors $\mathbf{g}\left(S_{w_{\delta}}\left(t^{0}\right)\right)$ and $\mathbf{b}\left(t^{0}\right)$.
- Solve the linear system (15) setting $S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)=S_{w_{\delta}}\left(t^{0}\right)$ and $p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right)=p_{n_{\delta}}\left(t^{0}\right)$ and find the vector $\operatorname{Dof}_{\mathbf{p}}\left(p_{n_{\delta}}\left(t^{0}\right)\right)$.
- For $n=0, \ldots, C-1$
- Compute the matrices $\mathbf{D}\left(S_{w_{\delta}}\left(t^{n}\right)\right)$ and $\mathbf{E}\left(S_{w_{\delta}}\left(t^{n}\right)\right)$, and the vectors $\mathbf{f}\left(S_{w_{\delta}}\left(t^{n}\right)\right), \mathbf{d}\left(t^{n}\right)$ and $\mathbf{d}\left(t^{n+1}\right)$.
- For $\hat{k}=0,1, \ldots$ until convergence:
- Compute the matrices $\mathbf{L}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right), \mathbf{D}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right)$, $\mathbf{M}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right), p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right)\right), \quad \mathbf{N}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right)$ and $\mathbf{E}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right)$, and the vector $\mathbf{f}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right)$.
- Solve the linear system (16) and then compute the vector $\operatorname{Dof}_{\mathbf{S}}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)$.
- Compute the matrices $\mathbf{A}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)$ and $\mathbf{B}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)$, and the vectors $\mathbf{g}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)$ and $\mathbf{b}\left(t^{n+1}\right)$.
- Solve the linear system 15 and find the vector $\operatorname{Dof}_{\mathbf{p}}\left(p_{n_{\delta}}\left(t^{n+1}, \hat{k}+1\right)\right)$.

Given suitable tolerances $t o l_{1}$ and $t o l_{2}$, we require that $\| \mathbf{F}_{t^{n}, t^{n+1}}\left(S_{w_{\delta}}\left(t^{n+1}, \hat{k}+\right.\right.$ 1)), $\left.p_{n_{\delta}}\left(t^{n+1}, \hat{k}\right)\right) \|_{2} \leq t o l_{1}$ and $\left\|S_{w_{\delta}}\left(t^{n+1}, \hat{k}+1\right)-S_{w_{\delta}}\left(t^{n+1}, \hat{k}\right)\right\|_{2} \leq t o l_{2}$ as stopping criterion.

## 6 Numerical experiments

In this section we analyse the convergence of the method in case the analytical solution is known and for the non-degenerate situation, i.e., when the saturation is a parabolic convection-diffusion equation with respect to $S_{w}$. Given the parabolic nature of the coupled non-linear problem (5a)(5bb), we evaluate the spatial discretization error at the end of the time interval through the $H^{1}$-norm and the $L^{2}$-norm 44. Moreover, provided that the time integrator error that depends on the size of the time step $\Delta t$ is sufficiently small, we expect that the $H^{1}$-error estimate and the $L^{2}$-error estimates for the spatial discretization error related to both the pressure $p_{n_{\delta}}$ and the saturation $S_{w_{\delta}}$ will be similar to those discussed in [5] and [7. Consequently, we expect an order of convergence with respect to the number of cells $\mathcal{N}_{\delta}$ of the grid of $O\left(\mathcal{N}_{\delta}-\frac{k_{p}}{2}\right)$ and $O\left(\mathcal{N}_{\delta}-\frac{k_{p}+1}{2}\right)$ in $H^{1}$-norm and in $L^{2}$-norm, respectively. In the following numerical experiments we choose exact solutions that linearly depend on time and we try to keep the time discretization error small, so that the discretization error almost coincides with the spatial discretization error.

To test the order of the error in $H^{1}$-norm and $L^{2}$-norm we consider the virtual element solutions $p_{n_{\delta}}$ and $S_{w_{\delta}}$ of the pressure-saturation formulation for the two-phase flow equation on the unit square $\Omega=(0,1) \times(0,1)\left[\mathrm{m}^{2}\right]$ in the time interval $\mathcal{I}_{T}=[0,1][s]$, and we compare them with the exact solutions $p_{n_{e x}}$ and $S_{w_{e x}}$ for the pressure of the non-wetting phase and the saturation of the wetting phase, respectively. In particular, we consider the following analytical solutions similar to those proposed in paper 35]

$$
\begin{array}{cc}
p_{n_{e x}}(x, y, t)=10^{5} \cdot t x(1-x) y(1-y) & {[P a]} \\
S_{w_{e x}}(x, y, t)=\frac{1}{2}+t x(1-x) y(1-y) & {[-] .}
\end{array}
$$

Moreover, we report the physical data of the problem in Table 1. They are taken from 32. I denotes the identity matrix.

| Porosity | $\Phi=0.3[-]$ |
| :--- | :--- |
| Absolute permeability | $\boldsymbol{K}=10^{-10} \cdot \mathbf{I}\left[\mathrm{~m}^{2}\right]$ |
| Residual saturations | $S_{w r}=0, S_{n r}=0[-]$ |
| Viscosities | $\mu_{w}=0.001, \mu_{n}=0.001[P a \cdot s]$ |
| Brooks-Corey parameters | $\mu=1.0[-], p_{d}=5000[\mathrm{~Pa}]$ |

Table 1 Porous medium and fluids data for the problem with analytical solution

Given the exact solutions $p_{n_{e x}}$ and $S_{w_{e x}}$, we insert their analytical expressions as well as all the parameters of the porous medium and of the fluids in the pressure-saturation formulation and we compute the source terms $q(x, y, t)$ and $q_{w}(x, y, t)$. The gravity term is set equal to zero. The parameters of the porous medium and of the fluids are artificial values selected to be realistic. The function related to the saturation solution has been chosen in order to attain values between 0 and 1 within the given space-time domain, so that it is compatible with the physical requirements. Moreover, we have imposed a magnitude of $10^{5}[P a]$ to the pressure solution so that it can attain values closer to real ones. Consequently, given the big difference in the orders of magnitude between the pressure and the saturation solutions, we rescale the equations dividing each term by $10^{5}$. Homogeneous Dirichlet boundary conditions both for the pressure and the saturation equations have been imposed.

For the convergence analysis we use four meshes $\left(\mathcal{T}_{\delta_{1}}, \mathcal{T}_{\delta_{2}}, \mathcal{T}_{\delta_{3}}\right.$ and $\left.\mathcal{T}_{\delta_{4}}\right)$ made up of different types of polygonal tessellations. The coarser mesh of each family is shown in Figure 1. The first
type of mesh consists of triangles, the second one of squares, the third one of polygons and the last one of agglomerated cells obtained starting from a triangle grid and agglomerating elements sharing a chosen seed-node. The triangle mesh has been generated by the Triangle library 45] and the polygonal grid by the mesh generator for polygonal elements Polymesher [46]. The square mesh as well as the agglomerated mesh have been implemented by the authors. We compute the errors at $t=1[s]$ for the four different refinements of each mesh (number of elements: $\mathcal{N}_{\delta_{1}}, \mathcal{N}_{\delta_{2}}$, $\mathcal{N}_{\delta_{3}}$ and $\mathcal{N}_{\delta_{4}}$. At each consecutive refinement the number of elements is selected to be about four time bigger than at the previous refinement. Each refinement is associated to a different time step (time steps: $\Delta t_{1}, \Delta t_{2}, \Delta t_{3}$ and $\Delta t_{4}$ ). Indeed, we have observed that when we increase either the number of elements of the mesh or the VEM order $k$ we have to decrease the time step in order for the Newton-Raphson scheme to converge. The number of elements for each refinement of the mesh is $\mathcal{N}_{\delta_{1}}=36, \mathcal{N}_{\delta_{2}}=152, \mathcal{N}_{\delta_{3}}=622$ and $\mathcal{N}_{\delta_{4}}=2461$ for the mesh made up of triangles and polygons, $\mathcal{N}_{\delta_{1}}=36, \mathcal{N}_{\delta_{2}}=144, \mathcal{N}_{\delta_{3}}=625$ and $\mathcal{N}_{\delta_{4}}=2500$ for the mesh made up of squares, and $\mathcal{N}_{\delta_{1}}=57, \mathcal{N}_{\delta_{2}}=211, \mathcal{N}_{\delta_{3}}=902$ and $\mathcal{N}_{\delta_{4}}=3527$, for the mesh made up of agglomerated cells. Whereas, the time steps for each refinement are $\Delta t_{1}=0.2[s], \Delta t_{2}=0.1[s], \Delta t_{3}=0.05[s]$ and $\Delta t_{4}=0.025[s]$. For each consecutive refinement, we compute the errors as the norms of the differences between $p_{n_{e x}}$ and the numerical solution $p_{n_{\delta}}$ and between $S_{w_{e x}}$ and the numerical solution $S_{w_{\delta}}$. Since the VEM solutions $p_{n_{\delta}}$ and $S_{w_{\delta}}$ are not explicitly known inside the elements, we compare $p_{n_{e x}}$ and $S_{w_{e x}}$ with the $L^{2}$-orthogonal polynomial projection of $p_{n_{\delta}}$ and $S_{w_{\delta}}$, i.e., with $\Pi_{k_{p}}^{0} p_{n_{\delta}}$ and $\Pi_{k_{s}}^{0} S_{w_{\delta}}$, respectively. We underline that even if we adopted the Crank-Nicolson scheme that is unconditionally stable for the time discretization, we cannot select an arbitrary time step due to the convergence of the Newton-Raphson scheme. Indeed, the initial guess of the Newton-Raphson method must be sufficiently close to the solution in order to get convergence of the method.


Figure 1 Meshes

In Figure 2 and in Figure 3 we plot the convergence curves of the error in $L^{2}$ - and $H^{1}$-norm a $t=1[s]$ in a log-log scale for the VEM of order $k=1$ and $k=3$, respectively. The dotted lines having greater slopes are the ones related to the $L^{2}$-norm error, whereas the others are the ones related to the $H^{1}$-norm error. We can see that the slopes of the dotted lines for both the pressure and the saturation approach the expected convergence rate, i.e., $O\left(\mathcal{N}_{\delta}-\frac{k_{p}}{2}\right)$ and $O\left(\mathcal{N}_{\delta}-\frac{k_{p}+1}{2}\right)$ in $H^{1}$ norm and in $L^{2}$-norm, respectively. Therefore, we conclude that the method behaves as expected and proves stability with respect to the different shapes of the considered polygonal elements.


Figure 2 Pressure and Saturation, $k=1$


Figure 3 Pressure and Saturation, $k=3$

In Figure 4, we report the number of Newton iterations that are needed in order to satisfy the convergence criteria introduced in Section $5\left(t o l_{1}=10^{-20}, t o l_{2}=10^{-9}\right)$. In particular, in Figure 4a, we show the number of Newton iterations for the meshes having $\mathcal{N}_{\delta_{1}}$ elements and a time step $\Delta t=0.2[s]$. Whereas, in Figure 4 b we show the number of Newton iterations for the meshes having $\mathcal{N}_{\delta_{4}}$ elements and a time step $\Delta t=0.025[s]$. We can see that the number of iterations required does not vary significantly with the shape of the considered mesh elements.


Figure 4 Newton iterations for the meshes having $\mathcal{N}_{\delta_{1}}$ and $\mathcal{N}_{\delta_{4}}$ elements

## 7 Benchmark problems

The McWhorter and Sunada problem is a well known benchmark problem for the two-phase flow of immiscible fluids in porous media. It involves the flow of two immiscible and incompressible fluids (water and oil, respectively) through a one-dimensional horizontal porous medium representing a reservoir. In particular, the fluid corresponding to the non-wetting phase (oil) is horizontally displaced by the fluid corresponding to the wetting phase (water) that is pumped inside the domain at one side. In the McWhorter and Sunada problem the capillary pressure is taken into account so that the saturation equation turns out to be of parabolic type. In particular, this problem can be either diffusion dominated in case of a bidirectional flow (Test Case 1) or possibly convection dominated in case of a unidirectional flow (Test Case 2). In what follows, firstly we introduce and describe both the bidirectional and the unidirectional problem and finally we report and discuss the related numerical results. The problems described below are originally mono-dimensional and their domains extend all along the positive part of the real axis. However, since we want to verify the code on a finite bi-dimensional domain $\Omega:=\left(x_{i}, x_{f}\right) \times\left(y_{i}, y_{f}\right)$, we solve a 2D problem assuming a constant solution on the $y$ direction.

### 7.1 Test Case 1: Bidirectional flow

McWhorter and Sunada (1990) found a quasi-analytical solution 47 for the two-phase flow equation of immiscible fluids in porous media for a one-dimensional domain, with realistic constitutive relations (e.g. Brooks-Corey functions) and in case the flow is governed by capillary forces $\left(p_{c} \neq 0\right)$. In this benchmark problem the flow occurs in one-dimensional horizontal reservoir, $x \in(0,+\infty)$, initially filled with oil (non-wetting phase), i.e., $S_{w}(x, 0)=S_{w}^{0}=0, \forall x>0$. The water saturation at the left end of the horizontal column is kept equal to $S_{w 0}$, while the right end is impermeable. Consequently, the total flux vanishes, i.e. $u(x, t)=0$, at $x \rightarrow \infty, \forall t \geq 0$. Moreover, there are neither sources $\left(q_{w}(x, t)=q_{n}(x, t)=0, \forall x \geq 0, \forall t \geq 0\right)$ nor gravity terms. Under these assumptions, from system of equations 2a)-2b, we have that $\forall x \geq 0, \forall t \geq 0$

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial x}=0 \\
\Phi \frac{\partial S_{w}}{\partial t}+\frac{\partial}{\partial x}\left(f_{w} u+K f_{w} \lambda_{n} \frac{d p_{c}}{d S_{w}} \frac{\partial S_{w}}{\partial x}\right)=0 \\
+ \text { boundary and initial conditions }
\end{array}\right.
$$

where $K$ is such that $\boldsymbol{K}=K \boldsymbol{I}$. This implies that the total velocity is spatially uniform, but it may vary with time. However, since in Test Case 1 , there is no total flux at $x \rightarrow \infty, \forall t \geq 0$, we get $u(x, t)=0, \forall x \geq 0, \forall t \geq 0$. This represents a bidirectional displacement in which the non-wetting phase (displaced fluid) is draining only at $x=0$. Under these assumptions, finally, the pressuresaturation formulation provides the following equation for the saturation of the wetting phase $S_{w}$, $\forall x \in(0,+\infty), t \in(0,+\infty)$

$$
\begin{equation*}
\Phi \frac{\partial S_{w}}{\partial t}+\frac{\partial}{\partial x}\left(K f_{w} \lambda_{n} \frac{d p_{c}}{d S_{w}} \frac{\partial S_{w}}{\partial x}\right)=0 \tag{17}
\end{equation*}
$$

Moreover, we consider the following initial and boundary conditions

$$
\begin{align*}
& S_{w}=S_{w}^{0}, \quad x>0, \quad t=0 \\
& S_{w}=S_{w 0}, \quad x=0, \quad t>0  \tag{18}\\
& S_{w}=S_{w}^{0}, \quad x \rightarrow \infty, \quad t>0,
\end{align*}
$$

with $S_{w 0}>S_{w}^{0}$ constant values. The wetting phase, that is the displacing phase, is pumped inside the domain at $x=0$ with boundary flux $u_{w 0}$. It can be proved that choosing $u_{w 0}$ so that it is inversely proportional to the square root of time, i.e., $u_{w 0}=A t^{-\frac{1}{2}}$, the governing partial differential equation (17) reduces to a single non-linear second order differential equation known as the McWhorter and Sunada equation [37]. This can be solved quasi-analytically though an iterative integral procedure. The constant $A$ is related to the ability of the porous medium to imbibe fluid at the boundary [36].

### 7.2 Test Case 2: Unidirectional flow

In Test Case 1 we assume the existence of an impermeable boundary at $x \rightarrow \infty$. In Test Case 2, we consider a completely permeable boundary at $x \rightarrow \infty$ with no resistance to the flow, so that $u(x, t)=u_{w 0}=A t^{-\frac{1}{2}}, \forall x \geq 0, \forall t \geq 0$. This represents a unidirectional flow. Given this, the pressure-saturation formulation provides the following more general equation for the saturation of the wetting phase $S_{w}, \forall x \in(0,+\infty), t \in(0,+\infty)$

$$
\begin{equation*}
\Phi \frac{\partial S_{w}}{\partial t}+\frac{\partial}{\partial x}\left(f_{w} u+K f_{w} \lambda_{n} \frac{d p_{c}}{d S_{w}} \frac{\partial S_{w}}{\partial x}\right)=0 \tag{19}
\end{equation*}
$$

It is possible to show that under these conditions, the more the initial value of the saturation of the wetting phase $S_{w 0}$ at the inlet $x=0$ increases, the more the capillary pressure becomes negligible and equation (19) tends to a non-linear first-order hyperbolic equation known as the Buckley-Leverett equation

$$
\Phi \frac{\partial S_{w}}{\partial t}+u \frac{\partial f_{w}}{\partial x}=0 .
$$

## 8 Numerical results

In this subsection we report and discuss the numerical results obtained by means of our numerical method. In order to evaluate the quality of our numerical solutions, we need to compare them with the quasi-analytical solutions. The solution presented by McWhorter and Sunada is in the form of an iterative integral equation [47. However, this traditional approach may suffer from convergence issues due to large values of the saturation of the wetting phase at the inlet. As a consequence, we compute the semi-analytical solution relying on the more robust and accurate approach proposed by Bjørnarå and Mathias in [36] that involves the use of pseudospectral Chebyshev differentiation matrices. This allows us to compute the saturation of the wetting phase $S_{w}$ for a given time as a function of $x$. In order to compute the pressure of the non-wetting phase $p_{n}$, we rely on equation (3). In Test Case 1 the total velocity $u=0$. Therefore, the expression of the pressure is given by

$$
\begin{equation*}
p_{n}(x)=\int_{0}^{x} \frac{\lambda_{w}}{\lambda} \frac{d p_{c}}{d S_{w}} \frac{\partial S_{w}}{\partial x} \mathrm{~d} x+p_{n_{0}} \tag{20}
\end{equation*}
$$

where $p_{n_{0}}$ denotes the pressure of the non-wetting phase at $x=0$. In Test Case 2 the total velocity $u=A t^{-\frac{1}{2}}$. Therefore, the expression of the pressure is given by

$$
\begin{equation*}
p_{n}(x)=\int_{0}^{x}\left(\frac{\lambda_{w}}{\lambda} \frac{d p_{c}}{d S_{w}} \frac{\partial S_{w}}{\partial x}-\frac{A t^{-\frac{1}{2}}}{K \lambda}\right) \mathrm{d} x+p_{n_{0}} \tag{21}
\end{equation*}
$$

In particular, our aim is to compare our numerical solutions with the ones reported in paper [37. We point out that since the initial saturation of the wetting phase equals zero, it can happen that in its temporal evolution the numerical solution $S_{w_{\delta}}$ attains negative values in certain points of
the domain very close to the points where $S_{w_{\delta}}$ equals zero. However, this is not acceptable neither from a physical point of view nor from a mathematical point of view. Indeed, physically $S_{w} \in[0,1]$, and some integrals of the variational formulation contain terms such as the following ones that are not computable for a generic value of $\mu$, if $S_{w_{\delta}}$ attains negative values

$$
\lambda_{w} \frac{d p_{c}}{d S_{w}}=-\frac{p_{d}}{\mu \mu_{w}\left(1-S_{w r}-S_{n r}\right)} \bar{S}_{w}^{\frac{2 \mu+1}{\mu}}, \quad \lambda_{w}=\frac{\bar{S}_{w}^{\frac{2+3 \mu}{\mu}}}{\mu_{w}}, \quad \lambda=\frac{\bar{S}_{w}^{\frac{2+3 \mu}{\mu}}}{\mu_{w}}+\frac{\bar{S}_{n}^{2}\left(1-\left(1-\bar{S}_{n}\right)^{\frac{2+\mu}{\mu}}\right)}{\mu_{n}} .
$$

In order to cope with this problem, we decided to adopt a local correction of $S_{w_{\delta}}$. This means that we set to zero only the values that are negative on the quadrature nodes that are used to evaluate the parameters in the computation of the integrals, but we do not change the global solution setting to zero the negative values after each Newton iteration. We choose this approach, because a global correction causes a forward shift of the front that becomes quite evident especially in the saturation solution of Test Case 2. Whereas, applying a local correction we can guarantee the computation of the terms appearing in the integrals and, at the same, we do not push forward the position of the front. However, as a major drawback, we are forced to accept negative values of the saturation near the front. Moreover, we have qualitatively observed that this local correction seems no not perturb too much the solution. To verify this we have set $\mu=1$, so that the previous terms are computable even for negative values of $S_{w_{\delta}}$ and we have compared the solutions obtained with and without the local correction observing a negligible difference.

## 8.1 nGJV stabilization

In Section 7.2 we have noticed that for McWhorter and Sunada unidirectional flow problem, the more the initial value of the saturation of the wetting phase $S_{w 0}$ at the inlet increases, the more the capillary pressure becomes negligible and the equation for the saturation degenerates into a non-linear hyperbolic equation. Consequently, the proposed VEM gives rise to unstable solutions. Therefore, we need to introduce a suitable numerical stabilization technique. In particular, we focus on a non-linear stabilization technique involving a localized non-linear artificial viscosity $\epsilon\left(S_{w_{\delta}}\right)$ depending on the solution itself that should mitigate spurious oscillations. The non-linear stabilization term has the form

$$
\left(\epsilon\left(S_{w_{\delta}}\right) \Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}, \Pi_{k_{s}-1}^{0} \nabla v_{S_{\delta}}\right)
$$

To define $\epsilon\left(S_{w_{\delta}}\right)$ we resort to a modified version of the so-called Gradient Jump Viscosity method (GJV). The idea of GJV methods is to scale the artificial diffusion considering the jump of the gradient among the elements of the mesh. In particular, we focus on a formulation that makes use of the nodal jump and mean values, therefore called nodal Gradient Jump Viscosity method (nGJV). Adapting the nGJV method exposed in 38 to our purposes, we define the artificial viscosity term as

$$
\left.\epsilon\left(S_{w_{\delta}}\right)\right|_{E}=\mathrm{const}\|\tilde{\beta}\|_{L^{\infty}(E)} \max _{x_{i} \in \mathcal{M}_{\delta}(E)}\left(\frac{\llbracket \Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}} \rrbracket_{i}}{2\left\{\left|\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\right|\right\}}\right)_{i},
$$

where const and $q>0$ are suitable selected constants, $\tilde{\beta}=\frac{d \lambda_{w}}{d S_{w}} \boldsymbol{K} \Pi_{k-1}^{0} \nabla p_{n_{\delta}}$ is an approximation of the velocity vector field of the transport problem, $\mathcal{M}_{\delta}(E)$ is the set of nodes of the element $E$, $\llbracket \Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}} \rrbracket_{i}$ is the jump of $\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}$ on the node $\boldsymbol{x}_{i}$, $\left\{\left|\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\right|\right\}$ is the mean value of $\left|\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\right|$ on the node $\boldsymbol{x}_{i}$. Theoretically, the jump and the mean value of $\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}$ are defined as follows

$$
\begin{aligned}
& \llbracket \Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}} \rrbracket_{i}=\max _{\boldsymbol{r} \in \mathbb{S}^{d}} \lim _{\lambda \rightarrow 0}\left(\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\left(\boldsymbol{x}_{i}+\lambda \boldsymbol{r}\right) \cdot \boldsymbol{r}-\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\left(\boldsymbol{x}_{i}-\lambda \boldsymbol{r}\right) \cdot \boldsymbol{r}\right), \\
& \left\{\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\right\}_{i}=\frac{1}{2} \max _{\boldsymbol{r} \in \mathbb{S}^{d} \lambda \rightarrow 0} \lim _{\lambda \rightarrow 0}\left(\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\left(\boldsymbol{x}_{i}+\lambda \boldsymbol{r}\right) \cdot \boldsymbol{r}+\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}\left(\boldsymbol{x}_{i}-\lambda \boldsymbol{r}\right) \cdot \boldsymbol{r}\right),
\end{aligned}
$$

where $\mathbb{S}^{d} \subset \mathbb{R}^{d}$ is the unit sphere. Numerically, we cannot evaluate $\Pi_{k_{s}-1}^{0} \nabla S_{w_{\delta}}$ along all the infinite directions passing through the point $\boldsymbol{x}_{i}$. Therefore, given a node $\boldsymbol{x}_{i}$, we consider only the directions going from the barycentre of the elements sharing node $\boldsymbol{x}_{i}$ to the node $\boldsymbol{x}_{i}$ itself.

### 8.2 Test Case 1

We consider our numerical resolution of the McWhorter and Sunada problem for the bidirectional flow on a bi-dimensional domain. In order to validate the approach, we use a setup consisting of artificially selected values for the parameters of the porous medium and of the fluids taken from paper [37]. The domain and the time interval are $\Omega=(0,0.3) \times(0,1)\left[m^{2}\right]$ and $\mathcal{I}_{T}=[0,1000][s]$, respectively. The data related to the porous medium and the fluids are reported in Table 2 and the boundary and initial conditions are reported in Table 3. We denote by $\boldsymbol{n}$ the unit normal pointing outward associated with the boundary of the square domain $\Omega$. We underline that since the total normal velocity $\boldsymbol{u} \cdot \boldsymbol{n}$ is constant in space at the right edge of the square domain $\Omega$ and the saturation of the wetting phase vanishes after the front, when needed we can decrease the domain along the $x$-axis without changing the boundary conditions at the right edge of the square domain $\Omega$. Consequently, we do not need to use the same domain limits of paper [37], i.e. $x \in(0,1)[m]$, in order to compare the solutions.

| Porosity | $\Phi=0.3[-]$ |
| :--- | :--- |
| Absolute permeability | $\boldsymbol{K}=10^{-10} \cdot \mathbf{I}\left[\mathrm{~m}^{2}\right]$ |
| Residual saturations | $S_{w r}=0, S_{n r}=0[-]$ |
| Viscosities | $\mu_{w}=0.001, \mu_{n}=0.020[\mathrm{~Pa} \cdot \mathrm{~s}]$ |
| Brooks-Corey parameters | $\mu=2.0[-], p_{d}=1000[\mathrm{~Pa}]$ |

Table 2 Porous medium and fluids data for the bidirectional flow (McWhorter and Sunada)

| $y=0$ and $y=1[m]$ | $\boldsymbol{u} \cdot \boldsymbol{n}=0\left[m \cdot s^{-1}\right], \boldsymbol{u}_{w} \cdot \boldsymbol{n}=0\left[m \cdot s^{-1}\right]$ |
| :--- | :--- |
| $x=0[m]$ | $p_{n}=2 \cdot 10^{5}[P a], \quad S_{w}=0.8[-]$ |
| $x=0.3[m]$ | $\boldsymbol{u} \cdot \boldsymbol{n}=0\left[m \cdot s^{-1}\right], S_{w}=0[-]$ |
| $x \in \Omega, t=0[s]$ | $S_{w}(x, 0)=0[-]$ |

Table 3 Boundary and initial conditions for the bidirectional flow (McWhorter and Sunada)

To show that refining the mesh the numerical solution converges to the actual solution, we compute the $L^{2}$-norm of the difference between $p_{n_{\delta}}$ and the semi-analytical solution for the pressure of the non-wetting phase and the $L^{2}$-norm of the difference between $S_{w_{\delta}}$ and the semi-analytical solution for the saturation of the wetting phase, for four different refinements. The considered grids are similar to those described in Section 6 and reported in Figure 1. We underline that we do not possess the analytical expressions of the exact solutions. Indeed, we have computed them through the semi-analytical approach and so we only know an approximation of their values at certain points of the domain. In addition, these points are not uniformly distributed because Chebyshev nodes are used in the procedure exposed in [36]. As a consequence, the computation of the $L^{2}-$ norms of the errors cannot be considered sufficiently accurate for the computation of an exact rate of convergence. Furthermore, since we do not know the actual dependence of the solutions on time, we do not have a priori estimates on the order of convergence and on the expected slopes of the curves reported in Figure 5. Nevertheless, our aim is just to verify that the error decreases when refining the mesh. The estimates of the $L^{2}$-norms of the errors for VEM order $k=1$ at $t=1000[s]$ and different types of tessellations are reported in Figure 5.


Figure 5 Estimate of the $L^{2}$ error for the pressure $p_{n}$ and for the saturation $S_{w}$ at $t=1000[s]$, using the semi-analytical solutions for VEM order $k=1$

In Figure 6 we compare qualitatively the graphs of the semi-analytical solution (6a) constructed using the method of paper [36] and the numerical solution (6b) for the saturation of the wetting phase $S_{w}$. In particular, we show the numerical solutions obtained at $t=1000[s]$ using a mesh consisting of 9939 polygonal elements and a VEM spatial discretization of order $k=1$.


Figure 6 Saturation $S_{w}$, McWhorter and Sunada, bidirectional flow: comparison between the semi-analytical solution and the numerical solution for VEM order $k=1$ at $t=1000[s]$, on a uniform grid of polygons, $\Omega=(0,0.3) \times(0,1)\left[m^{2}\right]$

In Figure 7 we compare qualitatively the graphs of the semi-analytical solution 7a constructed integrating numerically expression 20 and the numerical solution $(7 \mathrm{~b})$ for the pressure of the nonwetting phase $p_{n}$.


Figure 7 Pressure $p_{n}$, McWhorter and Sunada, bidirectional flow: comparison between the semi-analytical solution and the numerical solution for VEM order $k=1$ at $t=1000[s]$, on a uniform grid of polygons, $\Omega=(0,0.3) \times(0,1)\left[m^{2}\right]$

Figures 6 and 7 involve a uniform refinement of the polygonal grid. Indeed, to better capture the behaviour of the solution we have displayed a detail of the solution with $x \in(0,0.3)[m]$. The full solutions for the same domain of paper [37], $\Omega \in(0,1) \times(0,1)\left[\mathrm{m}^{2}\right]$, are reported in Figures 8 and 9 at time $t=1000[s]$. These solutions are obtained on a refined triangle mesh in the region around $x=0.2$.


Figure 8 Saturation $S_{w}$, McWhorter and Sunada, bidirectional flow: comparison between the semi-analytical solution and the numerical solution for VEM order $k=1$ at $t=1000[s]$ on a locally refined triangle grid, $\Omega=(0,1) \times(0,1)\left[\mathrm{m}^{2}\right]$

As discussed at the beginning of Section 8, since we only perform a local correction of the saturation in the evaluation of the parameters and not a global one in the solution, the numerical saturation $S_{w_{\delta}}$ displays negative values close to the points in the region of transition from high gradients to flat zero values. We can see this phenomenon in Figure 8b,


Figure 9 Pressure $p_{n}$, McWhorter and Sunada, bidirectional flow: comparison between the semi-analytical solution and the numerical solution for VEM order $k=1$ at $t=1000[s]$ on a locally refined triangle grid, $\Omega=(0,1) \times(0,1)\left[m^{2}\right]$

### 8.3 Test Case 2

We consider our numerical resolution of the McWhorter and Sunada problem for the unidirectional flow on a bi-dimensional domain. In order to validate the approach, we use the same parameters of the porous medium and of the fluids used in Test Case 1 and reported in Table 2. Moreover, the domain and the time interval of the problem are $\Omega=(0,1) \times(0,1)\left[m^{2}\right]$ and $\mathcal{I}_{T}=[0,1000][s]$, respectively. The boundary and initial conditions are reported in Table 4 . The main difference with respect to Taste Case 1 concerns the boundary condition for the pressure of the non-wetting phase at the right boundary of the domain $(1, y), \forall y \in(0,1)$. Indeed, in Test Case 1 , the total velocity vanished at the outlet, whereas in Test Case 2, the total velocity achieves its maximum, i.e., $A t^{-\frac{1}{2}}$, at the outlet.

| $y=0$ and $y=1[m]$ | $\boldsymbol{u} \cdot \boldsymbol{n}=0\left[m \cdot s^{-1}\right], \boldsymbol{u}_{w} \cdot \boldsymbol{n}=0\left[m \cdot s^{-1}\right]$ |
| :--- | :--- |
| $x=0[m]$ | $p_{n}=2 \cdot 10^{5}[P a], \quad S_{w}=S_{w 0}[-]$ |
| $x=1[m]$ | $\boldsymbol{u} \cdot \boldsymbol{n}=A \cdot t^{-\frac{1}{2}}\left[m \cdot s^{-1}\right], S_{w}=0[-]$ |
| $x \in \Omega, t=0[s]$ | $S_{w}(x, 0)=0[-]$ |

Table 4 Boundary and initial conditions for the unidirectional flow (McWhorter and Sunada)

In the numerical simulations, we consider increasing values of $S_{w 0}$ approaching the limiting case $S_{w 0}=1$, i.e., we analyse the behaviour of the numerical saturation of the wetting phase $S_{w \delta}$ as the original convective-diffusive parabolic problem becomes gradually more and more convective dominated until it reaches the limiting case of a pure hyperbolic problem. The values of $S_{w 0}$ considered are reported in Table 5 together with the values of the related coefficients $A$. The values of $A$ have been computed using the method proposed in paper [36] and adopting the Brooks-Corey model for the capillary pressure-saturation function and the relative permeabilities-saturation functions.

| $S_{w 0}[-]$ | $A\left[m \cdot s^{-\frac{1}{2}}\right]$ |
| :---: | :---: |
| 0.6 | $4.8790 \mathrm{e}-04$ |
| 0.8 | $2.0271 \mathrm{e}-03$ |
| 0.9 | $5.4769 \mathrm{e}-03$ |

Table 5 Values of $S_{w 0}$ and $A$ for the unidirectional flow

Given the boundary conditions reported in Table 4 we can notice that the Neumann boundary
condition for the pressure equation at $x=1[m]$ and for time $t=0[s]$ goes to infinity. To avoid such a problem we start the numerical computation from $t=0.1[s]$ and we set $S_{w}(x, 0.1)=S_{w 0.1}$ as initial condition for our numerical simulation. Here, $S_{w 0.1}$ corresponding to the values $S_{w 0}$ of Table 5 are approximated using the semi-analytical procedure presented in paper [36]. We show the numerical solutions obtained at $t=1000[s]$ using a mesh consisting of 9911 polygonal elements and a VEM spatial discretization of order $k=1$. The results of the numerical simulations for increasing values of $S_{w 0}$ are reported in Figure 10 for the saturation of the wetting phase. In this figure we compare qualitatively the graphs of the semi-analytical solutions 10a and 10c and the numerical solutions 10 b and 10 d for the saturation of the wetting phase. We report only the extreme cases, i.e., $S_{w 0}=0.6$ and $S_{w 0}=0.9$. The numerical solution for the case $S_{w 0}=0.8$ reproduces quite accurately the semi-analytical solution similarly to the case $S_{w 0}=0.6$.


Figure 10 Saturation $S_{w}$, McWhorter and Sunada, unidirectional flow: increasing values of $S_{w 0}$, polygonal meshes, VEM order $k=1$, at $t=1000[s]$

Figures 10b and 10d show qualitatively that the more the initial saturation $S_{w 0}$ increases, that is, the more the parabolic case approaches the hyperbolic case, the more the numerical solution for the saturation of the wetting phase get worse. In particular, in Figure 10d we can see that the numerical saturation is characterized by several oscillations that become very strong in the region around the front of the solution. We have further observed that relevant benefits can be obtained on a sufficiently refined mesh by adding the nGJV stabilization described in Section 8.1. Indeed, if we add the non-linear stabilization with const $=0.0005$ and $q=1$, we obtain Figure 11a, instead of Figure 10d. We can see that the numerical solution arising from the stabilized problem is characterized by a reduction of the oscillations and a more regular approximation of the front.


Figure 11 Saturation $S_{w}$, McWhorter and Sunada, unidirectional flow: polygonal mesh, VEM order $k=1, t=1000[s]$

In Figure 12 we compare qualitatively the graphs of the semi-analytical solution 12 a and 12 c ) and the numerical solution 12 b and 12 d for the pressure of the non-wetting phase.


Figure 12 Pressure $p_{n}$, McWhorter and Sunada, unidirectional flow: increasing values of $S_{w 0}$, polygonal meshes, VEM order $k=1, t=1000[s]$

In Figure 13, we report the number of Newton iterations that are needed in Test Case 2 in order to satisfy the convergence criteria introduced in Section $5\left(\right.$ tol $_{1}=10^{-16}$, tol $\left.l_{2}=10^{-5}\right)$. In particular, in Figure 13a, we show the number of Newton iterations for the case $S_{w 0}=0.6$, a polygonal mesh having $\mathcal{N}_{\delta_{1}}=9911$ elements and a time step $\Delta t=1.25[s]$. Whereas, in Figure 13b, we show the number of Newton iterations for the case $S_{w 0}=0.9$, a polygonal mesh having $\mathcal{N}_{\delta_{1}}=9911$ elements and a time step $\Delta t=0.125[s]$. In this figure we also provide a comparison between the number of Newton iterations that are needed with and without the nGJV stabilization. We can see that it does not change significantly. In both Figure 13a and Figure 13b, we can see that at the beginning the number of Newton iterations is close to 25 , but then, for most of the
time instants it remains below 5 .


Figure 13 Newton iterations for Test Case 2

## 9 Conclusions

In this work, we have proposed and analysed a time and space discretization of the two-phase flow equations of immiscible fluids in porous media through an iterative IMplicit-Pressure-ImplicitSaturation method coupled with a primal $C^{0}$-conforming VEM. The numerical results have confirmed the effectiveness of the approach in dealing with both the coupled non-linear nature of the involved equations and non-standard polygonal meshes. We have highlighted the robustness of the VEM with respect to the geometry of the grids, empathizing the potentialities of this method in tackling problems characterized by complex geometries. Moreover, we have qualitatively observed that when the parabolic equation for the saturation eventually degenerates into a hyperbolic equation, the application of nGJV stabilization to the VEM seems to provide relevant benefits in smoothing or eliminating the oscillatory behaviours of the numerical solution on a sufficiently refined mesh. This work is intended as a contribution to the framework of numerical techniques for applications in porous media.
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