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Abstract—In the last few years, a considerable literature has
grown around the theme of how to provide pedestrians and other
vulnerable road users (VRUs) with a clear indication about a fully
autonomous vehicle (FAV)’s status and intentions, which is crucial
to make FAVs and VRUs coexist. So far, a variety of external
interfaces leveraging different paradigms and technologies have
been created. Proposed designs include vehicle-mounted devices
(like LED panels), short-range on-road projection, and road
infrastructure interfaces (e.g., special asphalts with embedded
displays). These designs have been experimented in different
settings, using mockups, specially prepared vehicles, or vir-
tual environments, with heterogeneous evaluation metrics. Some
promising interfaces based on Augmented Reality (AR) have been
proposed too, but their usability and effectiveness have not been
tested yet. This paper aims to complement such body of literature
by presenting a comparison of state-of-the-art interfaces and new
designs under common conditions. To this aim, an immersive
Virtual Reality-based simulation was developed, recreating a
well-known scenario used in previous works represented by
pedestrian crossing in urban environments under non-regulated
conditions. A user study was then performed to investigate the
various dimensions of vehicle-to-pedestrian interaction in both
objective and subjective terms. Results showed that, although an
interface clearly standing out over all the considered dimensions
does not exists, one of the studied AR designs was able to provide
state-of-the-art results in terms of safety and trust, at the cost
of a higher cognitive effort and lower intuitiveness compared to
LED panels showing anthropomorphic features. Together with
rankings on the various dimensions, indications about advantages
and drawbacks of the various alternatives that emerged from
the study could be an important information source for next
developments in the field.

Index Terms—fully autonomous vehicles, human-machine in-
teraction, virtual reality, augmented reality, vehicle-to-pedestrian
communication, pedestrian crossing.

I. INTRODUCTION

ADVANCEMENTS in the field of automation are contin-
uous, and promise to revolutionize most of everyone’s

activities. Autonomous vehicles, in particular, will play a key
role in this ongoing revolution. While in the early 2010’s
autonomous vehicles were still regarded as visionary by almost
all car manufacturers, today this sector has changed into a
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multi-billion dollars business. Huge investments are being
made [1], and the expectations are that fully autonomous
vehicles (FAVs) [2] will reach the market by the next decade.
Given the disruptive potential of FAVs, their acceptance could
be hindered by open challenges related not only to technical
aspects, but also to societal factors [3], which deserve sig-
nificant attention as both people with and without technical
expertise will be requested to trust machines [4]. This need
can be addressed from two viewpoints: that of the drivers (in
the future, of the passengers) and of in-vehicle interfaces; and
that of vulnerable road users (VRUs), like, e.g., pedestrians,
and of interfaces external to the vehicle.

In the last years, significant efforts have been devoted to
designing interaction paradigms capable of raising occupants
awareness about vehicles status and intentions, with the aim of
improving trust in their autonomous decisions [5]. However,
tackling the needs and expectations of VRUs is substantially
more complicated. Driving is a complex social behavior based
on continuous interactions with other drivers and road users in
uncertain and ambiguous situations. When adding (or replac-
ing traditional vehicles with) FAVs, the lack of human drivers
introduces a communication gap, potentially dangerous for all
road users [6]. For this reason, interfaces with VRUs (mainly
pedestrians) recently started to be investigated to increase the
safety and acceptability of FAVs.

Several alternatives have been proposed already, focusing on
the most common vehicle-to-pedestrian interactions, i.e., road
crossings. Possible interaction paradigms include showing
anthropomorphic features [7], or using LED strips/panels to
communicate FAV’s intentions [8]–[10]. In other designs, on-
vehicle visual hints were replaced by on-road projections,
possibly leveraging well-known metaphors like crosswalk or
stop signs [11], [12]. Some prototype implementations also
introduced changes in the road infrastructure, collecting data
from connected vehicles to communicate with pedestrians.

Whenever a new vehicle-to-pedestrian interaction paradigm
(or interface) was introduced, it was generally compared with
some of the previously proposed ones in qualitative and/or
quantitative terms, often working with prototype implementa-
tions or mockups. Some works resorted to Virtual Reality (VR)
for comparing a number of alternatives at once [11]. Despite
the great relevance of these works for next developments
in the field, available experimental evaluations suffer from
several drawbacks. For instance, when a representative set of
interfaces are considered, not all the experimental conditions
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studied in other works are investigated (and viceversa). When
the above requirements are met, often the analysis does not
fully recreate real-world conditions or does not address the
same objective and subjective dimensions which were deemed
relevant in other studies. Finally, and most importantly, not all
the interaction paradigms devised so far have been tested. This
is the case, for instance, of Augmented Reality (AR)-based
interfaces, which proved to be particularly effective for in-
vehicle interaction [5]. Some AR-based designs for vehicle-to-
pedestrian interfaces have been also proposed but, at present,
they have not been compared (or even tested) yet with the
mentioned alternatives.

In this work, a VR-based simulation system was first de-
signed, by taking into account the above issues and endowing
it with the capabilities required to support a fair comparison
of multiple interface designs relying on heterogeneous tech-
nologies and offering different functionalities. This system was
then exploited to run a user study aimed to compare the most
relevant interfaces proposed so far from different categories.
Specifically, AR-based interfaces were considered, to shed
some light on their possible role in next-generation vehicle-to-
pedestrian interaction paradigms. A wide set of metrics derived
from relevant literature was used, providing interested readers
with a comprehensive picture of advantages and drawbacks of
available paradigms.

II. RELATED WORK

As discussed in the previous section, the implicit communi-
cation mechanism provided by vehicle movement alone might
not be able to guarantee an efficient interaction between VRUs
and FAVs. This is why, in the last years, a number of interfaces
have been developed to elicit vehicles’ status and/or intentions.

1) Vehicle-mounted interfaces: the first interfaces proposed
relied on visual hints provided by equipment mounted on the
vehicle exterior. A first example is represented by the “Eyes
on a car” design [7], which aims to replace eye contact
between pedestrians and drivers of conventional vehicles with
digital eyes placed on the front lights. As soon as the vehicle’s
sensors detect a pedestrian intending to cross, the eyes start
staring at him or her to signal that it will stop to allow
crossing. Otherwise, the eyes gaze remains fixed on the road.
Experiments performed in a Virtual Environment (VE) showed
that pedestrians were faster in deciding whether to cross or not
when the interface was available. However, some users found
the eyes artificial, leading to an undesirable Uncanny Valley
effect [11], and not sufficiently reliable or safe.

Other interfaces were inspired by the well-known traffic
light metaphor. For instance, the concept in [8] is based on a
LED light placed in the vehicle’s front. Two lighting patterns
were proposed: green, flashing yellow, red (GYR), and white,
flashing red, red (WRR). For each set, the first color indicates
when it is safe to cross, the last color when it is not; to refer
to intermediate situations, the middle color is used. Studies
performed on this design confirmed that users were able to
properly associate colors to messages the vehicle intended to
communicate. However, the flashing red of WRR tended to be
(mis)interpreted as a danger signal rather than a warning one,

especially compared to the GYR flashing yellow. In another
study dealing with color codes [13], the authors suggested
to remove the intermediate warning state (collapsing it to
danger), as they realized that pedestrians tended to selfishly
cross even when they were putting the vehicle’s passengers
at risk. Authors also stated that an indication of approaching
vehicle could be more effective than a safe/unsafe to cross
information (though without any experimental evaluation).

Another type of interface which proved to be quite intuitive
for pedestrians consists in LED strips mounted in various
positions of the vehicle’s exterior. An example is given in
[9], [10]. In this implementation, the strip is mounted over
the windshield, and only the central LEDs are lighted while
driving. When a pedestrian in detected, LEDs start to light
from the center to the edges of the strip. During crossing, all
the LEDs are lighted, and when the vehicle resumes motion,
a reverted animation from edges to center is activated. Experi-
ments carried out with a Wizard of Oz technique on a specially
prepared vehicle showed that, after a short training, users were
able to properly use the interface. It is worth noting that, in [9],
two different experiments were run to gather both direct and
indirect measures of the pedestrian perceived safety. In [11], a
comparison between the above interface and a different design
with two strips on the vehicle’s sides was performed in a VE.
Users preferred the latter interface showing appreciation for
its intuitiveness and unambiguity, though continuous feedback
provided was judged as not particularly useful.

Other examples of this interface category are provided in
[14]–[16]. Besides the position on the vehicle’s exterior, the
main differences among the various designs lay in the strip’s
shape, in the lighting pattern, and in the color(s) used (and their
meanings). In some cases, the above features are combined
together. For instance, in [17], a flashing yellow light is used
to indicate that the vehicle is not yielding, whereas a blue light
moving from top to bottom indicates that it is going to stop;
a fading blue light shows that vehicle is waiting and, lastly,
flashing yellow is used again to indicate vehicle restart.

An alternative design, still based on a LED strip but
exploiting again anthropomorphic features like the interface in
[7], is the “Smiling car” [11]. The interface shows a horizontal
yellow line in normal driving conditions, which changes to
a smile when a pedestrian is detected to inform him or her
that the vehicle will yield. Based on studies performed in a
scenario involving one vehicle and one pedestrian [11], [18],
users found this interface as very simple to use and able to
provide unambiguous information.

LED panels have been used also to provide pedestrians with
written information on vehicle’s status (e.g., “Braking” [18])
or on what to do (e.g., “Cross now” [19]–[21]). Compared
with other interfaces, such a direct communication approach
did not prove particularly effective, due to possible readability
and language issues [11]. In some configurations, interfaces
request the pedestrians to notify their intention to cross with
a specific gesture. In this case, LED strips have been used to
inform them that gesture was correctly recognized [22].

2) Projection-based interfaces: the main limitation of
vehicle-mounted interfaces is that they communicate only by
means of visual signs placed on the vehicle, which may be
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poorly visible either because of adverse weather or lighting
conditions, or simply because the vehicle is still too far.

A way pursued to cope with these limitations consists
in projecting visual indications on the road. For instance,
the prototype interface in [23] projects a pattern of parallel
lines in front of the vehicle. Lines are perpendicular to the
driving direction, and get closer/farther when the vehicle is
decelerating/accelerating. Experiments performed with a real,
non-autonomous vehicle showed that pedestrians were faster
in deciding whether to cross or not, but they focused their
attention on the road rather than on the vehicle itself. In
[12], a more sophisticated projection pattern was used. During
normal driving, a wave-shaped red pattern is projected. When
a pedestrian is detected and vehicle starts to slow down,
pattern color changes to yellow. When vehicle has come to
a complete stop and crossing is safe, pattern changes into a
green crosswalk shape, which turns to red when vehicle is
going to restart again. The implementation proposed in [11],
characterized by a lower number of states, was rated as very
pleasant; it was also judged as futuristic, but this result could
be due to the particular vehicle the interface was mounted
onto. Despite the increased visibility, these interfaces may not
work well with all road conditions. Moreover, even though
they rely on the well-known crosswalk concept which should
be familiar for pedestrians, experiments indicated that these
interfaces induce a high mental workload.

3) Smart road interfaces: a different approach to support
vehicle-to-pedestrian communication consists in using the road
infrastructure itself. In the so called “Smart roads” concept,
visual hints are provided through LED panels embedded in
the road pavement to indicate when it is safe to cross (e.g., by
showing a white crosswalk) and when it is not (e.g., lighting
red bars on the sidewalk edge). For instance, the prototype
implemented in London [24] was judged as very trustworthy.
The main drawback of such interfaces is the cost associated
with updating the road infrastructure [11].

4) Multi-modal interfaces: the above designs rely only on
the visual communication channel, which is also the focus
of the present study. It is worth noticing, however, that this
choice makes these interfaces not suitable for all VRUs, e.g.,
for visually impaired persons. For this reason, multi-modal
interfaces including a combination of visual, audio and haptic-
based notifications have been proposed [25]. However, the
audio channel proved not particularly effective in noisy traffic.

5) AR interfaces: the last category in this review is rep-
resented by AR interfaces. Thanks to technological advance-
ments and the ever-larger availability of consumer-grade de-
vices [26], it is possible to imagine a not too distant future in
which pedestrians will wear their own AR glasses, enabling the
development of sophisticated vehicle-to-pedestrian and, more
generally, human-robot interaction paradigms [27]. However,
experiments in this field are still rare. In a recent study [28],
three concepts were explored. In the first one, AR visual hints
are exploited to show to the pedestrian, through a blue tape
overlapped to his or her field of view, the safer path to follow
for crossing the road; moreover, AR-based yellow arrows are
drawn in front of the vehicle to show where it could stop, if
needed. The second design, referred to as “safe zones”, uses

AR to draw large green regions indicating where it is safe to
cross, and red regions closer to the vehicle indicating where it
would be dangerous to cross. The third design is a combination
of the previous ones. A user study was performed, in which
participants were shown static representations of the three
designs. Despite the amount of visual indications provided,
participants preferred the third design.

The above review, which showed that various interface
categories have indeed been proposed but only a few of
them have been tested under representative and/or comparable
conditions, motivated the design of the simulation system and
the experimental analysis that are reported in this work.

III. SIMULATION SYSTEM

In this section, the VR-based system created to support the
study of the various interfaces is illustrated. In particular, the
simulation environment is presented first. Afterwards, inter-
faces implementation and scenario configuration are discussed.

A. Simulation environment

The simulation environment has been built on top of the
AirSim open-source software [29]. Originally developed by
Microsoft as a simulator for collecting data needed to train
computer vision algorithms for unmanned vehicles, AirSim
supports hardware-in-the loop simulations and is characterized
by an extremely high visual fidelity. Also, a “Windridge City”
urban scenario is provided free of charge.

However, the “as-is” performance of AirSim is not suit-
able for an effective fruition via immersive VR. Hence, data
collection from vehicle’s simulated sensors was disabled (as
not required in this work), and a number of optimizations
were implemented in order to target the minimum framerate
required for immersive experiences (90 frames per seconds or
more to prevent motion sickness). To this purpose, among the
graphics platforms supported by AirSim, Unity was selected;
optimizations leveraged ad-hoc functionalities available in this
graphics engine to improve the performance of the application
logic and of graphics processing.

In particular, concerning the former aspect, the novel Data-
Oriented Technology Stack (DOTS) paradigm was used, which
allows developers to exploit the parallel processing capabilities
and large cache availability of modern processors. The benefit
in performance is especially relevant for applications that need
to handle multiple instances of the same simulated object, in
this case the logic (and physics) of vehicles (and their parts,
like wheels) and of pedestrians. The above paradigm was
implemented by relying on the Unity’s architectural pattern
named Entity Component System (ECS) together with the C#
Job System, which enables an effective handling of frame-
synchronized multi-threading, and the Burst Compiler, which
allows for the generation of high-performance native code that
can exploit parallel hardware acceleration.

For the second aspect, the Unity’s Scriptable Render
Pipeline (SRP) was exploited, since it allows to better cus-
tomize graphics quality based on hardware capabilities and
application requirements. In particular, the High Definition
Render Pipeline (HDRP), which has been recently made
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(a) Baseline, B (b) Smile, S

(c) Projection, P (d) Smart road, M

(e) Safe roads, F (f) Safe roads extended, E

Fig. 1. Simulation environment and interfaces included in the evaluation
depicted while the vehicle is braking.

available for VR applications, was used. The HDRP allowed to
effectively manage the rendering of 3D elements with different
levels of detail (LODs) based on actual distance from the
user, to use dynamic resolution for reducing the workload
on the GPU, to enable efficient calculation of reflections,
transparencies and shadows, and to activate volumetric lighting
for realistic effects. Furthermore, the SRP supports the Shader
Graph (SG), which is a visual shader programming tool
that was of paramount importance to effectively backing the
implementation of the vehicle’s interfaces.

Finally, several minor changes were applied to the original
urban scenario like, among others, simplifying the colliders’
shape, activating GPU instancing on materials, and enabling
asynchronous map loading.

B. Interface selection and implementation

In order to provide the users with a reference implementa-
tion, a “Baseline” behavior was defined for the virtual FAVs,
in which no specific interface is available (Fig. 1a).

Braking was implemented as follows: as soon as the FAV
detects a pedestrian intending to cross, because close enough
to the sidewalk edge, looking either at the vehicle or at the
road, and within the detection range, it starts braking with a
constant deceleration. Deceleration is calculated by consider-
ing the current speed and aiming to reach a full stop at a certain
distance from the pedestrian; in preliminary experiments, other
deceleration strategies were found to largely alter the users’
perception of the interface behavior, as confirmed also by [30],
and hence were excluded from the evaluation. If the FAV is
not able to stop in due time (too fast and/or too close when
crossing starts), the horn is activated to signal the danger.

By default, AirSim’s built-in vehicles are provided with a
controller logic for driving them with keyboard or joystick.
However, in this work FAVs’ behavior described above was
scripted using the ECS, and speed was managed using a PID
controller (with output shaping) since, as it will be shown later,
only deceleration and acceleration on a straight path had to be
handled in the designed experiments.

By building on top of the above “Baseline” (abbreviated
B), one interface was implemented for each of the categories
discussed in detail in Section 2, focusing specifically on visual
interfaces. To this aim, we chose the interfaces that scored
better in experiments reported in previous literature. Neither
the FAV’s behavior nor the vehicle shape were altered to avoid
biases in the interface comparison [11].

For vehicle-mounted interfaces [11], [18], the “Smiling
car” concept was selected [11], later referred to as “Smile”
(abbreviated S). In normal driving conditions, an horizontal
straight yellow line is shown on the vehicle’s front side; when
a pedestrian is detected and the FAV starts braking, the line
turns smoothly into a smile (Fig. 1b) to signal that it will yield.

Among projection-based interfaces [11], [12], [23], the
concept originally presented in [12] was considered (later
named “Projection”, P). To foster comparability of results,
the implementation in [11] was used (Fig. 1c), but the sound
played at vehicle restart was removed in order to make the
interface rely only on visual indications, like the other ones.
The interface integrates a LED panel on the vehicle’s front
side, whose pattern changes based on actual projection: all
LEDs lighted in normal driving conditions, LEDs lighting
from edges to center while decelerating, LEDs lighting in the
crossing direction while stopped, then transition to the original
state at vehicle restart.

For the “Smart road” (M) category, the implementation
studied in [24] was selected (Fig. 1d). In the original work,
pedestrian detection is performed by the infrastructure (thus,
for instance, crosswalk marking appears even when there is
no vehicle approaching); in this study, detection was moved
onto the FAVs side. When there is no vehicle approaching,
the interface does not provide any feedback (like with the
other designs). When a vehicle is approaching, the interface’s
state is controlled by the vehicle itself, simulating a connection
established between the two entities; if the vehicle is able
to stop, a crosswalk appears together with the predicted stop
position, and white lines on the sidewalk edge are turned green
(otherwise, they are turned red and no crosswalk is shown).

Lastly, for the AR-based category, the third design in [28]
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leveraging AR hints for showing zones suitable/unsuitable for
crossing was chosen, later referred to as “Safe roads” (F).
The interface shows in front of the vehicle a yellow arrow,
terminated by a yellow bar whose length is equal to the
current estimated stopping distance (Fig. 1e). The arrow length
is determined only by the vehicle’s dynamics, and it is not
related in any way to pedestrian detection. When accelerating
or moving at cruise speed, the stopping distance is calculated
by applying a reference deceleration (deemed comfortable for
the passengers) of 3 m/s2 [31]. When braking, the stopping
distance is obtained by sampling a pre-calculated braking
curve at the current velocity: the curve is selected among
two alternatives (comfortable 3 m/s2, and maximum 6 m/s2),
picking the one with the lowest deceleration value still greater
than current deceleration. To reinforce the feedback provided
by the interface, the region of the road between the vehicle
and the arrowhead is colored red, the rest green. It is worth
observing that, since the arrowhead (and the colored region)
reflects solely the dynamics of the FAV, the pedestrian is not
provided with a clear, immediate indication of the fact that the
vehicle actually detected him or her, and will stop accordingly.

Since the goal of the present work was to study, in particular,
the effectiveness of AR-based vehicle-to-pedestrian interac-
tion, a further interface was added to the analysis. This choice
was motivated by the fact that, unfortunately, the interface in
[28] is one of the few concepts proposed so far that has still
to be tested by letting users actually experiment road crossing
with it. Hence, a new interface was designed, named “Safe
roads extended”, by combining key communication abilities
that were found in some of the best interface designs, but
were lacking in F. The behavior of the original yellow arrow
is maintained. However, a red tick is added on the arrow body
(Fig. 1f) to show the pedestrian where the vehicle would stop
in case of an emergency brake (6 m/s2): the distance between
the vehicle and the tick represents the minimum stopping
distance. Moreover, an additional blue arrow, with a blue bar
on the head, is drawn only when a pedestrian is detected
(thus avoiding unneeded visual clutter). The blue arrowhead
position is fixed as the vehicle’s speed decreases, showing the
(estimated) point where it will stop; thus, the pedestrian is
implicitly informed that he or she has been detected, and can
use this information to decide whether to cross or not.

C. Virtual scenario
In order to test the interfaces, a representative case study

within the selected VE had to be defined. Based on previous
literature, we decided to focus on an unregulated crossing sce-
nario [11], [20], which could become commonplace in urban
contexts populated only by FAVs. Moreover, in the absence of
other external signals (e.g., traffic lights), VRUs have to rely
on information provided by the FAVs’ interfaces only, leveling
out possible environmental contributions. In particular, a one-
way, 5m wide road was chosen, as done, e.g., in [11], [12]. In
this way, the users could ground their decisions to cross or not
on the observation of a limited number of vehicles moving on
a straight path rather than, e.g., on vehicles changing lanes or
stopping at different locations; evaluation metrics can also be
made independent of the crossing direction.

Following the approach adopted, e.g., in [20], [32], vehi-
cles were organized in a pattern whose characteristics were
controlled in order to ensure realism while at the same time
presenting the users a number of different situations stimu-
lating the various interfaces in many ways (Fig. 2). Cruise
speed was set to 50 Km/h (14 m/s) for all the vehicles, since
previous work indicates that above 40 Km/h the demographics
have low to no impact on the pedestrians’ behavior [33].
Since the experience was expected to strongly depend on
space (hence, time) separating the users from the approaching
vehicle, it was decided to vary the distances between con-
secutive vehicles, setting them to either 45m, 60m or 100m;
within the pattern, a pseudo-random distribution guaranteeing
a uniform distribution of the inter-vehicle distance was used.
So called “not-yielding” vehicles were also included in the
pattern: this characteristic has been used rarely in the literature,
but authors of works where it was not exploited lamented
the fact that its lack negatively influenced the realism of the
simulation [11]. These vehicles are essential to explore trust in
human-to-vehicle interactions in the presence of faulty FAVs.
Detection range of vehicles’ sensors was set to 60m, and
yielding vehicles were programmed to stop 5m ahead of the
crossing pedestrian.

IV. EXPERIMENTAL PROTOCOL

In this section, the experimental protocol devised to carry
out the evaluation will be illustrated in detail.

A. Experiment design and preparation

For each interface, the user is instructed to cross as quickly
and as many times as possible, whenever he or she feels it safe
to cross. The testing of each experience is concluded when the
following two conditions are met: the user has completed at
least 15 crossings in total and at least one per distance. This
choice ensures that the user experiences the full spectrum of
situations within a reasonable amount of time. Additionally, as
done in [20] a maximum limit to the duration of the simulation
was introduced, in our case an upper bound of 300 generated
vehicles was set. FAVs are set to become visible at 140m
(Fig. 2) and are allowed to queue, though queues are prevented
from growing too much in order to avoid long waiting times
that could be physically and/or mentally demanding in VR.
The user was informed that crossings in front of queued
vehicles would not be considered (they will be later referred
to as invalid crossings).

As done in almost all the works carried out so far, the user is
controlling the only pedestrian that can interact with vehicles
in the above scenario: in this way, it is possible to isolate the
contribution of his or her interactions with the approaching
vehicles from other possibly disturbing factors.

It is worth observing that interactions in more complex
scenarios could be investigated in the future using the devised
software, which already integrates a traffic simulation system
encompassing both vehicles and pedestrians (not used in the
experiments).

Experiments were designed according to a within-subjects
logic: all the subjects tested all the interfaces, starting with
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Fig. 2. Scenario devised for the experiment: pattern used for generating vehicles, visibility and detection ranges, safety stop distance, and crosswalk length.

the Baseline. Latin Square order was then used to define the
sequence of the remaining tests. In the future, it is reasonable
to expect that pedestrians will be accustomed with FAVs’
interfaces: we sought to replicate a similar condition in our
experimental setting by showing each subject a video to
familiarize with each interface prior to the virtual experience.
In each video, a pedestrian attempts to cross the road under
three different conditions: the vehicle is either too close to
stop (hence, it will pass by horning at the pedestrian), it is
forced to an emergency brake, or it has sufficient time to stop
smoothly. Videos shown to participants are made available1.

B. Hardware configuration and physical setup

The VR headset device selected to let the users immerse
themselves in the created VE was the Samsung Odyssey. It is
an HMD equipped with an AMOLED display with a resolution
of 1440×1600 pixels per eye, a refresh rate of 90Hz and a
horizontal field of view of 110◦. The headset supports 3D
audio and relies on inside-out tracking technology, meaning
that it does not requires external equipment to determine the
user’s (better, his or her head’s) and the controllers’ pose in
the real environment. An untethered setup was defined using
the MSI VR One Backpack PC to run the simulation. The
backpack integrates an Intel Core i7-7820HK and a NVidia
GeForce GTX 1070 in less than 3.5 Kg. Users could thus
walk in a physical space mapping one-to-one with the selected
portion of the VE where they were expected to cross. This
setup was expected to lead to a more realistic experience,
boosting the sense of immersion and presence [34].

C. Objective evaluation metrics

During the simulation, user’s behavior is logged by collect-
ing several quantitative measures. For each interaction with
an approaching vehicle, the system records the time at which
the pedestrian is detected (and the vehicle starts braking,
thus initiating the negotiation) and the time at which the
pedestrian reaches the opposite sidewalk, i.e., the crossing
ends (Fig. 2). Crossing time (CT), calculated as the difference
between the above times, is logged; previous works speculated
that it may be associated with user’s uncertainty [11]. When
the user enters the road, the distance of the approaching
vehicle (distance at crossing, or DAC) and its speed (speed
at crossing, or SAC) are recorded. The interval between the
time the user was detected and he or she left the sidewalk
(and negotiation ends) is defined as decision time (DT). The

1Videos: https://youtu.be/RoPURY1dlZE

system also keeps track of possible collisions with the vehicles.
Aborted crossings, occurring when the user gets off and on the
same sidewalk (without reaching the opposite one), are also
recorded. An efficiency metric was defined as the total number
of valid crossings (i.e., non-invalid and non-aborted) divided
by the time elapsed from the first to the last crossing.

D. Subjective evaluation metrics

To further evaluate users’ experience, a questionnaire2 was
developed based on previous literature on the subject.

A before-experience section (BEQ) collects demographic
information about the participant, as well as his or her opinion
about FAVs, crossing habits, and experience with technologies
used in the experiments. Possible symptoms associated with
motion sickness are recorded using the Simulation Sickness
Questionnaire (SSQ) [35].

Afterwards, the testing of the individual interfaces begins.
The after-video tutorial section (ATQ) aims at ensuring that
the interface functioning has been fully understood prior to
the actual VR experience: the user is required to answer some
questions, describe the interface behavior in words and sketch
a graphical representation on paper. Then, the after-interface
questionnaire (AIQ) is used to investigate various dimensions
of vehicle-to-user interaction after the VR experience (lasting
approximately 10 minutes). The AIQ combines questions
from the Trust Scale (TS) [36], the System Usability Scale
(SUS) [37], the NASA Task Load Index (NASA-TLX) [38]
and the Short User Experience Questionnaire (UEQ-S) [39].
Additional, custom questions are used to, e.g., investigate the
level of perceived safety associated with a given interface,
including whether the participant has felt the need to wait for
the vehicle to come to a full stop before attempting to cross.
Finally, the participant is requested to rate a number of features
of the tested interface (perceived safety, familiarity, workload,
etc.) with respect to the Baseline.

After testing all the interfaces, a post-experience question-
naire (PEQ) is administered, which includes questions from
the SSQ to evaluate possible discomforts due to the VE,
from the VRUse tool [40] to determine the usability of the
VR simulation, and from the iGroup Presence Questionnaire
(IPQ) [41] to measure immersion and presence. Additional
questions verify that the proper level of realism is reached in
the simulation. Finally, the participant is asked to rank (without
ties) all the interfaces based on individual features and overall.
A final open interview concludes the experience.

2Questionnaire: http://tiny.cc/6xoksz

https://youtu.be/RoPURY1dlZE
http://tiny.cc/6xoksz
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E. Data analysis

Collected data were analyzed using MS Excel with the Real-
Statistics add-on (v7.1). Comparative analyses were performed
using Friedman’s test (pass condition was set at p ≤ 0.05).
Post-hoc comparison on pairwise groups was further applied
using the Conover’s test. For non-comparative questionnaire
items, Cronbach’s Alpha (α) on clusters of related items was
computed to test internal consistency. Interface rankings in
the PEQ were aggregated using a Bucklin voting system; in
particular, the relative placement scoring system (RPSS) [42]
was applied considering a majority of half of the sample size.

V. RESULTS

Experimental evaluation involved 12 volunteers (8 males,
4 females) aged between 24 and 46 (M = 28.00, SD =
4.68). Participants were selected among Politecnico di Torino
students and from the authors’ social networks. Based on
demographic information collected from the BEQ, 17% of the
participants were unfamiliar with immersive VR (never used,
or used once), whereas 83% said they use this technology very
often or on a daily basis. Participants reported crossing the
roads under non-regulated conditions either very often/daily
(50%) or occasionally (50%), and were on average trustworthy
about FAVs (M = 3.42, SD = 0.78, α = 0.77). In the
following, experimental results will be presented, focusing first
on the participants’ perception of the VE and of simulation
quality, since possible discomforts associated to the use of
VR could introduce biases in the evaluation. Afterwards, their
experience with the various interfaces will be compared by
leveraging subjective feedback and objective measurements.

A. Virtual experience and simulation quality

No significant effect was registered on pre-post experience
conditions (p-value computed using the two-tailed Mann-
Whitney U-test) for the three SSQ clusters, i.e., oculomotor
(O), disorientation (D), and nausea (N ) symptoms, as well
as overall (T ): ∆O = 13.3 ± 18.6 (p = 0.08), ∆D =
8.1 ± 15.5 (p = 0.48), ∆N = 14.3 ± 37.4 (p = 0.51), and
∆T = 14.3 ± 22.4 (p = 0.07). Hence, psychophysiological
alterations related to motion sickness that could have affected
participants’ attention level, reaction time, etc. apparently had
no significant influence on the experiments.

Results from the IPQ shows that participants experienced
a fairly good general sense of presence in the VE (M =
4.0, SD = 0.58), and assigned medium-high scores for the
remaining indicators, i.e., spatial presence (M = 3.56, SD =
0.46, α = 0.80), involvement (M = 3.10, SD = 0.66, α =
0.76), and realism (M = 3.10, SD = 0.50, α = 0.78).

Participants were also satisfied with the operation of the
locomotion technique (M = 4.42, SD = 0.50, α = 0.79), as
well as with the visual quality and the simulation fidelity of the
VE (M = 4.08, SD = 0.50, α = 0.72). Scores related to the
perception of the FAVs, as measured by the PEQ, are reported
in Table I (α = 0.76). Participants were satisfied overall with
the FAV simulation. Based on open feedback collected after
the experiments, lower scores assigned to some questions were
due to the non-yielding behavior of some vehicles which,

TABLE I
FAV SIMULATION PERCEPTION. INVERTED ITEMS ARE MARKED WITH *.

Item M SD

You think that vehicles were driven by a human (1)
or were fully autonomous (5) 3.75 0.72

The FAVs showed adequate decision making skills 4.17 0.56
The FAVs struggled in case of sudden, unexpected
or abrupt pedestrian behavior* 2.08 1.04

The FAVs made mistakes* 2.08 0.96
The FAVs seemed intelligent 3.83 0.56
Overall, you are satisfied about FAV simulation 4.00 0.59

as said, was intentionally introduced to simulate failures in
pedestrian detection: in this respect, 75.0% of the participants
stated that they felt awkward when, right in the middle of the
crossing, the vehicle sometimes did not recognize them (and
they ascribed this behavior to faulty, or not smart enough,
FAVs). Few participants reported also that they found FAVs
too polite with pedestrians compared to how a human driver
would behave in such situations.

B. Interface comparison

Once the representativeness of the simulated scenario was
validated, the analysis moved to comparing selected interfaces.

1) Subjective results: Ranking of the features analyzed in
the PEQ were first analyzed. Results aggregated with the RPSS
are reported (together with pairwise significances) in Table II.
Considering the various features, all the interfaces were ranked
significantly higher than B (apart from familiarity, as it could
be expected); this finding suggests that the introduction of a
vehicle-to-pedestrian interface was effective. Worth to mention
are the different placements of the two AR interfaces; accord-
ing to participants preferences, E significantly outperformed
F for most of the features. The least significant differences
were obtained for cognitive workload: only S was judged as
significantly less demanding in terms of mental effort than B,
M, F and E. In fact, S was also ranked frequently among the
two best interfaces, largely overcoming E in features regarding
immediateness (like ease of use and intuitiveness).

Very similar considerations can be made based on rankings
assigned in the AIQ: by performing a consistency check be-
tween the two observations (AIQ, PEQ) of the same features,
all reached significant levels with high correlation (ρ ≥ 0.83),
except ambiguity (p = 0.16) and latency (p = 0.27).

Like for mental demand, none of the NASA-TLX indicators
(normalized to interface B on a per-sample basis) were found
to be significant, with the exception of S that was considered
as less demanding than B (p = 0.01).

The best and second-best interfaces along each dimension
are highlighted in Table II. It can be concluded that, while
both S and E stood out from the other interfaces, S required
a lower effort for the user. Comparing the AR interfaces,
participants were more effective in completing the crossing
task (higher efficiency, lower latency) when using E. The
blue arrow included in E could justify its significantly higher
ranking in terms of visibility. Importantly, both S and P were
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TABLE II
RANKINGS AND P-VALUES FOR PAIRWISE COMPARISONS. AGGREGATED RANKING IS CALCULATED BY COMBINING INDIVIDUAL FEATURE RANKINGS

(OVERALL EXCLUDED). REMAINING RANKINGS ARE OBTAINED DIRECTLY FROM PEQ ANSWERS. INVERTED ITEMS ARE MARKED WITH *.

B S P M F E B-S B-P B-M B-F B-E S-P S-M S-F S-E P-M P-F P-E M-F M-E F-E

Overall 6 2 3 4 5 1 0.00 0.00 0.04 0.02 0.00 0.68 0.02 0.03 0.50 0.05 0.07 0.28 0.84 0.00 0.01
Safety 6 2 3 4 5 1 0.00 0.00 0.00 0.01 0.00 0.58 0.21 0.04 0.40 0.07 0.01 0.78 0.40 0.04 0.00
Familiarity 1 3 4 2 5 6 0.00 0.00 0.04 0.00 0.00 0.22 0.00 0.02 0.00 0.00 0.22 0.00 0.00 0.00 0.01
Intuitiveness 6 1 3 2 5 4 0.00 0.05 0.03 0.81 0.40 0.28 0.34 0.00 0.03 0.90 0.03 0.23 0.02 0.19 0.28
Mental workload* 6 1 2 3 4 5 0.00 0.13 0.30 0.73 0.82 0.11 0.04 0.01 0.01 0.64 0.25 0.20 0.49 0.42 0.91
Efficiency 6 2 3 4 5 1 0.00 0.00 0.01 0.00 0.00 0.58 0.08 0.22 0.13 0.22 0.49 0.04 0.58 0.00 0.01
Ambiguity* 6 1 2 3 5 4 0.00 0.00 0.01 0.08 0.00 0.63 0.28 0.05 0.47 0.55 0.15 0.81 0.40 0.72 0.23
Ease of use 6 1 2 3 5 4 0.00 0.00 0.03 0.16 0.02 0.25 0.01 0.00 0.02 0.12 0.02 0.20 0.44 0.80 0.30
Latency* 6 2 3 5 4 1 0.00 0.10 0.31 0.13 0.00 0.01 0.00 0.01 0.70 0.53 0.90 0.03 0.61 0.01 0.03
Visibility 6 4 5 3 2 1 0.00 0.02 0.00 0.00 0.00 0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.24 0.00 0.02
Aggregated 6 2 3 4 5 1 0.00 0.00 0.02 0.04 0.00 0.45 0.11 0.05 0.90 0.38 0.24 0.38 0.75 0.05 0.04

Fig. 3. Results of the UEQ-S: overall, as well as pragmatic and hedonic quality dimensions shown (p-values reported for significant pairwise comparisons).

TABLE III
TRUST AND SAFETY. MEANS (STANDARD DEVIATIONS), AND P-VALUES FOR PAIRWISE COMPARISONS. INVERTED ITEMS ARE MARKED WITH *.

B S P M F E B-S B-P B-M B-F B-E S-P S-M S-F S-E P-M P-F P-E M-F M-E F-E

Trust 27.0(7.1) 37.3(3.2) 34.3(7.6) 33.4(6.6) 33.2(6.2) 36.3(6.1) 0.00 0.00 0.01 0.03 0.00 0.74 0.11 0.03 0.74 0.20 0.05 1.00 0.56 0.20 0.05
Safety 2.3(1.0) 4.2(1.2) 3.9(1.1) 3.5(0.3) 3.4(0.6) 4.2(0.6) 0.00 0.00 0.00 0.02 0.00 0.66 0.11 0.03 0.88 0.25 0.05 0.77 0.51 0.15 0.04
Hesitancy* 3.3(0.8) 2.2(0.4) 3.1(0.0) 2.1(1.0) 2.8(1.0) 2.1(1.4) 0.01 0.46 0.00 0.18 0.00 0.04 0.55 0.13 0.46 0.01 0.55 0.01 0.04 0.89 0.03
Cautiousness 4.9(0.6) 5.0(0.7) 4.2(0.9) 4.5(1.3) 4.8(0.9) 4.8(0.4) 0.27 0.03 0.10 1.00 1.00 0.00 0.01 0.27 0.27 0.58 0.03 0.03 0.10 0.10 1.00
Rashness 2.0(1.0) 3.4(1.2) 3.3(1.2) 3.2(1.2) 3.0(0.4) 3.6(1.2) 0.00 0.00 0.00 0.00 0.00 0.68 0.54 0.18 0.89 0.84 0.34 0.58 0.45 0.45 0.14

deemed less visible than the other interfaces (as expected), but
for S this aspect was not considered detrimental to safety.

Moving to the other dimensions characterising the user
experience that were investigated more in depth through the
UEQ-S, as reported in Fig. 3 all the interfaces performed
significantly better than B, whereas M was significantly the
worst interface (although not significantly with respect to F).
Analyzing separately the dimensions addressed by the ques-
tionnaire, S was considered as significantly more pragmatic
than the other interfaces, except E; moreover, focusing on the
AR interfaces, only E was judged better than B in this respect.
Concerning the hedonic dimension, M was judged worse than
both E and P, E overcame F, and P was rated better than M.

With respect to overall usability, according to SUS results
all the interfaces were rated from “good” to “excellent”,
and no significant differences were observed (p = 0.11): B
(M = 84.6, SD = 10.2), S (M = 90.6, SD = 6.2), P
(M = 84.0, SD = 17.8), M (M = 79.8, SD = 10.4), F
(M = 79.8, SD = 13.4), E (M = 76.1, SD = 23.2).

Items of the AIQ pertaining trust and safety are reported in
Table III. Based on the TS, all the interfaces were found to
be more trustworthy than B; furthermore, S, P, and E scored
significantly better than F. The same trend was observed also

for the perceived safety. An interesting aspect to analyze is
hesitancy (“I felt the need to wait for the vehicle to stop before
starting to cross”): interfaces that provide an instantaneous
indication of the predicted stop position (M and E) scored
significantly better than those that do not offer such a feedback
(B, P, F). The importance of providing the VRU with some
explicit feedback that the vehicle recognized him or her (not
necessarily indicating the predicted stop position) is confirmed
by the fact that F did not reach significance when compared
with B. Surprisingly, S obtained intermediate scores for this
factor, performing significantly better than both B and P
(though not differently than M, F and E). Related to aspects
above there is the item regarding cautiousness, intended as the
participants predisposition to cross when vehicles were still
far away (“I felt safe to cross when FAVs were distant”): as
one could expect, P performed significantly worse than other
interfaces (S, F, E, and B), whereas S scored unexpectedly
better than M. Based on open feedback, this result could be due
to the fact that the interface induced the participants not to look
at the vehicle but just at the indications shown close to their
feet. Results concerning rashness, intended as the participants
predisposition to cross when vehicles were close to them, are
also reported, although significance was found only for the
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Fig. 4. Decision time (lower is better): overall, and for the various distances considered (p-values reported for significant pairwise comparisons).

comparisons with B.
Remaining aspects analyzed through subjective metrics did

not showed significant differences for the various interfaces.
2) Objective Results: Data analysis on CT highlighted no

significant difference among the various interfaces (p = 0.31).
Despite previous speculations, this result is not surprising,
since it may suggest that, once the VRU has concluded the
negotiation with the FAV (decided to cross or not), the urgency
to complete the task and the trust in the FAV are predominant
on his or her behavior compared to other possible information
provided by the vehicle’s interface.

More insights can be obtained by focusing on the distribu-
tion of DT in Fig. 4. Considering all the distances together
(overall), only P did not score significantly better than B, and
both of them showed significantly higher DT values compared
to the other interfaces (S, M, F, E). Furthermore, M performed
significantly worse than both the AR interfaces (F, E) as well
as of S, and no difference was spotted among them (S, F,
E). Further considerations can be made by analyzing results
for the various distances. Participants showed significantly
lower DTs for M compared with B at 100m and 45m, but
not at 60m. Differences with respect to other vehicle-mounted
interfaces tend to reduce at higher distances. This behavior
can be observed for M against S (100m) and for M against P
(100m, 60m). The only interface able to outperform M at any
distance was E. F was able to consistently perform better than
M just at 60m; however, at that distance, F was significantly
worse than E. At intermediate distances, the only interface
capable of consistently offer significantly lower DTs was E.
A significantly high correlation (ρ = 0.89, p = 0.02) was
found between the overall DT and perceived latency (AIQ),
which is a confirmation of the agreement between objective
and subjective results.

Another indicator that is worth discussing is the speed at
which the FAV was moving when the pedestrian started cross-
ing the road (SAC). Even though this speed is undoubtedly
linked to DT, this is also influenced by other factors, as stated
in [11]. It is also more unbiased that other metrics like, e.g.,
the DAC, which depends on the vehicle distance class. As
shown in Fig. 5, considering all the distances (overall) the
rank from best to worst is as follows: E, F, S, M, B, and P. All
pairwise comparisons were significant, except E-F (p = 0.29)

and B-M (p = 0.86). Importantly, the fact that SAC for P
was even lower than for B confirms the subjective finding
concerning cautiousness. Furthermore, P is the only interface
for which SACs for the three distances were not statistically
different (p = 0.09). For all the other interfaces, SAC values
are significantly lower at 100m than both at 60m and 45m
(p ≤ 0.001). Only F had significantly degraded performance
at small distances (60m with respect to 45m).
Coming back to Fig. 5, digging into the behavior of SAC
for the different distances it is possible to note that the B-
M, B-S, and S-M pairs gain significance merely at small
distances (45m). On the contrary, B-F, B-P, and F-P pairs
gain significance at medium and large distances (60m and
100m). A possible interpretation for these findings could be
that the closer the vehicle is, the more important is for the
VRU to have a clear confirmation that it has been detected,
and this relevance fades out as the distance grows. Moreover,
although the trend for M-F could appear as contradictory, it
could be easily explained by the fact that participants tended
to take a confirmatory look at the vehicle for small distances
after receiving the feedback from the road interface, hence
delaying the time they actually started the crossing. Another
interesting aspect is that both the AR interfaces performed
better than the other interfaces (S included) at 100m and 60m;
then, at 45m, F fell behind both S and E, thus providing further
evidence of the importance to provide VRUs with a detection
feedback, especially at small distances. A possible explanation
for this result could be that AR interfaces are characterized
by a higher visibility, as confirmed by a correlation analysis
with PEQ subjective visibility: ρ100m = −0.89 (p = 0.02),
ρ60m = −0.83 (p = 0.04), ρ45m = −0.77 (p = 0.08). It
is worth observing that also SACs at 45m were found to be
significantly correlated (ρ = 0.83, p = 0.04) with the AIQ
rashness item, suggesting that the latter could be a good metric
for subjective observations.

Concerning aborted crossings and collisions, no significant
differences were found among the various interfaces. Finally,
regarding efficiency (i.e., the number of valid crossings nor-
malized to the simulation time), Fig. 6 indicates that the most
inefficient interface was P, which resulted even statistically
equivalent to B. S, M, and E were found to be comparable
too, whereas E appeared significantly more efficient than F.
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Fig. 5. Speed at crossing (higher is better): overall, and for the various distances considered (p-values reported for significant pairwise comparisons).

Fig. 6. Objective efficiency (higher is better): no distinction was made based
on distances (p-values reported for significant pairwise comparisons).

Objective efficiency was significantly correlated with the AIQ
subjective efficiency (ρ = 0.83, p = 0.04).

C. Key findings

Hereafter, the key aspects of each interface as emerging
from collected measurements are summarized, by considering
also open feedback collected through the interviews.

1) Smile (S): It proved overall to be one of two best
interfaces. It is based on a very simple concept, which
results in high efficiency and intuitiveness, and low mental
effort. However, at large distances it is poorly visible (all
the participants mentioned this issue); furthermore, 33% of
the participants would have also preferred it to include an
additional state (“frown”) to signal when the FAV has seen
them (horn activated) but cannot stop safely, and 17% of them
found not ideal the lack of a predicted stop position indication.

2) Projected (P): It suffers as well from visibility issues;
however, its main drawback is the limited efficiency, which
can be attributed to its semantics. Even though it is considered
very pleasant (hedonic quality), participants tend to wait for
the green indication (that is showed only when the vehicle
has come to a full stop); according to 50% of the participants,
the red crosswalk sign is not a clear indication that the FAV
actually detected the pedestrian (they suggested to use the
yellow color to that purpose, mimicking traffic lights). Lastly,

92% of the participants found the vehicle-mounted LED panel
useless or even did not notice it all.

3) Smart roads (M): Even though it was judged as very
familiar and visible, overall it did not score well compared
to other interfaces. The main negative aspect, pinpointed by
92% of the participants, was the fact that, differently than all
the other interfaces, it is not visually entangled to the FAV:
hence, once a change in the interface is noticed, participants
tend to double-check the incoming vehicle to ensure that the
interface feedback is coherent with vehicle dynamics (i.e., it
is braking). Moreover, 33% of the participants would have
preferred an additional state indicating whether the vehicle
was successfully connected to and communicating with the
smart road, in order to distinguish the case of faulty pedestrian
detection from faulty connections (which were not simulated).

4) Safe roads (F): Although, based on objective metrics, it
scored similarly to the extended version, from the subjective
viewpoint it was often rated worse than the other interfaces.
This result could be explained by the fact that, being the two
AR interfaces very similar to each other and at the same time
very different from all the others, participants may have faced
psychological biases, such as the Weber–Fechner law [43] and
the distinction bias [44], making them overestimate the actual
differences. The main objective difference was in the SAC at
small distances, which was a clear indication of the greater
safety provided by the extended version compared to the
original design. By considering also poor ratings concerning
mental workload, this interface is not particularly appealing
compared to considered alternatives. Notwithstanding, 50%
of the participants expressed their appreciation for the hints
provided by the green/red regions drawn on the road.

5) Safe roads extended (E): It was considered as one of
the two best interfaces, although more complex, mentally
demanding, and less intuitive compared to the first design.
Participants appreciated in particular its high visibility and the
visual connection to the vehicle, as well as the indication used
to simultaneously provide the pedestrian detection feedback
and the predicted stop position. It was the only interface
deemed capable of fostering trust at any distance. It is worth
remarking that 92% of the participants would have preferred
fewer indications (only one participant would have liked more
information), and 50% of them considered not fundamental
the arrows showing the vehicle’s dynamics (yellow and red);
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17% of the participants found the red tick useful, but not the
yellow arrow (as it provides a duplicated information).

D. Considerations and remarks

It is worth observing that, despite the efforts put in car-
rying out a fair and representative comparison, results and
commentary reported above can be considered as valid only for
the scenario configured for the experiments. Different settings,
encompassing, e.g., a multi-lane and/or two-way traffic could
introduce important challenges for the considered interfaces,
which would require further investigations. For instance, one
could validate speculations on the fact that performance of
interfaces providing at a glance a feedback about safe zones
for the whole road width (like M, F, E) may be boosted in such
a scenario. Similarly, one could study whether having multiple
agents (either avatars controlled by the simulation or other
user-controlled pedestrians) crossing the road simultaneously
to the user-controlled pedestrian may lead to different com-
munication patterns between the FAVs and the VRUs. In fact,
this configuration could be extremely penalizing for interfaces
conceived only for one-to-one communication like, e.g., S (as
a VRU could hardy determine whether the smile was directed
to him or her or to other agents). However, S could be possibly
implemented in practice not as a vehicle-mounted one but as
an AR interface: thus, the design would become similar to
experimented solutions in which each VRU gets a different
feedback for the same vehicle. In this case, future experiments
should focus on digging into possible impact of current
technological limitations of wearable AR devices, e.g., related
to their limited field of view. Still concerning the evaluation
perspective, it shall be observed that the sample size of the user
study reported in this work and its characteristics (e.g., the fact
that participants were all Italians and accustomed to cross in
unregulated conditions, etc.) may not be fully representative
of all the potential end-user categories. Hence, future works
should also consider cultural factors and personal behaviors
of study participants, since it can be easily expected that they
could have a non-negligible impact on users’ preferences.

VI. CONCLUSIONS

In this paper, a careful selection of the most promising
state-of-the-art and newly proposed interfaces for FAV-to-VRU
interaction were compared through a user study by considering
a common experimental scenario represented by pedestrian
crossing. Comparison was performed in an immersive VE, in
which a single, user-controlled VRU was requested to cross a
one-way road under non-regulated conditions.

Results obtained using subjective and objective metrics
outlined the importance to provide the users with a clear
feedback about the pedestrian detection process, and to ensure
high visibility. Moreover, the study proved the potential of AR-
based interfaces in supporting effective vehicle-to-pedestrian
communication (and, to the best of the authors’ knowledge,
represents the most extensive analysis of such interfaces). In
particular, one of the newly proposed AR-based interfaces
(namely, E) outperformed the other designs for what it con-
cerns the above requirements; it was also characterized by a

higher efficiency, and it was the only interface to be judged
as capable of inducing in the users a high sense of safety
independently of the vehicle distance. However, state-of-the-
art designs leveraging anthropomorphic features displayed on
vehicle-mounted LED panels (like S) proved to be charac-
terized by a lower cognitive effort and a higher intuitiveness
(and ease of use, in general). Despite these findings, none
of the considered interfaces stood out for all the analyzed
dimensions. Nevertheless, the outcomes of this study provide
precious indications that could be used to shape interaction
paradigms and technologies of future FAVs ecosystem.
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