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From Users’ Intentions to IF-THEN Rules in the Internet of Things

FULVIO CORNO, Politecnico di Torino
LUIGI DE RUSSIS, Politecnico di Torino
ALBERTO MONGE ROFFARELLO, Politecnico di Torino

In the Internet of Things era, users are willing to personalize the joint behavior of their connected entities, i.e., smart devices and online service, by means of trigger-action rules such as "IF the entrance Nest security camera detects a movement, THEN blink the Philips Hue lamp in the kitchen." Unfortunately, the spread of new supported technologies make the number of possible combinations between triggers and actions continuously growing, thus motivating the need of assisting users in discovering new rules and functionality, e.g., through recommendation techniques. To this end, we present HeyTAp², a semantic Conversational Search and Recommendation (CSR) system able to suggest pertinent IF-THEN rules that can be easily deployed in different contexts starting from an abstract user’s need. By exploiting a conversational agent, the user can communicate her current personalization intention by specifying a set of functionality at a high level, e.g., to decrease the temperature of a room when she left it. Stemming from this input, HeyTAp² implements a semantic recommendation process that takes into account a) the current user’s intention, b) the connected entities owned by the user, and c) the user’s long-term preferences revealed by her profile. If not satisfied with the suggestions, the user can converse with the system to provide further feedback, i.e., a short-term preference, thus allowing HeyTAp² to provide refined recommendations that better align with the her original intention. We evaluate HeyTAp² by running different offline experiments with simulated users and real-world data. First, we test the recommendation process in different configurations, and we show that recommendation accuracy and similarity with target items increase as the interaction between the algorithm and the user proceeds. Then, we compare HeyTAp² with other similar baseline recommender systems. Results are promising and demonstrate the effectiveness of HeyTAp² in recommending IF-THEN rules that satisfy the current personalization intention of the user.

CCS Concepts: • Information systems → Recommender systems; Retrieval tasks and goals; Users and interactive retrieval; • Human-centered computing → Natural language interfaces; Interactive systems and tools; • Theory of computation → Semantics and reasoning; Abstraction.
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1 INTRODUCTION

The number of people using the Internet has passed 4.5 billion marks in January, 2020, with more than 3.8 billion people actively using online services such as messaging platforms and social media [9]. In the Internet of Things (IoT) era, everyday objects are no longer disconnected from the Internet and they can be controlled remotely [39]. The advent of the IoT already helps society in many different ways [17]: people can interact with a multitude of "smart" devices, ranging from lamps and thermostats in their homes, to building management systems in their workplaces. As a result, users can easily access a complex network of connected entities, be they smart devices or online services, that can communicate with each other, with humans, and with the environment.

In this scenario, End-User Development (EUD) [38] aims at putting customization mechanisms in the hands of end users, i.e., the subjects who are most familiar with the actual needs to be met [31]. Starting from iCAP [27], an early rule-based system for building context-aware applications, previous work demonstrated that EUD techniques can be effectively adopted to personalize the functionality of connected entities in different contexts, including mobile environments [42], smart homes [13, 52], and the web [24, 50]. Nowadays, in particular, several commercial platforms such as IFTTT [1], Zapier [3], and Microsoft Flow [2] are becoming popular [26]. These platforms typically adopt the Trigger-Action Programming (TAP) paradigm, i.e., they allow the definition of IF-THEN rules in the form of “if something happens, then perform an action.” Users can therefore reuse or manually compose rules such as “if I publish a photo on Facebook, then upload it to my Google Drive,” or “if the Nest security camera detects a movement, then blink the kitchen’s Philips Hue lamp.”

To reuse a rule, users can browse popular rules already created and shared by other people. To define a rule, instead, users have to link together a trigger and an action by exploiting wizard-based procedures, as shown in Figure 1.

While TAP could potentially satisfy most of the behaviors desired by users [52], reusing and composing rules in contemporary TAP platforms is challenging. Previous work [20, 34, 52, 53] highlighted many interoperability, scalability, and understandability challenges that arise from the "low-level" of abstraction of the representation models adopted by such platforms. In these platforms, indeed, smart devices and online services are typically modeled on the basis of the
underlying brand or manufacturer [20], and as the number of supported technologies grows, so
do the design space, i.e., the combinations between different triggers (ifs) and actions (thens).
Consequently, also the number of shared and publicly available rules is growing. This generates a
problem of information overload: Zapier, for example, supports more than 1,000 devices and web
applications, each one with its own triggers and actions, while the number of publicly available and
reusable rules on IFTTT already exceeded 200,000 in September, 2016 [53]. Users are, moreover,
forced to know in advance any involved technological detail, and they have to define several rules
to program their ecosystems, i.e., every connected entity needs to be managed separately. As a
result, they often experience difficulties in discovering rules and their related functionality [53],
and TAP becomes a complex task for people without any previous programming experience [35].

Popular conversational agents such as Amazon Alexa [4] and Google Assistant [5] opened the
way for interacting with smart devices and online services in a more abstract way, via conversation.
Besides allowing users to ask for information and directly control other connected entities, some
conversational agents can be exploited to set up routines in the form of trigger-action rules, e.g.,
to turn on a smart lamp when the user says a given sentence. Unfortunately, these end-user
personalization capabilities are segregated in the mobile apps of these systems, only, and they take
no advantages from the NLP and vocal capabilities of the devices on which they are installed [25].
Only few recent works [22, 35] started to investigate the possibility of using conversational systems
to define IF-THEN rules. However, the proposed systems either adopt semi-automated procedures,
e.g., by leveraging crowd workers [35], or they employ simplistic recommendation processes that
greedily suggest all the rules that can be linked to the collected users’ inputs [22].

In this paper, we present HeyTAP², a semantic Conversational Search and Recommendation
(CSR) system able to automatically suggest pertinent IF-THEN rules that can be easily finalized
and deployed in different contexts starting from an abstract description of a user’s personalization
intention. Differently from traditional recommendation systems, users can explicitly “guide” the
recommendation process by specifying, in high-level terms, what they would like to personalize.
Furthermore, unlike existing “single-shot” approaches, users can iteratively dialogue with HeyTAP²
to dynamically refine the received recommendations, that become more precise as long as the
interaction between the user and the system proceeds.

Through a natural language dialogue (exemplified in Figure 2a), the user first communicate her
current high-level intention to a conversational agent, e.g., to increase the temperature of an indoor
environment when she is going into it. The content of this conversation is mapped to information
that can be extracted from reusable semantic vocabularies shared on the web [54]. Stemming from
this extracted intention, HeyTAP² recommends n candidate IF-THEN rules that are both supported
by the user’s connected entities and that can satisfy the intention, while reflecting her long-term
preferences revealed by her user profile. If the user cannot find a rule that fully satisfies her intention,
HeyTAP² implements a preference-based feedback approach [49] by iteratively collaborating with
the user to get further feedback and thus refining the recommendations. At each refinement
cycle, in particular, the user can provide HeyTAP² with a short-term preference by selecting the
recommended rule that is more in line with the intention (Figure 2b). Such an information is used
to re-weight candidate rules and promote the recommendations of items that are similar to the
provided feedback.

Besides presenting HeyTAP², we show how it can be configured to balance the current user’s
intention and her long-term preferences, as well as to take into account positive and negative
feedback extracted during the refinement cycles between the user and the system. We evaluate
such a CSR system through different offline experiments with simulated users and real-world
data. First, we test the recommendation algorithm in different configurations, and we show that
recommendation accuracy and similarity with target items increase as the interaction between the
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Hi! I'm HeyTAP, what would you like to do automatically?

I would like to increase the temperature of my places when I'm going into them.

I recommend these rules... is there a rule that matches your intention?

Fig. 2. HeyTAP$^2$ is a semantic-based Conversational Search and Recommendation (CSR) system that suggests IF-THEN rules for the personalization of smart devices and online services starting from an abstract user’s need. The user can get recommendations by expressing her current personalization intention through a natural language dialogue with a conversational agent (a). If the user cannot find a rule that fully satisfies her needs, she can provide further feedback and get refined recommendations (b).

The remainder of this paper is structured as follow. Section 2 discusses related works. Section 3 presents the overall HeyTAP$^2$ system, by exemplifying its usage. Section 4 formally describes the conversational and semantic recommendation approach adopted by HeyTAP$^2$. The different offline experiments with simulated users and real-world data are reported in Section 5, while results and limitations are discussed in Section 6. Eventually, Section 7 concludes the paper.
2 RELATED WORK

2.1 Trigger-Action Programming in the Internet of Things: Issues and Opportunities

Thanks to the IoT, people are increasingly moving from passive consumers to active producers of information, data, and software [41]. The IoT, in particular, facilitates the creation of heterogeneous ecosystems [31] that can be exploited by users to access functionality and data provided by the so-called “smart objects” [10], i.e., interconnected devices equipped with electronics, sensors, and actuators. In this scenario, even end users, i.e., the most suitable stakeholder to program the IoT [31], are willing to link together the different behaviors [26] exposed by smart devices, with the aim of accommodating their everyday needs [28]. Moreover, the wide adoption of online services such as social networks and messaging apps has further expanded the possibility of creating end-user applications in various domains [53].

Starting from iCAP [27], a visual rule-based system for building context-aware applications, the research community explored different EUD approaches in several contexts, including mobile environments [42], smart homes [13, 52], and the web [24, 50]. Therefore, it is not surprising that commercial programming platforms for personalizing connected entities such as IFTTT [1] and Zapier [3] are becoming popular [34]. The majority of such platforms [26] are based on trigger-action programming, one of the most popular paradigms to empower end users in directly programming their connected entities [27, 52]. By defining trigger-action rules, users can connect a pair of devices or online services in such a way that, when an event (the trigger) is detected on one of them, an action is automatically executed on the latter.

Despite defining IF-THEN rules may seem a simple task, recent studies have begun to take a closer look at this process, e.g., through empirical characterization of usage performances [40] and large-scale analysis of publicly shared rules [53]. Huang et al. [35] highlighted that users without programming skills may experience difficulties in dealing with TAP, while other researchers [34, 52, 53] criticized the expressiveness and understandability of platforms like IFTTT since they are rather limited. Barricelli and Valtolina [11], in particular, stated that contemporary TAP platforms often “offers a too complex solution for supporting end users in expressing their preferences.”

Such a complexity can be associated with the low-level of abstraction of the adopted representation models [20], where every device and online service are treated as different entities, even if they provide the same “logical” functionality. If we consider the continuous growth of the IoT ecosystem, such an approach is clearly not scalable, and it generates a problem of information overload and seeking for the user interfaces of contemporary platforms [21]. Therefore, in presenting their empirical analysis of more than 200,000 IFTTT public rules, the largest-scale investigation of this type up to now, Ur et al. [53] highlighted that the explosion of entities and connections suggests the need to provide users with more support for discovering functionality and managing collections of IF-THEN rules. They emphasized, in particular, the need of making “IFTTT rules more expressive.” Indeed, the representation models of TAP platforms also influence the ability of users to understand their IF-THEN rules. By systematically studying the impact of different IFTTT trigger and action types, Huang and Cakmak [34] found that users often misinterpret the behavior of trigger-action rules, often deviating from their actual semantics. Furthermore, a low-level of abstraction is often not aligned with users’ mental models. According to Ur et al. [52], in fact, while the trigger-action approach can be both useful and usable for end-user development in IoT settings like smart homes, the level of abstraction end users employ to express triggers and actions needs to be better explored.

In their user studies with more than 200 participants, for instance, the authors found that many users express triggers one level of abstraction higher, e.g., “when I am in the room” instead of “when motion is detected by the motion sensor.” As Corno et al. [20] further confirmed in a controlled lab study with 24 participants, this suggests that, when defining trigger-action rules, the majority
of end users reasons about abstract personalization goals that can be addressed through multiple, similar IF-THEN rules at run-time, e.g., depending on the current contextual situation.

2.2 Overcoming the Low-Level of Abstraction Issue

Prior work tried to overcome the low-level of abstraction issue by exploring two approaches, mainly.

On the one hand, researchers started to explore the usage of recommendation techniques. Yao et al. [55] developed a probabilistic framework to suggest relevant smart objects to be personalized based on user interests. Besides using information about smart devices, the framework exploits social relationships between users to make more accurate recommendations. Corno et al. [21], instead, proposed RecRules, a hybrid and semantic recommendation system of IF-THEN rules that allows users to discover new rules on the basis of the devices’ underlying functionality, rather than on the involved brands or manufacturers. The recommender integrates both content-based and collaborative information in a graph-based setting, and it extracts different types of features based on the underlying connections between graph’s items to make top-N recommendations. The same algorithm has been integrated in a IFTTT-like platform [23], and it has been used to support the definition of IF-THEN rules, e.g., through auto-completion features. While advances in EUD have expanded the opportunities for offering recommendations [33], however, mapping IF-THEN rule suggestions to abstract and evolving users’ needs is challenging, because suggestions often “don’t reflect exactly [users’] needs [23].”

On the other hand, recent studies [20, 26, 31] tackled information overload in TAP platforms by envisioning the usage of a higher level of abstraction, with abstract IF-THEN rules that can be adapted to different contextual situations. Desolda et al. [26] defined a new representation for IF-THEN rules definition that combines multiple events and conditions exposed by smart objects, along with a three-layer architecture to support rules’ execution. By separating interaction, logic, and service concepts, in particular, their architecture enables the definition of multiple front-ends addressing different execution platforms, i.e., different devices. Ghiani et al. [31], instead, proposed a generic model and its specialization in a home automation scenario to personalize the contextual behavior of IoT applications through trigger-action rules. Their environment is able to support the specification of flexible behaviors than can adapt to possible contextual changes. Similarly, Corno et al. [20] presented EUPont, a high-level representation for IoT personalization that allows users to define abstract and technology-independent IF-THEN rules like “if I enter a closed space, then illuminate it.” Besides describing the model, the authors explored the advantages of adopting it to compose IF-THEN rules, showing that the usage of a higher level of abstraction allows users to reduce their errors and time effort. While using fuzzy triggers and actions [53] such as “when user is sleeping [31]” or “decrease the temperature in the room [20]” are in line with user’s mental models [53], and could allow end users to personalize their connected entities without the need of explicitly programming every single involved device, a higher level of abstraction opens up new questions and challenges. How can a system decide how to “decrease the temperature” in a room? Is turning on the air conditioning system the right choice for the user? Does the user prefer to open the window, e.g., because she is interested in saving energy? In other words, while models like EUPont can be used to support the definition of abstract rules, then there is the problem of mapping abstract triggers and actions into executable commands over real devices and services.

In this paper, we take advantage of both the aforementioned approaches, i.e., recommendations and high-level of abstraction, by presenting a Conversational Search and Recommendation System able to traduce an abstract user’s intention into pertinent IF-THEN rules that can be easily finalized and deployed in different contexts. Recently, Zhang et al. [57] proposed to automatically synthesize this kind of intentions into trigger-action programs by analyzing “users’ traces”, i.e., previous
manual interactions with smart devices. With HeyTap\(^2\), our aim is to directly involve users in the recommendation process by letting them specify their intentions. Consistently with the End-User Development vision [38], this may foster users’ creativity and engagement, keeping users “in-the-loop” with their technologies. Furthermore, our approach is more generalizable, since it also allows users to personalize yet unknown connected entities.

While popular conversational agents such as Amazon Alexa [4] and Google Assistant [5] have opened the way for interacting with smart devices and online services via conversation, such a possibility is currently underexplored in the TAP context. Some recent studies in the smart-home context [56, 58] focused on the need of assisting end users to easily verify and check the run-time behavior of their defined IF-THEN rules via natural language, e.g., to avoid conflicts. Zhang et al. [56], for instance, presented a novel approach that can automatically generate formal LTL specifications for rules’ verification from natural language requirements. With such an approach, users can check whether their IF-THEN rules respect high-level specifications like “the cooler in the bedroom and the heater in the living room should not be on simultaneously.” Similarly, Zhang et al. [58] developed AutoTap, a system that allows users to specify, through a graphical user interface, a set of high-level properties that should always be satisfied by their devices. Such properties can be used to automatically repair conflicting rules, or to synthesize new rules from scratch. Rather than checking rules, our work aims at allowing end users to directly compose new IF-THEN rules via high-level conversation and recommendations. A first prototype to compose rules via conversation and recommendations, named InstructableCrowd, was proposed by Huang et al. [35]. InstructableCrowd is a crowd-sourcing system that enables users to create IF-THEN rules based on their needs. By exploiting a custom user interface on their smartphones, users can converse with crowd workers to describe some problems they are encountering, e.g., being late for a meeting. Crowd workers can therefore exploit a tailored interface to combine triggers and actions in recommended IF-THEN rules that are then sent back to the users’ phones. In our work, our goal is to automatically map users’ intentions to recommended IF-THEN rules, i.e., without the help of other users such as crowd workers. As stated by Funk et al. [29], indeed, we support the need of first capturing an end-user’s intention and potential usage scenario, and then provide this information to a control system that learns how to effectively resolve such an intention in the specific user context. The work presented in this paper is built on top of our previous prototype to define IF-THEN rules via conversation [22]. Our previous tool allows end users to define their triggers and actions at different level of abstractions, and it uses a extremely simplistic “recommendation” process, i.e., it greedily shows the user all the rules that can be linked to the collected inputs. The number of suggested items is therefore not fixed, and users still have to browse a large number of rules to find a personalization that satisfies their needs. In this work, we stems from our prototype by adding the possibility of further filtering the proposed recommendations. To this end, we consider user’s long-term preferences, and we better specify how to model abstract user’s needs in the form of personalization intentions. Furthermore, we introduce a novel conversational recommendation process that is in charge of translating user’s inputs into suggestions that can be iteratively refined.

### 2.3 Conversational Search and Recommendation Systems

Recommender systems were mainly invented to help users address information overload [37]. Through prediction models that take into account user’s long-term preferences (e.g., ratings) and collaborative information (e.g., ratings of "similar" users), they recommend relevant items to the user by estimating how much she will like them. Recommendations are typically presented to the user through a single-shot approach, e.g., by ranking candidate items and displaying top-N suggestions. In the TAP context, the same RecRules algorithm recommends IF-THEN rules through a single-shot procedure [21]. Such an approach, however, is not particularly useful for suggesting
IF-THEN rules starting from a user’s intention: users may not know in advance what is the best way to satisfy their goals, and personalization intentions may change over time by discovering what are the available triggers and actions in the specific context of use [22].

An alternative approach, commonly adopted in knowledge-based recommenders [15], is represented by conversational recommender systems [14, 47]. In conversational recommendation, users can provide feedback on the computed recommendations even without consuming them, with the aim of receiving back a refined set of suggestions. Through different cycles of interaction, the user can communicate her preferences to finally find a suitable item for her needs. Recently, the RecSys community started to investigate such a domain by referring to a new “conversational search and recommendation” research topic. Zhang et al. [59] stated that “conversational search” aims at finding or recommending the most relevant information for users based on textual or spoken dialogues.

In our work, our “information” are IF-THEN rules: by interacting with the HeyTAP² conversational agent, the user can discover appropriate IF-THEN rules that can satisfy her abstract personalization intention as a result of a natural language dialogue with the system. Similarly, Jannach et al. [36] defined a Conversational Search and Recommendation (CSR) system as a software system that supports its users in achieving recommendation-related goals through a multi-turn dialogue. In our work, the goal of HeyTAP² is to recommend IF-THEN rules that satisfy the user’s personalization intention. Through a multi-turn dialogue composed of the initial intention elicitation and the subsequent refinement cycles, HeyTAP² guides the user in discovering the functionality of her connected entities according to her preferences.

Previous work explored different strategies to elicit user’s preferences during the recommendation process, ranging from simple selection-based feedback [44] to natural language dialogues [30]. In question-based recommendation systems like the System Ask - User Respond [59], for example, the system asks questions to the user about her preferred values for some modeled attributes. Similarly, a conversational recommendation systems can also ask the user to criticize recommendations [18], with the aim of understanding the attribute values that would improve the quality of the suggested items. There are domains, however, where answering these type of questions may be difficult. In the IoT context, for instance, expressing preferences at features or attributes level may be challenging for end users [20]. Under these circumstances, previous work suggests to adopt a preference-based feedback mechanism [49]. Similarly to relevance feedback techniques in information retrieval [45], the user can evaluate the received recommendations by expressing her short-term preference towards the current suggestions that are more in line with her current need. Such a mechanism simplifies the elicitation of users’ preferences [48], and avoids the noise introduced by users when asked to explicitly rate items [6]. The recommendation process implemented in HeyTAP², in particular, is inspired by the navigation-by-preference (n-by-p) approach recently presented by Rana et al. [44] in the context of movies recommendations. Given a seed item, n-by-p helps the user navigate through the item space with recommendations that are computed by taking into account the user’s history and her short-term preferences, i.e., the movies the user select during the different cycles of interaction with the conversational system. We use personalization intentions, elicited from the users via natural language dialogues, as a starting point to model user’s short term preferences and “guide” the recommendation process. In addition, we support items enriched with semantic information, i.e., OWL classes¹, by taking advantage of the Semantic Web framework [8].

¹https://www.w3.org/TR/owl2-overview/, last visited on May 11, 2020
2.4 Semantic Recommender Systems

As we exploit the Semantic Web framework to describe items, our work is also related to the body of research on semantic-based recommender systems. Several works on ontological recommender systems have been proposed in the literature [7, 16, 43, 46] with the aim of improving the performance of recommender systems, and to overcome cold start and data sparsity issues. The advent of initiatives like the Linked Open Data (LOD) [12] and the Linked Open Vocabularies (LOV) [54] opened the way for a new class of ontological recommender systems based on data freely available on the Web. In our work, we use information extracted from the EUPont ontology2 to model user’s personalization intentions and finding similarities between IF-THEN rules. As it leverage semantic technologies, however, our approach is generalizable, and could potentially exploit different semantic representational models. Furthermore, it is worth noting that HeyTAP2 is task-oriented, with a recommendation process that starts with an explicit user’s input, i.e., the elicited personalization intention. This makes our recommender system less susceptible to cold-start problems than other approaches: when the underlying EUPont-based model is properly initialized, e.g., with the inclusion of the user’s devices and services, the system is able to recommend IF-THEN rules even if the user has never defined any rule before. As such, the main limitation of the proposed approach lies in the maintainability of the underlying semantic model, that needs to dynamically reflect changes in users’ contexts and owned connected entities. Implementing HeyTAP2 in a new home, for instance, would require importing the EUPont ontology by instantiating the available smart devices. This is a known issue of semantic-based recommender systems that can be addressed in several ways, e.g., through frameworks for automatic ontology generation [51].

3 SYSTEM WALKTHROUGH

The HeyTAP2 system consists of a web application, whose architecture is depicted in Figure 3. The conversational agent takes advantage of the Angular framework3, while the server, which host the core parts of the CSR system described below, was developed with the Spring4 framework.

HeyTAP2 allows users to discover pertinent IF-THEN rules to satisfy their abstract personalization intentions with a two-phases procedure. First, it elicits the current intention of the user through a natural language dialogue, by taking advantage of a conversational agent (personalization intention elicitation). The HeyTAP2 server mixes such an intention with the user context, i.e., information about her connected entities, and with the user profile, i.e., her long-term preferences, to recommend a first set of \( n \) IF-THEN rules. If the user is not fully satisfied with the received suggestions, she can iteratively collaborate with the agent to provide HeyTAP2 with further feedback and get refined recommendations (refinement cycles). While the HeyTAP2 system can be generalized to work with IF-THEN rules of different TAP platforms, we implemented it to support all the triggers and actions of IFTTT. We made this choice by considering the popularity of the platform [34] and the availability of open datasets [53].

3.1 Personalization Intention Elicitation

To specify a personalization intention, the user collaborates with the HeyTAP2 conversational agent (Figure 3, a). A personalization intention is an abstract description of a behavior (the “what”) that the user would like to be automatically executed in a specific context (the “when”), e.g., to increase the temperature of an indoor environment when she is going into it. The agent exploits the

---

2http://elite.polito.it/ontologies/eupont.owl, last visited on May 15, 2020
3https://angular.io/, last visited on April 26, 2020
4https://spring.io/, last visited on April 26, 2020
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Fig. 3. The architecture of the HeyTAP$^2$ system. The user intention elicited from the user through the conversational agent is mixed with information about the user’s connected entities and the user’s profile, i.e., the long-term preferences, to rank candidate rules on the basis of their semantic information, previously extracted from the EUPont ontology. Any additional feedback provided by the user during the refinement cycles is used to re-weight candidate rules.

(a) User-Initiative Elicitation

(b) System-Initiative Elicitation

Fig. 4. The two strategies supported by HeyTAP$^2$ to elicit personalization intentions. With the user-initiative elicitation (a), the user can directly specify her envisioned intention. With the system-initiative elicitation (b), instead, HeyTAP$^2$ “guides” the user in discovering what she can personalize with her connected entities.

DialogFlow$^5$ framework to interpret user inputs. If the input is recognized by DialogFlow, it is sent to the HeyTAP$^2$ server. The server analyzes the user’s input and generates the responses for the user, e.g., to ask for more details, or to notify the user about unrecognized behaviors. When both the “what” and the “when” of the intention have been successfully collected, the server maps them onto OWL classes extracted from the EUPont ontology [20]. Then, it combines such an information with long-term preferences extracted from the user’s profile, by ranking all the candidate rules of the user recommendations set, i.e., all the rules yet unknown to the user but that are supported by

---

$^5$https://dialogflow.com/ last visited on April 26, 2020
Fig. 5. When the user receives a set of $n$ recommended rules by $HeyTAP^2$, she can select a rule to be used (a), or she can provide $HeyTAP^2$ with further feedback to refine recommendations (b). As an example, the figures report $HeyTAP^2$ recommending $n = 3$ IF-THEN rules at a time.

her own connected entities. The ranked list is finally used to provide the user with a first set of $n$ recommendations (see Section 4 for details on this recommendation process).

As shown in Figure 4, $HeyTAP^2$ supports two different strategies to elicit users’ intentions. In the user-initiative elicitation (Figure 4a), the user can directly express her personalization intention by specifying her envisioned “what” and “when”. When the $HeyTAP^2$ server is not able to map the user’s input onto supported concepts or user’s context, i.e., her owned connected entities (see Section 4.1.1 for further details), it notifies the user through the conversational agent, by allowing her to specify a different or refined intention.

Alternatively, $HeyTAP^2$ can elicit users’ intentions through a system-initiative procedure (Figure 4b), during which the system “guides” the user in discovering the “what” and “when” supported by her connected entities. This is needed because, as demonstrated by the previous study on our prototype to define IF-THEN rules via conversation [22], users are often not aware of the functionality offered by their devices and services, and they can therefore experience difficulties in thinking about possible personalizations without any help.

Independently of the adopted strategy, the $HeyTAP^2$ server uses the collected intention to perform a semantic ranking of supported IF-THEN rules and recommend $n$ of them.

3.2 Refinement Cycles

When the user receives a set of recommended rules by $HeyTAP^2$, she has two possibilities. If she can find a rule that matches her personalization intention, she can terminates the recommendation process by consuming it (Figure 5a). Conversely, if the user is not fully satisfied with the received suggestions, she can start a refinement cycle (Figure 5b). $HeyTAP^2$ asks the user to select the recommended rule that is more in line with her current intention, i.e., a short-term preference. The $HeyTAP^2$ server, then, uses such a further feedback to re-weight the supported IF-THEN rules and recompute recommendations (see Section 4.3 for further details on the re-weighting process).

3.3 Running Example

Let us consider a user whose intention is to personalize the temperature of her indoor places when she is going to enter them. By exploiting contemporary programming platforms like IFTTT and Zapier, she is forced to manually compose her trigger-action rules by linking together different triggers and actions (see Figure 1, for example). This implies that the user must know in advance which connected entities, triggers, and actions to use to achieve her intention. For instance, she
should be aware that her Nest security camera provides a trigger to detect the fact that she is entering home. As previous works already highlighted [20, 53], however, the majority of end users do not have this knowledge, and the large menus of supported entities, triggers, and actions offered by contemporary platforms are often browsed without any success [20].

Figure 6, Figure 7, and Figure 8 show all the steps that the user can follow to translate her temperature-related intention into executable IF-THEN rules through HeyTAP². By exploiting the conversational agent built as an Angular web application, the user can directly communicate the intention to HeyTAP² via natural language (Figure 6a). Differently from contemporary programming platforms, HeyTAP² assumes that the user has a limited knowledge of the functionality offered by her connected entities. Rather, its goal is to guide the user in discovering appropriate IF-THEN rules that can satisfy her abstract need of personalizing the temperature of her indoor places. HeyTAP², in particular, mixes the collected intention with the rules that the user has already defined in the past, i.e., the user’s long-term preferences, and suggests the 3 rules of Figure 6b, i.e.:

R1 IF the Android smartphone detects that you entering a geographical, THEN set the temperature on the WeMo heater;
R2 IF every day at a specific hour (Date & Time service), THEN set the temperature on the Nest thermostat;
R3 IF the Nest Cam recognizes me, THEN open the SmartThings window.

Unfortunately, the user cannot find a satisfying rule in the first 3 recommendations. By interacting with the conversational agent (Figure 7a), however, she selects R2 as the rule that is more in line with her intention. The aim of this phase is to allow HeyTAP² to further refine recommendations and make the user discover the right rule for her need. As shown in Figure 7b, the system exploits the user’s short-term preference to recommend 3 alternative rules:
R4 IF every day at a specific hour (Date & Time service), THEN turn off the Netatmo thermostat;
R5 IF every day at a specific hour (Date & Time service), THEN set the Netatmo thermostat to manual mode;
R6 IF the Android smartphone detects that you entering a geographical, THEN set the temperature on the Nest thermostat.
Fig. 7. The user is not satisfied with the current suggestions, but provides a short-term preference feedback to "guide" the recommendation process of HeyTAP² (a). The system uses the short-term preference to refine recommendations (b).

Intuitively, HeyTAP² polarizes the recommendations around the connected entities involved in R², i.e., the Date & Time service and the Nest thermostat. Now, the user is satisfied with the proposed suggestions: as shown in Figure 8a, she selects R₆. The conversational agent makes her complete the rule with the required details (Figure 8b), and activates the rule on the involved connected entities.

4 HeyTAP² RECOMMENDATION PROCESS
To provide users with recommendations and to iteratively refine them, HeyTAP² implements the semantic and conversational recommendation process outlined in the previous section. In this section, we formally describe it.

Let T, A, and R be the sets of all the triggers, actions, and rules supported by the connected entities owned by the user, with \( R = \{(t, a) : t \in T, a \in A\} \). The recommendation process works in
a scenario of implicit ratings, where the user profile $P \subseteq R$ is a set of rules with which the user has interacted in the past. Such an interaction can be defined in different ways, e.g., by taking into account the creation of a rule, or the reuse of a rule shared by another user. Given the user profile $P$, the recommendation set $RS$, i.e., the rules that might be recommended to the user, includes the supported rules that do not belong to $P$, i.e., $RS = \{ r : r \in R \setminus P \}$.

Algorithm 1 HeyTAP$^2$ recommendation process

Input:
- $I$: a user intention
- $n$: number of final recommendations

Output:
- $k$: a rule $k$ to satisfy the intention $I$

1: $IC \leftarrow INTENTION\_CANDIDATES (I)$
2: if $|IC| = 0$ then
3: return unsupported intention
4: $L \leftarrow PREFERENCES (P)$
5: $history \leftarrow []$
6: while $|RS| > n$ do
7: $rec \leftarrow RECOMMEND (IC, L, n)$
8: $s, k \leftarrow$ user chooses $s \in \{ SATISFIED, NOTSATISFIED \}$ and $k \in rec$
9: if $s = SATISFIED$ then
10: return $k$
11: $REWEIGHT (k, rec, \Phi)$
12: $history \leftarrow history \cup R$
13: $RS \leftarrow IC \setminus history$

The recommendation process is described in Algorithm 1, while its Java implementation is available on the web at https://git.elite.polito.it/public-projects/intrec. To get started, the process analyzes the user’s intention $I$ elicited through DialogFlow. Such an intention contains a description, in natural language, of “what” the user would like to personalize, and “when.” By exploiting a common vocabulary that associates the DialogFlow inputs to semantic information, the process tries to map $I$ onto OWL classes extracted from the EUPont ontology [20]. The output of this phase is a set $IC$ of intention candidate rules, i.e., rules that belong to the user’s recommendation set $RS$ and that can be semantically associated to the user’s intention.

If the set $IC$ is empty, the recommendation process ends, and the HeyTAP$^2$ conversational agent notifies the user that her intention is not supported. It is worth noting that the fact that the set of intention candidate rules is empty does not reflect a cold-start problem, but rather:

- a problem with the initial input, e.g., when the user’s sentences are not recognized, or,
- a problem with the underlying EUPont-based model, e.g., when it is not up to date and it does not include the full range of connected entities that can be controlled by the user.

If the set $IC$ is not empty, the recommendation process continues. Note that the generation of the set $IC$ is only a preliminary step of the recommendation process, and intention candidate rules do not represent the final recommendations submitted to the user. In order to produce a set of final recommendations, HeyTAP$^2$ iterates over the generated intention candidate rules by applying several criteria. In particular, HeyTAP$^2$ analyzes the user’s profile $P$ to extract the user’s long-term preferences $L$, and computes a first set of $n$ recommendations $rec$ that depends both on $L$ and $IC$. If the user has never defined any rules, i.e., $L$ is not available, HeyTAP$^2$ is still able to perform recommendations by focusing on $IC$, only.
The computation of recommendations is semantic-based as well, i.e., it is performed by modeling IF-THEN rules on the basis of semantic information extracted from EUPont. If the user is satisfied with the received suggestions, the recommendations process ends. If not, recommendations can be iteratively refined until there are sufficient items in the recommendations set. Refining recommendations means re-weighting the rules in the recommendation set $RS$ and recomputing recommendations. The re-weighting procedure applies a given policy $\Phi$ that takes into account the short-term preference $k$ indicated by the user. As in $n$-$by$-$p$ [44], we decided to not to recommend an item more than once during the same recommendation process. We therefore keep track of the history of the computed recommendations, by excluding them from the recommendation set.

In the following, we describe the details of each part of the recommendation process, ranging from the semantic modeling of intentions and rules to the re-weighting procedure.

### 4.1 Semantic Modeling of Personalization Intentions and Rules

The *HeyTap$^2$* recommendation process exploits semantic information available on the web for a) modeling the personalization intentions that the user can communicate via conversation, and b) modeling IF-THEN rules and recommend them. To this end, we take advantage of the EUPont ontology, and, in particular, its instantiation for IFTTT$^6$. The model categorizes each trigger and action of the popular platform through a set of OWL classes $c \in C$ modeling their category and provided functionality. As shown in Figure 9 and Figure 10, functionality classes belong to different categories, e.g., Temperature and Location, and are organized hierarchically in two levels:

- **High-Level (HL)** classes model generic event to be verified, e.g., *Exit-Place*, or actions to be executed, e.g., *Lower-Temperature*, and they do not include any technical details, nor the type of device or service to be used to implement the desired behavior.
- **Medium-Level (ML)** classes model specific events to be verified, e.g., *Door-Opened*, or actions to be executed, e.g., *Set-Thermostat-Temperature*, by referring to the generic type of device or service that is involved.

IFTTT triggers and actions, e.g., "NestCam Camera Presence Detected" and "Set Nest Thermostat Temperature", are modeled as instances of *ML* classes.

Fig. 9. A partial view of the hierarchical class tree that characterizes location-related triggers.

- High-Level (HL) classes model generic event to be verified, e.g., *Exit-Place*, or actions to be executed, e.g., *Lower-Temperature*, and they do not include any technical details, nor the type of device or service to be used to implement the desired behavior.
- Medium-Level (ML) classes model specific events to be verified, e.g., *Door-Opened*, or actions to be executed, e.g., *Set-Thermostat-Temperature*, by referring to the generic type of device or service that is involved.

IFTTT triggers and actions, e.g., "NestCam Camera Presence Detected" and "Set Nest Thermostat Temperature", are modeled as instances of *ML* classes.

---

$^6$http://elite.polito.it/ontologies/eupont-ifttt.owl, last visited on May 15, 2020
4.1.1 Personalization Intentions Mapping. As reported in Section 3.1, a personalization intention is an abstract description of a behavior (the “what”) that the user would like to be automatically executed in a specific context (the “when”), e.g., to increase the temperature of an indoor environment when she is going into it. More formally, HeyTAP² tries to map each personalization intention $I$ over a set of EUPont classes $C_a \cup C_t$, where:

- $C_a$ is a set of EUPont classes describing “what” the user would like to personalize;
- $C_t$ is a set of EUPont classes describing “when” she envision the personalization.

Such a mapping is automatically performed by DialogFlow, that associates the recognized inputs and the OWL classes included in the EUPont ontology through a common vocabulary. The vocabulary with which we trained DialogFlow was extracted from our formative study on our prototype to define IF-THEN rules via conversation [22]. Both $C_t$ and $C_a$ are composed of two EUPont classes: an EUPont category and an EUPont HL functionality. This choice is motivated both from the literature, which highlights the benefits of using “fuzzy” triggers and actions in line with user’s mental models (e.g., [52, 53]), and by the results of our formative study [22]. During the study, indeed, we found that participants rarely referred to specific devices and online services, but they often specified personalizations in an abstract way, by mentioning generic categories and functionality. Table 1 reports some examples of personalization intentions supported by HeyTAP².

Users can refer to their “physical” word (e.g., the temperature of an environment) and their “virtual” word as well (e.g., notifications and news). Each intention includes a category and a functionality describing an action to be executed, and a category and a functionality describing a trigger to be monitored. Such information, in particular, are mapped onto OWL classes included in the EUPont ontology.

After mapping an intention $I$ on EUPont classes, HeyTAP² extracts a set $IC$ of intention candidates rules through the function reported in Algorithm 2. Through the $GET\_INSTANCES$ method, the function extracts all the triggers and actions categorized under the EUPont classes included in the intention $I$. Then, it combines them to generate the complete set of intention candidate rules $IC$. $IC$ is therefore defined as the set of rules that can be generated from the OWL classes included in the intention $I$, i.e., $C_t$ and $C_a$:

$$IC = \{(t, a) : C_t \subseteq Types(t), C_a \subseteq Types(a)\},$$
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Table 1. Some examples of personalization intentions modeled in HeyTAP². Each intention includes a category and a functionality describing an action to be executed, and a category and a functionality describing a trigger to be monitored. Such information refer to available EUPont OWL classes. Intentions can refer to the physical word (e.g., the temperature of an environment) and the virtual word as well (e.g., notifications and news).

<table>
<thead>
<tr>
<th>Action Category</th>
<th>Action Functionality</th>
<th>Trigger Category</th>
<th>Trigger Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease the temperature of an environment when I’m leaving it</td>
<td>Temperature</td>
<td>Decrease-Temperature</td>
<td>Location</td>
</tr>
<tr>
<td>Illuminate a place when I am arriving in it</td>
<td>Lighting</td>
<td>Increase-Lighting</td>
<td>Location</td>
</tr>
<tr>
<td>Secure a place when I am leaving it</td>
<td>Security</td>
<td>Increase-Security</td>
<td>Location</td>
</tr>
<tr>
<td>Increase the temperature of an environment when the temperature decreases</td>
<td>Temperature</td>
<td>Increase-Temperature</td>
<td>Temperature</td>
</tr>
<tr>
<td>Send me a notification when there are available news</td>
<td>Information</td>
<td>Send</td>
<td>Information</td>
</tr>
<tr>
<td>Send me a notification when the air quality of my environments decreases</td>
<td>Information</td>
<td>Send</td>
<td>Air-Quality</td>
</tr>
</tbody>
</table>

where Types(x) is a recursive function that returns all the OWL classes (including super-classes) of the individual x.

Algorithm 2 Intention candidates extraction

Input:
I: a user intention

Output:
IC: a set of intention candidates rules

1: function INTENTION_CANDIDATES(I)
2: \[ T, A, IC \leftarrow [] \]
3: for \( c_t \) in \( IC_t \subset I \) do
4: \[ T \leftarrow T \cup GET_INSTANCES(c_t) \]
5: for \( c_a \) in \( IC_a \subset I \) do
6: \[ A \leftarrow A \cup GET_INSTANCES(c_a) \]
7: for \( t \) in \( T \) do
8: for \( a \) in \( A \) do
9: \[ IC \leftarrow IC \cup \{(t, a)\} \]

To further exemplify the personalization intentions mapping, let us consider the last user’s personalization intention of Table 1, i.e., “send me a notification when the air quality of my environments decreases.” Figure 11 illustrates how HeyTAP² relates the intention to actual triggers and actions. When the conversational agent receives the user’s input, it uses the DialogFlow framework to recognize the trigger and the action part of the intention, as well as a category and a functionality entity for each part. In Figure 11, categories are highlighted in green, while functionality are
Fig. 11. The figure exemplifies how HeyTAP\(^2\) maps the intention "send me a notification when the air quality of my environments decreases" to actual triggers, e.g., "New Caleo Pollution Alarm," and actions, e.g., "Send Android SMS."

highlighted in yellow. Thanks to the common vocabulary, HeyTAP\(^2\) is able to map the extracted entities to EUPont classes: "notification", for instance, is linked to the Information-Action class, while "decreases" is mapped to the Decreased-Air-Quality class. As shown in the bottom part of Figure 11, HeyTAP\(^2\) uses such a mapping to “point” to the involved classes in the corresponding EUPont hierarchical class trees. By descending the identified branches of these trees, in particular, HeyTAP\(^2\) is able to extract triggers, e.g., "New Caleo Pollution Alarm," and actions, e.g., "Send Android SMS", that can satisfy the user’s intention. Extracted triggers and actions are finally mixed together to generate intention candidate rules.

4.1.2 IF-THEN Rules Features and Similarities. Each rule \(i\) is described through a set of features denoted \(f_i\). Most recommendation approaches describe items in terms of textual features, e.g., keywords or tags. The main drawback of this kind of representation is that it completely ignores the semantics underlying the item space [43]. The semantic of a rule plays a fundamental role in HeyTAP\(^2\), since the goal of the recommendation process is to allow users to discover the right rules to satisfy their personalization intentions, independently of the brands or manufacturers of the involved connected entities. For this reason, the set of features \(f_i\) describes the rule \(i\) according to its meaning, and it is extracted through a semantic reasoning process over the EUPont ontology. Given a rule \(i\), in particular, its feature set \(f_i\) includes all the OWL classes \(c \in C\) of the trigger and the action of \(i\), i.e., \(f_i = Type(t_i) \cup Type(a_i)\). As shown in Figure 9 and Figure 10, EUPont classes are organized hierarchically. Super-classes define generic concepts that can be further described by means of more specific nested classes.

With the described features, we can calculate the semantic similarity \(sim(i, j)\) between two rules \(i\) and \(j\), by exploiting the Jaccard similarity index of their semantic features:

\[
sim (i, j) = \frac{|f_i \cap f_j|}{|f_i \cup f_j|}
\]
Semantic similarities vary according to the position of the involved triggers and actions in the hierarchy of EUPont classes. The similarity of two rules that have both the trigger and the action categorized under the same EUPont ML classes is high. As shown in Figure 9, for example, the two IFTTT triggers “NestCam Camera Presence Detected” and “Arlo Camera Motion Detected,” share different OWL classes, i.e., Camera-Detects-Presence, Enter-Place, and Location. Semantic similarity decreases when triggers or actions are categorized under different EUPont classes: in Figure 9, the trigger “Android Location Exit area” only shares a category class (Location) with the other IFTTT triggers shown in the hierarchy.

4.1.3 Long-Term Preferences Extraction. HeyTAP\textsuperscript{2} exploits semantic similarities to extract the user’s long-term preferences \( L \) as well. User’s long-term preferences, in particular, are represented by candidate items in \( RS \) that are “semantic peers” of the rules in the user’s profile \( P \):

\[
L = \bigcup_{i \in P} S_i
\]  

The “semantic peers” concept is similar to the concept of “neighbors” [44]: \( S_i \) are the candidate item in the recommendation set \( RS \) whose semantic similarity to \( i \) (Equation 2) exceeds a threshold \( \theta \):

\[
S_i = \{ r \in RS, r \neq i : \text{sim}(i, r) > \theta \}
\]  

Qualitatively, \( L \) contains a set of rules that could be potentially recommended (i.e., that belong to \( RS \)) and that are similar to the rules that the user has already defined in the past (i.e., that belong to \( P \)). Past user’s interaction is therefore mapped to the user’s recommendation set, and it is used to extract candidate rules that reflect the user’s long-term preferences up to a specific moment.

4.2 Computing Recommendations

Given a personalization set of intention candidate rules \( IC \) and the user’s long-term preferences \( L \), we define the recommendation problem as the selection of \( n \) rules from the recommendation set \( RS \) that:

\( a \) are similar to the rules in \( IC \), i.e., they can satisfy the current user’s intention, and,

\( b \) reflect the user’s long-term preferences \( L \), i.e., what the user has done before with her connected entities.

Algorithm 3 HeyTAP\textsuperscript{2} recommendation algorithm

Input:
- \( IC \): the set of intention candidate rules
- \( L \): candidate rules that are semantic pairs of rules in \( P \)
- \( n \): number of final recommendations

Output:
- \( rec \): a list of \( n \) recommended rules

1: \textbf{function} \textsc{Recommend}(I, L, n) 
2: \hspace{1cm} \text{rec} \leftarrow [] 
3: \hspace{1cm} \textbf{while} |\text{rec}| < n \text{ and } |\text{RS}| > 0 \textbf{do} 
4: \hspace{2cm} \text{i}_{\text{best}} = \text{arg max}_{i \in \text{RS}} \text{score}(i, L, IC) 
5: \hspace{2cm} \text{rec} \leftarrow \text{rec} \cup \{i_{\text{best}}\} 
6: \hspace{1cm} \text{RS} \leftarrow \text{RS} \setminus \{i_{\text{best}}\} 
7: \textbf{return} \text{ rec}

The recommendation algorithm (Algorithm 3), in particular, recommends the set \( rec \) composed of the \( n \) rules of \( RS \) that have the highest \( \text{score} \). The formula to calculate the score of rule \( i \) takes
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into account both $IC$, i.e., the current intention, and $L$, i.e., the long-term preferences of the user:

$$score (i, I, L) = (1 - \eta) \cdot sa (i, IC) + \eta \cdot sa (i, L \setminus IC)$$ (5)

The parameter $\eta$ in $[0,1]$ controls the balance between current intention and long-term preferences. To avoid counting the same rule twice, we exclude the rules that are also intention candidates from the set $L$. The factor $sa(i,X)$ measures the semantic association between $i$ and a set of items $X$, where $X$ is either $IC$ or $L \setminus IC$:

$$sa(i,X) = \frac{\sum_{j \in X} \sum_{j \in X} sim (i, j) \cdot w_j}{\sum_{j \in X} w_j}$$ (6)

As shown in the formula, $sa(i,X)$ is the weighted average of the semantic similarities between the item $i$ and the items in $X$. Each item $i \in RS$ has a weight $w_i$ that is initially set to 1. Weights can be recomputed in the refinement cycles to reflect the further feedback that the user can provide to $HeyTAP^2$. Overall, Equation 5 clearly highlights why $HeyTAP^2$ is less susceptible to cold-start problems than other approaches. Indeed, when long-term preferences are not available, i.e., $|L| = 0$, the score of a rule can still be computed by considering the first addendum, only, i.e., by exclusively leveraging the semantic association of the rule with the set $IC$ of intention candidate rules.

### 4.3 Recommendations Refinement

To refine recommendations, $HeyTAP^2$ uses the user’s short-term preference $k$, i.e., the rule in $rec$ that is more in line with the user’s intention, to recompute the weights of the the rules in $RS$. Table 2 reports the re-weighting policies $\Phi$ supported by $HeyTAP^2$. Depending on the adopted policy $\Phi$, $HeyTAP^2$ can take into account positive feedback, i.e., the item $k$, negative feedback, i.e., the items not selected by the user ($rec \setminus \{k\}$), or both of them.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_+$</td>
<td>Promote items that are similar to the user’s feedback $k$, do not penalize items.</td>
</tr>
<tr>
<td>$\Phi_-$</td>
<td>Penalize items that are similar to the discarded items $rec \setminus {k}$, do not promote items.</td>
</tr>
<tr>
<td>$\Phi_\pm$</td>
<td>Promote items that are similar to the user’s feedback $k$, penalize items that are similar to the discarded items $rec \setminus {k}$</td>
</tr>
</tbody>
</table>

Table 2. Re-weighting policies supported by $HeyTAP^2$

As reported in Algorithm 4, given an item $i \in RS$, $HeyTAP^2$ computes a) the semantic similarity of $i$ with the rule $k$, i.e., $sim_s$, and b) the average semantic similarity of $i$ with the discarded items $rec \setminus \{k\}$, i.e., $sim_d$. Depending on these two values, the item $i$ can be promoted or penalized by acting on its weight $w_i$. To promote and penalize items, in particular, we exploit the $Smean$ function presented in [44], that consists in adding (or subtracting) a given quantity to an item’s weight according to the current user’s short-term feedback. More specifically, the function

- promotes an item that is similar to the short-term feedback $k$ by incrementing its weight with the similarity between the item and $k$;
- penalize an item that is similar to the discarded items by decrementing its weight with the mean similarity between the item and the discarded items.

We exploited the $Smean$ function since previous work [44] already demonstrated its superiority over other re-weighting policies in preference-based feedback approaches. In our work, in particular:
An item is promoted when the re-weighting policy is $\Phi_+$ or $\Phi_\pm$, and when the $\text{sim}_s$ value is greater than the $\text{sim}_d$ value, i.e., when the item is more similar to the rule selected by the user (the short-term preference $k$) than to the rules that have not been selected (the discarded items). In this case, the corresponding weight is updated as follow: $w_i = w_i + \text{sim}_s$.

An item is penalized when the re-weighting policy is $\Phi_-$ or $\Phi_\pm$, and when the $\text{sim}_d$ value is greater than the $\text{sim}_s$ value, i.e., when the item is more similar to the rules that have not been selected (the discarded items) than to the rule selected by the user (the short-term preference $k$). In this case, the corresponding weight is updated as follow: $w_i = w_i - \text{sim}_d$.

Algorithm 4 HeyTap$^2$ re-weighting procedure

Input:
- $\text{rec}$: the set of current recommendations
- $k$: the user’s short-term preference
- $\Phi$: the re-weighting policy

1: function Reweight($\text{rec}, k, \Phi$)
2:     for $i$ in $R_S$ do
3:         $\text{sim}_s \leftarrow \text{sim}(i, k)$
4:         $\text{sim}_d \leftarrow \sum_{j \in \text{rec}\setminus\{k\}} \text{sim}(i, j) / |\text{rec} \setminus k|$
5:         if $\text{sim}_s > \text{sim}_d$ and ($\Phi_+$ or $\Phi_\pm$) then
6:             $w_i \leftarrow w_i + \text{sim}_s$
7:     if $\text{sim}_d > \text{sim}_s$ and ($\Phi_-$ or $\Phi_\pm$) then
8:         $w_i \leftarrow w_i - \text{sim}_d$

5 EVALUATION

We evaluate the HeyTap$^2$ recommendation process through different offline experiments with simulated users and real-world data. To this end, we use a dataset of IF-THEN rules extracted from IFTTT [53] to simulate the interaction between users and HeyTap$^2$ by implementing established procedures described in previous works [32, 44] (see Section 5.2.1). We opt for offline experiments to quantitatively investigate the following research questions:

RQ1: assessing the recommendation process of HeyTap$^2$ in different configurations (e.g., by varying its parameters and the re-weighting policy);

RQ2: comparing the recommendation process of HeyTap$^2$ with other state-of-the-art recommender systems.

By exploring the first research question, i.e., the assessment of the recommendation process in different configurations, we highlight the benefits of taking into account both users’ intentions and long-term preferences. We show, in particular, that recommendation accuracy and similarity with target items increase as the interaction between the system and the user proceeds.

Through the second research question, instead, we compare HeyTap$^2$ with baseline recommender systems in the TAP context and exploiting preference-based feedback approaches. We investigate, in particular, the potential of our approach, and we describe its differences with other solutions.

5.1 Exploited Dataset and Metrics

5.1.1 Dataset. To the best of our knowledge, the dataset of IFTTT rules collected by Ur et al. [53] is the only publicly available dataset of IF-THEN rules defined and shared by different users. The included triggers and actions, in particular, are referenced by a specific instantiation of the EUPont
ontology [19]. The original dataset was obtained by Ur et al. [53] with a web scrape of the IFTTT platform as of September 2016. It contains 295,156 rules created and shared by 129,206 different authors, and has a high degree of sparsity (97.51%, Table 3).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users (#)</td>
<td>129,206</td>
</tr>
<tr>
<td>Items (#)</td>
<td>295,156</td>
</tr>
<tr>
<td>Sparsity (%)</td>
<td>97.51</td>
</tr>
</tbody>
</table>

Table 3. IFTTT Dataset statistics.

Each item of the dataset describes the creation of rule in the IFTTT platform: it includes information about the trigger, the action, and the author that created the rule. We used the rules created by a given user as the implicit feedback to build her user’s profile $P$. We preprocessed the dataset by removing the users with less than 5 created rules. At the end, the dataset was composed by 163 users and 10,626 implicit feedback, overall. Since the dataset does not contain any information about which device or online service can be actually controlled by each user, we suppose that each user is authorized to control any connected entity, i.e., the recommendation set $RS$ of a user potentially includes all the rules included in the dataset.

5.1.2 Metrics. Differently from recommender systems in other domains, e.g., movies, HeyTAP$^2$ is task-oriented, i.e., its goal is to allow users to discover a specific IF-THEN rule that can satisfy the current user’s intention. To investigate the task-oriented nature of HeyTAP$^2$, we build the test set by randomly picking a single target rule from each user’s profile, and then we use the following two metrics averaged over all users:

- **HIT@N-C**: the hit-rate up to a given cycle $c$, i.e., the proportion of users who have been recommended their target item in the $n$ recommendations after $c$ refinement cycles;
- **SIM@N-C**: the Jaccard similarity of the $n$ recommended rules in the current refinement cycle $c$ with the target item.

Besides assessing the capability of the algorithm to recommend exactly the target item, we also measure, in terms of precision and recall, the ability of HeyTAP$^2$ of suggesting rules belonging to the set $IC$ of intention candidate rules, i.e., rules that can satisfy the initial user’s intention:

- **PREC$_{IC}@N-C$**: the fraction of the the recommended rules that are relevant to the current user’s intention, i.e., that belong to the set $IC$, among all the rules that have been recommended up to the refinement cycle $c$;
- **REC$_{IC}@N-C$**: the fraction of the the recommended rules that are relevant to the current user’s intention, i.e., that belong to the set $IC$, over the total amount of rules that are relevant, i.e., the $IC$ size, up to the refinement cycle $c$.

Since recommendations are expected to be consumed in a conversational agent, and given the task-oriented nature of the recommendation process, the number $n$ of computed recommendations needs to be limited. For this reason, in our experiments, we set $n = 3$.

5.2 Recommendation Process Assessment

To quantitatively assess the recommendation process of HeyTAP$^2$ (RQ1), we test it in different configurations, by varying the parameters of the algorithm, as well as the adopted re-weighting policy. Through such an assessment, we investigate how the recommendation accuracy and similarity with target items evolve as the interaction between the system and the user proceeds.
5.2.1 Experimental Setting. To simulate the interaction between a given user and HeyTAP$^2$, we proceed as follow. First, we simulate the user’s intention by extracting the EUPont classes $C_a$ and $C_t$ for the user’s target item. Stemming from the extracted classes, we compute the set of intention candidates rules $IC$. Furthermore, we use the user’s profile $P$ (excluding the target item) to compute the user’s long term preferences $L$. A possibility to simulate the user’s short term preference $k$ in each refinement cycle is to choose it randomly from the current set of recommendations. As highlighted in [44], however, such an approach is not the same as exhibiting a short-term preference. Previous works [32, 44] suggests to adopt a procedure in which, in each cycle, the user selects the rule that is most similar to the target, i.e., $k = \arg\max_{i \in rec \text{ sim} (i, target)}$. In our work, however, recommended items are intrinsically more complex than movies or songs, i.e., the “typical” target items of contemporary recommender systems. IF-THEN rules, indeed, are composite items that involve a trigger and an action, each one with its own details. Since users may not always be able to select the rule that is most similar to their target, we introduce a given amount of randomness (50%) in the user’s choices. An investigation about the effects of introducing different amount of randomness is reported in Section 5.2.2. The simulated interaction stops when the target is one of the recommendations, i.e., $target \in rec$, or after 10 refinement cycles.

Thanks to the simulation procedure described above, we explore the effect of the following HeyTAP$^2$ characteristics over the computed metrics:

- The influence of the $\eta$ parameter in Equation 5, i.e., the balance between the current personalization intention and the long-term preferences of the user. When $\eta = 0$, only the current intention is taken it account, while $\eta = 1$ means that HeyTAP$^2$ ignores the intention and computes recommendations by taking into account long-term preferences, only. As in [44], we vary $\eta$ from 0 (intention only) to 1 (long-term preferences only) in steps of 0.25.
- The influence of the supported re-weighting policies $\Phi$. These represent different ways of taking positive and negative feedback into account. At each refinement cycle, HeyTAP$^2$ can promote rules similar to the user’s feedback and/or penalize the rules not selected by the user.

We also considered different values of $\theta$ in Equation 4 to extract long-term preferences. Here, we only show results for $\theta = 0.5$, i.e., the configuration that provided the best results in general.

5.2.2 Simulation Procedure Assessment. The adopted simulation procedure [32, 44] ideally assumes that, in each refinement cycle, the user is able to provide her short term preference by selecting the item that is more similar to her target. The complex nature of IF-THEN rules, however, may influence such an assumption. Figure 12a and Figure 12b show the impact of different amount of randomness in the user’s short-term preferences ($r$, from 0% to 100%) on the HIT@3 and SIM@3 metrics, respectively. The figures refer to a generic configuration of HeyTAP$^2$ that takes into account both intentions and long-term preferences ($\eta = 0.5$), and that promotes and penalizes items ($\Phi = \Phi_{\pm}$).

As shown in Figure 12a, randomness has little or no influence on hit rate. After 10 refinement cycles, for instance, HIT@3 is 0.675 without any random choices ($r = 0\%$), and 0.668 with random choices, only ($r = 100\%$). An increasing amount of randomness, instead, slightly decreases the similarity of the proposed recommendations with the target item as the interaction between the user and system proceeds (Figure 12b). After 10 refinement cycles, in particular, SIM@3 ranges from 0.937 without any random choices ($r = 0\%$) to 0.928 with random choices, only ($r = 100\%$).

Overall, the limited effects of randomness suggest that the simulation procedure described in previous works [32, 44] can be effectively applied to our work. However, as a conservative choice, we specify the procedure to our domain by introducing an amount $r = 50\%$ of randomness in the
refinement cycles. This allows the evaluation to account for situations in which the user fails to select the item that is more similar to her target.

5.2.3 Results. Table 4 shows the results for the hit-rate and similarity metrics after 10 refinement cycles of $HeyTAP^2$ in different configurations. Columns are the different re-weighting policies $\Phi$ supported by $HeyTAP^2$, while rows refer to the different values of $\eta$. In general, $HeyTAP^2$ provided higher hit-rates and greater similarity with target items when either $\eta$ is 0.50 or $\Phi$ is $\Phi_\pm$. The best performing configuration, underlined in the table, is at the intersection of those two conditions, i.e., when $\eta = 0.50$ and $\Phi = \Phi_\pm$. The re-weighting policy $\Phi_\pm$ means that candidate rules are promoted when similar to the user’s short-term preference and penalized when they are similar to the rules not chosen by the user in the refinement cycles. The value $\eta = 0.5$, instead, means $HeyTAP^2$ treats both intentions and long-term preferences at the same way.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$\Phi_+$</th>
<th>$\Phi_-$</th>
<th>$\Phi_\pm$</th>
<th>$\Phi_+$</th>
<th>$\Phi_-$</th>
<th>$\Phi_\pm$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.626</td>
<td>0.632</td>
<td>0.638</td>
<td>0.925</td>
<td>0.925</td>
<td>0.927</td>
</tr>
<tr>
<td>0.25</td>
<td>0.663</td>
<td>0.656</td>
<td>0.663</td>
<td>0.931</td>
<td>0.934</td>
<td>0.934</td>
</tr>
<tr>
<td>0.50</td>
<td>0.669</td>
<td>0.669</td>
<td><strong>0.674</strong></td>
<td>0.933</td>
<td>0.935</td>
<td><strong>0.937</strong></td>
</tr>
<tr>
<td>0.75</td>
<td>0.497</td>
<td>0.503</td>
<td>0.503</td>
<td>0.776</td>
<td>0.780</td>
<td>0.783</td>
</tr>
<tr>
<td>1.00</td>
<td>0.233</td>
<td>0.233</td>
<td>0.233</td>
<td>0.561</td>
<td>0.561</td>
<td>0.561</td>
</tr>
</tbody>
</table>

Table 4. The table shows the hit-rate and the similarity metric after 10 refinement cycles (HIT@3-10 and SIM@3-10, respectively). In general, $HeyTAP^2$ performed better with $\eta = 0.50$, i.e., by treating both intentions and long-term preferences at the same way, and $\Phi = \Phi_\pm$, i.e., by promoting and penalizing items. The best-performing configurations in terms of hit-rate and similarity, in particular, are underlined. Results are the average of 5 equals experiments.

For what concerns re-weighting policies, the table suggests that promoting ($\Phi_+$) or penalizing ($\Phi_-$) items, only, gives very similar results on the hit-rate and similarity metrics. Taking into account both positive and negative feedback at the same time ($\Phi_\pm$), instead, improves the recommendation process in terms of HIT@3 and SIM@3. Furthermore, the table clearly highlights the importance...
of the elicited personalization intention in the recommendations process. With $\eta \in [0, 0.5]$, i.e., from HeyTAP$^2$ considering only intentions ($\eta = 0$) to HeyTAP$^2$ mixing intentions with long-term preferences ($\eta = 0.5$), the hit-rate and similarity metrics are similarly promising: the hit-rate is greater than 0.6 and the similarity is greater than 0.9 independently of the adopted re-weighting policy $\Phi$. As the importance of the intention decreases in favor of the users’ long term preferences, i.e., $\eta \in (0.5, 1]$, both the hit-rate and the similarity with target items decreases consistently. However, results show that long-term preferences play an important role, too: mixing them with users’ intentions ($\eta = 0.5$) allows HeyTAP$^2$ to increase its accuracy and its ability to recommend items similar to the users’ target items. As reported in Table 5, in particular, taking into account long-term preferences allows users to get to their target item faster, i.e., with less refinement cycles on average.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$M$</th>
<th>$SD$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>4.125</td>
<td>2.937</td>
</tr>
<tr>
<td>0.25</td>
<td>3.972</td>
<td>2.888</td>
</tr>
<tr>
<td>0.50</td>
<td>3.835</td>
<td>2.833</td>
</tr>
<tr>
<td>0.75</td>
<td>4.305</td>
<td>2.982</td>
</tr>
<tr>
<td>1.00</td>
<td>5.184</td>
<td>2.761</td>
</tr>
</tbody>
</table>

Table 5. The table shows how many refinement cycles on average are needed by HeyTAP$^2$ to recommended the user’s target item, i.e., to generate a hit, for different values of $\eta$. Mixing long-term preference with personalization intentions ($\eta = 0.5$) allows users to get to their target items faster.

**Fig. 13.** Evolution of the hit-rate and similarity in 10 HeyTAP$^2$ refinement cycles with different values of $\eta$.

Figure 13 shows how the re-weighting policy $\Phi_\eta$ performs over 10 refinement cycles with different values for $\eta$ in terms of hit-rate and similarity with the target item. To plot such metrics over time, we follow the procedure suggested in [44]. When the target item of a user is recommended in a recommendation set ($rec$) before the 10th cycle, i.e., there is a hit, we propagate the given $rec$ to the subsequent cycles. This ensures that the computed metric values are always calculated over the same number of users. Figure 13a highlights that, independently of the $\eta$ value, the hit-rate increases nearly linearly. Therefore, HeyTAP$^2$ allows the user to get closer to her target as the interaction proceeds. As the figure suggests, however, 10 refinement cycles are sometimes not
sufficient for a recommendation hit. A further investigation on the differences between hits and misses, i.e., target rules not hit after 10 refinement cycles, shows that the size of intention candidate rules sets (IC) is typically bigger with misses than hits, on average ($M = 205.78$, $SD = 186.24$ vs. $M = 169.04$, $SD = 184.54$, respectively). The size of the user’s profile $P$, instead, is almost equal in misses and hits ($M = 66.39$, $SD = 75.22$ vs. $M = 65.19$, $SD = 63.96$, respectively). As an example, the following rule generated a miss: “if I upload a video on YouTube, then create a video post on Tumblr.”

Given the spread of social networks in different contexts, e.g., videos and photos, and their different posting mechanisms, the simulated intention for this rule can be mapped to 540 different IF-THEN rules in the exploited dataset. The rule “if the WeMo motion sensor detects a movement, then set the fan mode on the WeMo humidifier”, instead, generated a hit without any refinement cycle. In this case, the WeMo motion sensor and the WeMo humidifier are very specific connected entities with dedicated functionality, and, although abstract, the simulated intention can be associated to 32 IF-THEN rules involving other similar connected entities, only. This suggests that it is more difficult to get the recommendation process to a specific item when there are too many intention candidate rules: when this happens, even 10 refinement cycles may not be sufficient to prioritize the target item among the huge number of “similar” rules.

Figure 13 also shows that, differently from other preference-based feedback approaches [44] where the similarity of the recommendations with target items increased linearly, in HeyTAP$^2$ the SIM@3 metric is high from the first refinement cycle, especially with $\eta \in [0, 0.5]$, and it remains roughly the same over the remaining cycles. By eliciting a personalization intention from the user, therefore, HeyTAP$^2$ is able to focus on IF-THEN rules that are specifically targeted for addressing the current user’s need.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$\Phi_+$</th>
<th>$\Phi_-$</th>
<th>$\Phi_\pm$</th>
<th>$\Phi_+$</th>
<th>$\Phi_-$</th>
<th>$\Phi_\pm$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.142</td>
<td>0.142</td>
<td>0.142</td>
</tr>
<tr>
<td>0.25</td>
<td>0.975</td>
<td>0.975</td>
<td>0.975</td>
<td>0.142</td>
<td>0.142</td>
<td>0.142</td>
</tr>
<tr>
<td>0.50</td>
<td>0.975</td>
<td>0.975</td>
<td>0.973</td>
<td>0.142</td>
<td>0.142</td>
<td>0.142</td>
</tr>
<tr>
<td>0.75</td>
<td>0.689</td>
<td>0.688</td>
<td>0.688</td>
<td>0.101</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>1.00</td>
<td>0.344</td>
<td>0.344</td>
<td>0.344</td>
<td>0.050</td>
<td>0.050</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Table 6. The table shows the precision and the recall metric over intention candidate rules after 10 refinement cycles (PREC$_{ic}@3$ and REC$_{ic}@3$, respectively). Independently of the adopted policy, HeyTAP$^2$ was able to suggest intention candidates rules, i.e., rules that satisfy the user’s intention, even by mixing the intention with user’s long-term preferences (see the table row with $\eta = 0.50$, for instance). Not surprisingly, such an ability decreases when long-term preferences become more important than intentions ($\eta = 0.75$ and $\eta = 1.00$). Results are the average of 5 equals experiments.

Finally, Table 6 further highlights how users’ long term preferences influence the recommendation process. Independently of the adopted re-weighting policy, precision and recall over intention candidate rules are the same with $\eta \in [0, 0.5]$. This means that HeyTAP$^2$ is able to suggest intention candidate rules $\in IC$, i.e., rules that satisfy the current user’s intention, even by mixing the intention with user’s long-term preferences. As the table suggests, however, precision and recall decrease when long-term preferences become more important than the current intention in the recommendation process ($\eta = 0.75$ and $\eta = 1.00$).

5.2.4 Key Findings. Summarizing, the key findings resulting from our quantitative assessment of the recommendation process of HeyTAP$^2$ in different configurations (RQ1) are the following:
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• hit rate increases as the interaction between HeyTAP\textsuperscript{2} and the user proceeds;
• HeyTAP\textsuperscript{2} performs better by taking into account both the current user’s intention and her long-term preferences, as well as her positive and negative feedback;
• long-term preferences allow HeyTAP\textsuperscript{2} to recommend the target item faster.

5.3 Comparison With Other Recommender Systems
To further assess the potential of our approach, we compare our CSR system with other recommender systems that are in the TAP domain or employ a similar preference-based feedback approach (RQ2). In presenting the results of such an evaluation, we highlight the peculiarities of HeyTAP\textsuperscript{2}, as well as its differences with the other evaluated recommender systems.

5.3.1 Experimental Setting. Given the specific context, i.e., trigger-action programming, and the characteristics of our approach, i.e., a recommendation process that works with semantic, unstructured item representations, we were only able to find two other state-of-the-art recommender systems to compare with HeyTAP\textsuperscript{2}, namely RecRules and n-by-p.

• RecRules [21] is, to our knowledge, the only other recommender system in the context of IF-THEN rules for personalizing connected entities. It employs a hybrid approach by integrating both content-based and collaborative information in a graph-based setting, and it extracts different types of features based on the underlying connections between graph’s items to make top-N recommendations. As HeyTAP\textsuperscript{2}, it exploits semantic information, and, in particular, the EUPont ontology to describe IF-THEN rules. Since RecRules is not conversational, we compare it with HeyTAP\textsuperscript{2} without refinement cycles, only.

• n-by-p [44] is, to the best of our knowledge, the only other conversational recommender system for domains whose items have unstructured representations. It employs a navigation-by-preference approach, called “preference chain”, similar to the HeyTAP\textsuperscript{2} refinement cycles: given a seed item, it helps the user navigate through the item space by tackling into account the user’s history and her short-term preferences. We implemented a version of the n-by-p system in Java by exploiting the best-performing configuration described in the original paper and by modeling IF-THEN rules with the same semantic information exploited in HeyTAP\textsuperscript{2}. To simulate the interaction between users and n-by-p, we follow the same procedure described by its authors. The procedure is similar to the one adopted for the HeyTAP\textsuperscript{2} refinement cycles, except for the selection of the initial seed item, which is chosen randomly from the user’s profile. Also for n-by-p, we introduce an amount \( r = 50\% \) of randomness in the short-term preferences provided by users in the refinement cycles.

Since both RecRules and n-by-p cannot model personalization intentions, we choose, for our baseline, a configuration of HeyTAP\textsuperscript{2} that takes into account users’ long-term preferences, only, i.e., \( \eta = 1 \) and \( \Phi = \Phi_a \), which were among the worst performing configurations for HeyTAP\textsuperscript{2}.

5.3.2 Results. Table 7 reports the results on the comparison of HeyTAP\textsuperscript{2} with the two identified baselines, i.e., RecRules and n-by-p, in terms of hit-rate and similarity with the target item, while Table 8 focuses on precision and recall over intention candidate rules. We test all the three algorithms in the "single-shot" recommendation, i.e., without any refinement cycles \( (c = 0) \). Table 7 shows that, without refinement cycles and without taking into account personalization intentions, HeyTAP\textsuperscript{2} is outperformed in the recommendation of the target item by the other two recommender system, with RecRules the best performing algorithm in terms of hit-rate. This is not surprising, and further confirms the importance of eliciting user’s personalization intentions in our approach: without taking them into account, and without refinement cycles, a hybrid recommender system able to take into account both content-based and collaborative information like RecRules is clearly advantaged.
Given its content-based nature, however, HeyTAP\textsuperscript{2} provided recommendations similar to the target items from the beginning of the recommendation process (SIM@3-0 = 0.552). The advantages of our approach can be seen, in Table 7, from the comparison of HeyTAP\textsuperscript{2} and n-by-p after 10 refinement cycles (“preference chain” in n-by-p). After some interactions between users and the systems, both the recommenders improve their hit-rate and similarity with target items. HeyTAP\textsuperscript{2}, however, provides better results.

<table>
<thead>
<tr>
<th>RecSys</th>
<th>HIT@3-0</th>
<th>SIM@3-0</th>
<th>HIT@3-10</th>
<th>SIM@3-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RecRules</td>
<td>0.055</td>
<td>0.057</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>n-by-p</td>
<td>0.031</td>
<td>0.425</td>
<td>0.110</td>
<td>0.426</td>
</tr>
<tr>
<td>HeyTAP\textsuperscript{2}</td>
<td>0.018</td>
<td>0.552</td>
<td>0.233</td>
<td>0.561</td>
</tr>
</tbody>
</table>

Table 7. Comparison of the HeyTAP\textsuperscript{2} recommendation process with RecRules [21] and with n-by-p [44] in terms of hit-rate and similarity with the target item. To compare HeyTAP\textsuperscript{2} with algorithms that do not take into account the user’s intention, we run it in the configuration with long-term preferences, only, i.e., $\eta = 1$. We test all the three algorithm in the “single-shot” recommendation, i.e., without any refinement cycles ($c = 0$). Furthermore, we compare HeyTAP\textsuperscript{2} and n-by-p after 10 refinement cycles (what Rada et al. [44] call a “preference chain” in n-by-p). The best-performing algorithms are underlined. Results are the average of 5 equals experiments.

Such an advantage can be better glimpsed in Figure 14, in which we plotted the hit-rate and similarity metrics of HeyTAP\textsuperscript{2} and n-by-p over 10 recommendation cycles. Figure 14a, in particular, shows that while n-by-p starts with a higher hit-rate, the HeyTAP\textsuperscript{2} hit-rate increases faster and reaches a higher value, i.e., our recommendation process allows the user to get closer to her target more rapidly than n-by-p.

![Fig. 14. Evolution of the hit-rate and similarity metrics in the comparison between HeyTAP\textsuperscript{2} and n-by-p.](image)

For what concerns precision and recall over intention candidate rules, Table 8 shows that HeyTAP\textsuperscript{2} is more inclined than the other two algorithms to recommend rules able to satisfy the user’s intention, even without explicitly considering it. This suggests that users tend to define rules
that are semantically similar over time, thus further explaining why user’s long-term preferences are an important factor to be considered in the recommendation process. Differently from RecRules, in particular, HeyTAP$^2$ is a pure content-based recommender system: while this may limit serendipity, i.e., the possibility of receiving “surprising” recommendations, it increases the ability of HeyTAP$^2$ to recommend rules that are semantically related to the user’s need. Furthermore, the refinement cycles and the related short-term feedback adopted by HeyTAP$^2$ and n-by-p “drive” the recommendation process towards IF-THEN rules that can satisfy the current user’s intention. As shown in Table 8, independently of the tested algorithm, both PREC$_{ic}$ and REC$_{ic}$ increase after 10 refinement cycles. As for the hit rate and the similarity metric, however, HeyTAP$^2$ outperformed n-by-p.

5.3.3 Key Findings. Summarizing, the key findings resulting from our comparison of HeyTAP$^2$ with state-of-the-art recommender systems (RQ2) are the following:

- two fundamental elements of the HeyTAP$^2$ recommendation process are the elicited user’s intention and the refinement cycles: without them, hybrid recommender systems like RecRules are more effective in terms of hit rate;
- HeyTAP$^2$ outperforms n-by-p after 10 refinement cycles in terms of hit rate and similarity of the recommendations with the target item;
- HeyTAP$^2$ is in general more inclined to recommend rules able to satisfy the user’s intention with respect to the other evaluated algorithms, even without refinement cycles.

6 DISCUSSION

HeyTAP$^2$ is a semantic CSR system able to suggest pertinent and immediately applicable IF-THEN rules starting from an abstract description of a user’s personalization intention. We evaluated the conversational and semantic recommendation process of HeyTAP$^2$ through different experiments with simulated users and real-world data contained in a dataset of IF-THEN rules extracted from IFTTT [53], one of the most popular TAP platforms. We decided to focus on the recommendation process given its importance in the overall system. Indeed, the other part of the system, i.e., the conversational agent to elicit users’ intentions, exploits established technologies such as DialogFlow, and it is based on the results of a formative study conducted in our previous work [22].

The assessment of the recommendation process in its several configurations highlighted the advantages of the different characteristics of our approach, and allowed us to define the winning configuration. As expected, one of the most influencing factor in HeyTAP$^2$ was the user’s personalization intention. The introduction of such an information in the recommendation process increases the recommendation accuracy and the similarity of the computed recommendations with the users’ target items. However, also users’ long-term preferences play an important role, and, if mixed with the users’ intentions, allow HeyTAP$^2$ to achieve better results faster, i.e., with less refinement cycles. While, intuitively, users would like to find “new” rules rather than ones similar

<table>
<thead>
<tr>
<th>RecSys</th>
<th>PREC$_{ic}$@3-0</th>
<th>REC$_{ic}$@3-0</th>
<th>PREC$_{ic}$@3-10</th>
<th>REC$_{ic}$@3-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RecRules</td>
<td>0.086</td>
<td>0.001</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>n-by-p</td>
<td>0.184</td>
<td>0.002</td>
<td>0.150</td>
<td>0.022</td>
</tr>
<tr>
<td>HeyTAP$^2$</td>
<td>0.337</td>
<td>0.005</td>
<td>0.344</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Table 8. Comparison of the HeyTAP$^2$ recommendation process with RecRules [21] and with n-by-p [44] in terms of precision and recall over intention candidate rules. As in Table 7, HeyTAP$^2$ considers long-term preferences, only, i.e., $\eta = 1$. The best-performing algorithms are underlined. Results are the average of 5 equals experiments.
to what they have already interacted with, the importance of the long-term preferences can be qualitatively explained by the fact that the “new” concept in trigger-action programming is different than in other domains where recommender systems are popular, e.g., movies. Rather than receiving “serendipitous” recommendations involving yet unknown triggers, actions, and connected entities, indeed, users typically have abstract personalization goals that can be addressed through multiple IF-THEN rules at run-time [20, 52]. As demonstrated by our investigation of precision and recall over intention candidate rules, this means users tend to define rules that are “semantically” similar over time, e.g., to adapt their rules to different contextual situations, and further explains why it is worth considering long-term preferences in the recommendation process. We also demonstrated the advantage of taking into account both positive and negative feedback in the refinement cycles. Promoting items similar to the users’ short-term preferences while penalizing items similar to the “discarded” rules (Φ±), indeed, turned out to be the best-performing re-weighting policy Φ.

In comparing HeyTAP² with baseline recommender systems, we found interesting results. First, we further confirmed the peculiarity of our approach, i.e., eliciting users’ intentions and using them to “guide” the recommendation process. To compare our system with algorithms that do not model such a concept, indeed, we used an HeyTAP² version that considered long-term preferences, only. Without intentions and refinement cycles, the RecRules algorithm, i.e., a recommender system that is explicitly designed for not “guided” and “single-shot” recommendations, outperformed HeyTAP². This can be explained by the fact that, besides long-term preferences extracted from the user’s profile, RecRules can also exploit collaborative information extracted from other users. While approaches like RecRules can promote serendipity by making users discover new and interesting IF-THEN rules to be activated, however, they are less useful for assisting users that already have a goal, i.e., an intention, to fulfill. With refinement cycles, moreover, even the HeyTAP² version without intentions achieved promising results, and, in particular, performed better than the other evaluated preference-based feedback approach, i.e., n-by-p. As the interaction between the user and the systems proceeded, for instance, the hit-rate with the target item increased in both the recommenders. The HeyTAP² hit rate, however, increased faster, by reaching a higher value. Furthermore, the similarity of the recommendations with target items was always higher in HeyTAP². A possible explanation lies in the differences of the two approaches in calculating the scores to rank recommendations. In n-by-p, in fact, item’s features are used indirectly, only, i.e., by computing scores on the basis of the “neighbors” of a given rule. In HeyTAP², instead, features are used directly, and scores reflect the Jaccard similarity of the rule’s features.

6.1 Limitations
We are aware that the results presented in this paper could depend on numerous factors, including the high degree of sparsity of the evaluated dataset. Unfortunately, differently from other domains such as movies and songs, recommendations in the trigger-action programming context are in their early stages. To our knowledge, the dataset of Ur et al. [53] is the only publicly available collection of IF-THEN rules. Furthermore, other popular platforms such as Zapier and Microsoft Flow do not allow users to share their rules, making it impossible to crawl data from them. Even if further investigation is needed, however, results of the HeyTAP² evaluation are promising, and call for a new breed of conversational TAP platforms that guide their users in translating their abstract needs into executable IF-THEN rules.

7 CONCLUSIONS AND FURTHER DEVELOPMENTS
In the Internet of Things era, users can personalize the behavior of their connected entities by defining IF-THEN rules such as “if the entrance Nest security camera detects a movement, then blink the Philips Hue lamp in the kitchen.” Unfortunately, the spread of new supported technologies
make the number of possible combinations between triggers and actions continuously growing, and trigger-action programming becomes a complex task. In this paper, we presented HeyTAP², a semantic CSR system to simplify the process needed by end users to translate their abstract needs into executable IF-THEN rules. The user can communicate her current personalization intention to a conversational agent to get a first set of recommended IF-THEN rules. Then, she can collaborate with the HeyTAP² through multiple refinement cycles to get recommendations that better align with her intention. By evaluating HeyTAP² with simulated users and real-word data extracted from IFTTT, we explored the advantages of the different configuration of our approach, and we successfully compared it with baseline recommender systems.

While further studies with real users and connected entities are needed to confirm our results, this paper open the way to novel TAP platforms able to converse with their users, elicit their abstract personalization intentions, and recommend pertinent and immediately applicable IF-THEN rules.
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