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# ELIMINATION OF INTERMEDIATE SPECIES IN MULTISCALE STOCHASTIC REACTION NETWORKS ${ }^{1}$ 

By Daniele Cappelletti and Carsten Wiuf<br>University of Copenhagen


#### Abstract

We study networks of biochemical reactions modelled by continuoustime Markov processes. Such networks typically contain many molecular species and reactions and are hard to study analytically as well as by simulation. Particularly, we are interested in reaction networks with intermediate species such as the substrate-enzyme complex in the Michaelis-Menten mechanism. Such species are virtually in all real-world networks, they are typically short-lived, degraded at a fast rate and hard to observe experimentally.

We provide conditions under which the Markov process of a multiscale reaction network with intermediate species is approximated by the Markov process of a simpler reduced reaction network without intermediate species. We do so by embedding the Markov processes into a one-parameter family of processes, where reaction rates and species abundances are scaled in the parameter. Further, we show that there are close links between these stochastic models and deterministic ODE models of the same networks.


1. Introduction. Reliable mathematical models of biochemical reaction networks are of great interest for the analysis of experimental data and theoretical biochemistry. Such models can provide qualitative information on biochemical systems as well as provide means to simulate networks and to estimate unknown parameters. The classical stochastic model of a reaction network is a continuoustime Markov process, where the states are configurations of species numbers and the transitions are changes caused by reactions. We refer to this Markov process as a stochastic reaction network (SRN). Unfortunately, the set of reactions and chemical species is often very large, and the related Markov process is too complicated to be studied analytically or by modern computers. Thus, the necessity of simplifying the full model arises. Perhaps the first result in this direction is due to Kurtz (1972), where a deterministic weak limit for stochastic reaction networks is obtained [see also Kurtz (1977/1978)]. More recently, in Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013), similar asymptotic results have been obtained under more general scaling conditions than those applied in Kurtz

[^0](1972, 1977/1978). Here, the limit might have stochastic as well as deterministic components, and the limit network might consist of simplified reactions with fewer species. In this context, the concept of model reduction arises naturally.

A famous and well-studied example of a biochemical system is the MichaelisMenten mechanism for enzyme kinetics [Cornish-Bowden (2004), Härdin et al. (2009), Kang and Kurtz (2013), Rao and Arkin (2003), Thomas, Straube and Grima (2012)]. It is described by the reactions

$$
E+R \longleftrightarrow H \longrightarrow E+P
$$

where $E$ denotes an enzyme, $R$ a reacting substrate and $P$ a product. $H$ is an intermediate, or transient, species formed by $E$ and $R$, and it is usually unstable. Whenever a reaction occurs, say $E+R \rightarrow H$, then the number of molecules changes accordingly, that is, the numbers of $E$ and $R$ molecules are each reduced by one, while the number of $H$ molecules is increased by one.

If we assume that at least one of the reactions $H \rightarrow E+R$ and $H \rightarrow E+P$ is so fast that a produced molecule of $H$ is quickly degraded before any other reaction takes place (i.e., at any time at most one molecule of $H$ is present), then it seems reasonable that the Markov process could be approximated by a simpler Markov process, corresponding to the reduced reaction network

$$
E+R \longrightarrow E+P
$$

where the reaction rate is determined from the original reaction rates. Intuitively, the rate is the rate of $E+R \rightarrow H$ multiplied by the probability that the reaction $H \rightarrow E+P$ occurs instead of $H \rightarrow E+R$. Under this reduction, the number of enzyme molecules $E$ becomes constant. In essence, we are here dealing with timescale separation, in addition to species elimination and dimensionality reduction (both in terms of the number of reactions as well as the number of species).

Another, perhaps more interesting example, is the following reaction network:


It describes the catalytic transformation of a species $R$ into the species $P_{1}$ or $P_{2}$, through a chain of intermediate steps, denoted by the species $H_{1}, H_{2}$ and $H_{3}$.

Whenever the reaction $E+R \rightarrow H_{1}$ occurs, a sequence of reactions between intermediate species will take place (e.g., $H_{1} \rightarrow H_{3} \rightarrow H_{1}$ ) before a final complex is produced, such as $E+P_{1}$. If the time spent in intermediate states is small, we might approximate the reaction paths proceeding through the formation and quick degradation of intermediate species by direct reactions. In other words, it is reasonable to contract reaction paths passing through any intermediate species to obtain

for a suitable choice of reaction rates. Note that there is an infinite number of such reaction paths. We will provide conditions that guarantee that the original SRN can be well approximated, in a certain sense, by the reduced SRN, or more accurately, that the Markov process describing the original system is well approximated by the Markov process of the reduced system.

For this aim, we introduce a family of kinetics (reaction rates) indexed by a parameter $N$ and study the relationship between the original and the reduced SRNs as $N \rightarrow \infty$. The analysis builds on the previous work Feliu and Wiuf (2013a) [see also Feliu and Wiuf (2012, 2013b)], as well as on Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013). In Feliu and Wiuf (2013a), a mathematical framework is developed for the elimination of intermediate species in deterministically modelled reaction networks, using ODEs. Properties of the steady states in the original ODE system are related to similar properties of the steady states in the reduced ODE system by means of a formal relationship between the original and the reduced network. Here, we are not concerned about the steady states nor about the equilibrium distributions of SRNs, but about the trajectories of SRNs up to a finite fixed time $T>0$. Our aim is to approximate the dynamics of the original system with intermediate species by means of the dynamics of a simplified model, where intermediate species are eliminated. Though we arrive at our reduced model through a different route than Feliu and Wiuf (2013a), we will show that there are close links to ODE models and that our reduced network in fact is that of Feliu and Wiuf (2013a).

We will study different types of convergence of stochastic processes associated with SRNs as $N \rightarrow \infty$. The limit is taken assuming that the consumption rates (at least some of them) of the intermediate species approach infinity according to $N$. Also the molecular abundances might be scaled in powers of $N$ in the spirit of the multiscale analysis performed in Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013). These papers deal with various forms of model reduction. However, the elimination of intermediate species we aim to achieve is not possible in these settings. On the other hand, our approximating model might
in some cases be further reduced by techniques developed in these papers, hence our approach might be considered complementary to theirs.
2. Preliminaries and definitions. The space of real (natural) vectors with entries indexed by a finite set $A$ is denoted by $\mathbb{R}^{A}\left(\mathbb{N}^{A}\right)$, and for any vector $v \in \mathbb{R}^{A}$ $\left(\mathbb{N}^{A}\right)$, we denote the entry corresponding to $a \in A$ by $v(a)$. Moreover, for any two vectors $v, w \in \mathbb{R}^{A}\left(\mathbb{N}^{A}\right)$ we write $v>w$ if the inequality holds component-wise. Furthermore, $|v|$ denotes the usual Euclidean norm of $v$. Finally, if $A$ is a finite set, we let \#A denote the cardinality of $A$. Given two real numbers $x, y$, we will often use the notation $x \vee y$ or $x \wedge y$ to denote the maximum and the minimum of $x$ and $y$, respectively.

A reaction network consists of a set of species $\mathcal{X}$, a set of complexes $\mathcal{C}$, and a set of reactions $\mathcal{R}$. Formally, $\mathcal{X}$ is a finite nonempty set $\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$, $\mathcal{C}=\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$ is a nonempty set of nonnegative linear combinations of elements of $\mathcal{X}$ and $\mathcal{R}$ is a finite nonempty subset of $\mathcal{C} \times \mathcal{C}$, such that $\left(y_{i}, y_{i}\right) \notin \mathcal{R}$ for all $i$. We identify $\mathcal{X}$ and $\mathcal{C}$ with finite subsets of $\mathbb{N}^{\mathcal{X}}$. If $\left(y_{i}, y_{j}\right) \in \mathcal{R}$ we write $y_{i} \rightarrow y_{j}$ and we say that $y_{i}$ is the reactant and $y_{j}$ is the product. Throughout the paper, we will denote an object $O$ associated with a reaction $r: y_{i} \rightarrow y_{j}$ by $O_{r}$ or $O_{i j}$ indifferently. Furthermore, for each reaction $r: y_{i} \rightarrow y_{j} \in \mathcal{R}$, we define the reaction vector

$$
\xi_{r}=y_{j}-y_{i}
$$

For further background on reaction networks, see Anderson and Kurtz (2011), Érdi and Tóth (1989).

A complex $y \in \mathcal{C}$ is given as $y=\left(y\left(S_{1}\right), \ldots, y\left(S_{n}\right)\right)$ and $y(S)$ is called the stoichiometric coefficient of the species $S$ in $y$. Furthermore, we define the support of $y$ as the set of species $S$ such that $y(S)>0$, in which case we write $S \in y$. Moreover, define $\mathcal{C}_{S}$ as the complexes whose support contains $S$ and $\mathcal{R}_{S}$ as the reactions in $\mathcal{R}$ that change the counts of $S$ :

$$
\begin{align*}
\mathcal{C}_{S} & =\{y \in \mathcal{C}: S \in y\}  \tag{2.1}\\
\mathcal{R}_{S} & =\left\{r \in \mathcal{R}: \xi_{r}(S) \neq 0\right\} \tag{2.2}
\end{align*}
$$

Finally, we define a kinetics $\mathcal{K}$ as a set of functions indexed by $\mathcal{R}$ of the form

$$
\begin{aligned}
\lambda_{r}: \mathbb{N}_{\geq 0}^{\mathcal{X}} & \rightarrow \mathbb{R}_{\geq 0}, \\
x & \mapsto \lambda_{r}(x) .
\end{aligned}
$$

Intuitively, $\lambda_{r}$ is the rate by which reaction $r$ occurs and it will be referred to as the reaction rate. We allow reaction rates to be constantly 0 , in which case the corresponding reaction could be removed from the network.

A reaction network equipped with a kinetics can be modelled as a continuoustime Markov process $X$. on $\mathbb{N}^{\mathcal{X}}$, where $X_{t}(S)$ is the number of molecules of the
species $S$ at time $t$. Taken together with $\mathcal{K}$ and $X$., a reaction network is called a stochastic reaction network ( $S R N$ ). The state of $X$. changes whenever a reaction takes place, for example, if the reaction $r$ occurs at time $t^{*}$ the new state is

$$
X_{t^{*}}=X_{t^{*}-}+\xi_{r}
$$

The kinetics $\mathcal{K}$ represents the transition rates for the process $X$., such that

$$
\begin{equation*}
X_{t}=X_{0}+\sum_{r \in \mathcal{R}} \xi_{r} Y_{r}\left(\int_{0}^{t} \lambda_{r}\left(X_{s}\right) d s\right) \tag{2.3}
\end{equation*}
$$

with $Y_{r}(\cdot)$ independent and identically distributed unit-rate Poisson processes [Kurtz (1977/1978)]. The random variable $Y_{r}\left(\int_{0}^{t} \lambda_{r}\left(X_{s}\right) d s\right)$ counts how many times the reaction $r$ has occurred up to time $t$. This stochastic model is typically chosen if the number of reactant molecules is low, so that the behaviour of the system is similar to the evolution of a jump process. Changes occur only in a discrete set of time points and it is uncertain which reaction will take place next.

A typical choice of kinetics is mass-action kinetics, where the reaction rate of $r: y_{i} \rightarrow y_{j}$ is given by

$$
\lambda_{r}(x)=k_{r} \prod_{S \in y_{i}} \frac{x(S)!}{\left(x(S)-y_{i}(S)\right)!} \mathbb{1}_{\left\{x(S) \geq y_{i}(S)\right\}},
$$

and $k_{r}$ are nonnegative real numbers, called rate constants. We usually express this as $y_{i} \xrightarrow{k_{r}} y_{j}$. Note that the reaction rates are proportional to the number of ordered subsets of molecules that can give rise to an occurrence of the reaction. This choice of kinetics is natural if we assume the system is well stirred.

To define a reduced reaction network, we introduce the concept of an intermediate species [Feliu and Wiuf (2013a)].

Definition 2.1. Let $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ be a reaction network and $\mathcal{V} \subset \mathcal{X}$. We say that the species in $\mathcal{V}$ are intermediate species (or simply intermediates) if the following conditions hold:

- for each $H \in \mathcal{V}$ and $y \in \mathcal{C}$, if $H$ is in the support of $y$, then $y=H$. This implies that $\mathcal{V} \subset \mathcal{C}$,
- for each $H \in \mathcal{V}$, there is a directed path of complexes such that

$$
y_{i} \rightarrow H_{\ell_{1}} \rightarrow \cdots \rightarrow H \rightarrow \cdots \rightarrow H_{\ell_{k}} \rightarrow y_{j}
$$

for some complexes $y_{i}, y_{j} \in \mathcal{C} \backslash \mathcal{V}$ and $H_{\ell_{i}} \in \mathcal{V}$ for all $1 \leq i \leq k$. The path

$$
H_{\ell_{1}} \rightarrow \cdots \rightarrow H \rightarrow \cdots \rightarrow H_{\ell_{k}}
$$

is called a chain of intermediates.

According to the definition, intermediate species always appear alone and with stoichiometric coefficient one. For example, the species $H$ in the MichaelisMenten mechanism and the species $H_{1}, H_{2}$ and $H_{3}$ in (1.1) meet Definition 2.1. We denote by $\mathcal{U}, \mathcal{W}$ the subsets of $\mathcal{C}$ such that:

- for all $y \in \mathcal{U}$, there exists $H \in \mathcal{V}$, such that $y \rightarrow H \in \mathcal{R}$,
- for all $y \in \mathcal{W}$, there exists $H \in \mathcal{V}$, such that $H \rightarrow y \in \mathcal{R}$.

We refer to $\mathcal{U}$ and to $\mathcal{W}$, respectively, as the initial reactants and the final products. In general, the two sets can have nonempty intersection (as in Example 3.1). For any initial reactant $y_{i}$ we introduce the set $\mathcal{V}_{i}$ of intermediate species $H$ such that $y_{i} \rightarrow H \in \mathcal{R}$. We index the set $\mathcal{V}$ using the ordering of the set $\mathcal{C}$, such that $H_{\ell}=y_{\ell}$ for any intermediate $H_{\ell} \in \mathcal{V}$. Further, we introduce the index sets $U, V, V_{i}$ and $W$ of $\mathcal{U}, \mathcal{V}, \mathcal{V}_{i}$ and $\mathcal{W}$, respectively, such that

$$
\mathcal{U}=\left\{y_{i}\right\}_{i \in U}, \quad \mathcal{V}=\left\{H_{\ell}\right\}_{\ell \in V}, \quad \mathcal{V}_{i}=\left\{H_{\ell}\right\}_{\ell \in V_{i}}, \quad \mathcal{W}=\left\{y_{j}\right\}_{j \in W}
$$

3. The reduced stochastic reaction network. Let $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ be a reaction network equipped with a kinetics $\mathcal{K}$ and let $\mathcal{V} \subset \mathcal{X}$ be a set of intermediate species.

The reduced reaction network obtained from $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ is the triple

$$
\begin{equation*}
\left(\mathcal{X} \backslash \mathcal{V}, \mathcal{C} \backslash \mathcal{V}, \mathcal{R}^{*}\right) \tag{3.1}
\end{equation*}
$$

where $\mathcal{R}^{*}$ consists of the reactions in $\mathcal{R}$ not involving intermediates and the reactions $y_{i} \rightarrow y_{j}$, where $y_{j}$ is obtainable from $y_{i}$ through a chain of intermediate species of $(\mathcal{X}, \mathcal{C}, \mathcal{R})$, as in Definition 2.1. Thus, the intermediate species have been eliminated from the original network by contraction of reaction paths.

If $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ is equipped with a kinetics $\mathcal{K}$, then $\left(\mathcal{X} \backslash \mathcal{V}, \mathcal{C} \backslash \mathcal{V}, \mathcal{R}^{*}\right)$ inherits a kinetics $\mathcal{K}^{*}$ from $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ if certain additional conditions are fulfilled. To define $\mathcal{K}^{*}$ we first make the following assumption:

ASSUMPTION 1 (Rate functions and intermediates). The consumption of the intermediate species is governed by mass-action kinetics, that is for any $\ell, \ell^{\prime} \in V$ and $j \in W$,

$$
\lambda_{\ell j}(x)=k_{\ell j} x\left(H_{\ell}\right) \quad \text { and } \quad \lambda_{\ell \ell^{\prime}}(x)=k_{\ell \ell^{\prime}} x\left(H_{\ell}\right)
$$

for some nonnegative constants $k_{\ell j}, k_{\ell \ell^{\prime}}$. This condition implies that any molecule of an intermediate species will be consumed at a constant rate. Further, we assume that all other reaction rates do not depend on $H_{\ell}$.

Let $X$. be the process associated with $(\mathcal{X}, \mathcal{C}, \mathcal{R})$. We enlarge the filtration of $X$. by the $\sigma$-algebras $\sigma_{t}$, such that $\sigma_{t}$ contains the information on the evolution up to time $t$ of every occurrence of a molecule of an intermediate species in the experiment. In particular, we introduce a Markov process, that describes the dynamics, or fate, of a molecule of an intermediate species. Consider the $n$th reaction
occurring in $X$. that turns a nonintermediate complex into an intermediate species. Let this reaction be $y_{i} \rightarrow H_{\ell}$ and assume it takes place at time $t_{n}$. The intermediate molecule $H_{\ell}$ will eventually be transformed into a final product $y_{j}$. The chain of transformations leading to $y_{j}$ can be described by a continuous-time Markov chain $C_{n}(\cdot)$, starting at time $t_{n}$, with state space $\mathcal{V} \cup \mathcal{W}$ and $C_{n}\left(t_{n}\right) \in \mathcal{V}$. The final products are treated as absorbing states for the Markov process. The transition rate matrix, which is independent on $n$, has the following block structure:

$$
Q=\left[\begin{array}{c|c}
Q_{V, V} & Q_{V, W}  \tag{3.2}\\
\hline 0 & 0
\end{array}\right]
$$

where

$$
\begin{aligned}
q_{\ell \ell^{\prime}} & =k_{\ell \ell^{\prime}} & & \text { for all } \ell, \ell^{\prime} \in V \text { with } \ell \neq \ell^{\prime}, \\
q_{\ell j} & =k_{\ell j} & & \text { for all } \ell \in V \text { and } j \in W \\
q_{\ell \ell} & =-\sum_{\ell^{\prime} \in V} k_{\ell \ell^{\prime}}-\sum_{j \in W} k_{\ell j} & & \text { for all } \ell \in V
\end{aligned}
$$

We define by $\tau_{n}$ the time until the production of the final product, that is,

$$
\tau_{n}=\inf \left\{t \geq t_{n}: C_{n}(t) \in \mathcal{W}\right\}-t_{n}
$$

and for all $\ell \in V_{i}$, we define by $\pi_{\ell j}$ the probability that the final product produced is $y_{j}$, given that the intermediate chain started in $H_{\ell}$. Namely,

$$
\begin{equation*}
\pi_{\ell j}=P\left(C_{n}\left(t_{n}+\tau_{n}\right)=y_{j} \mid C_{n}\left(t_{n}\right)=H_{\ell}\right) \tag{3.3}
\end{equation*}
$$

with $\pi_{\ell j}=0$ if $j \notin W$. Since $C_{n}(\cdot)$ is a finite state Markov process with absorbing states, $\tau_{n}$ is almost surely finite. Moreover, note that $\pi_{\ell j}$ does not depend on $n$, since $Q$ does not depend on $n$. In this context, we have

$$
\begin{equation*}
\sigma_{t}=\sigma\left(X_{s}, C_{n}(s): s \in[0, t], n \in \mathbb{N}\right) \tag{3.4}
\end{equation*}
$$

Let $\mathcal{K}$ be a kinetics fulfilling Assumption 1. If we let $\lambda_{i \ell}=0$ whenever $y_{i} \rightarrow$ $H_{\ell} \notin \mathcal{R}$, then the kinetics $\mathcal{K}^{*}$ of the reduced reaction network is defined by

$$
\begin{equation*}
\lambda_{i j}^{*}(x)=\lambda_{i j}(x)+\sum_{\ell \in V_{i}} \pi_{\ell j} \lambda_{i \ell}(x), \tag{3.5}
\end{equation*}
$$

for any $y_{i} \rightarrow y_{j} \in \mathcal{R}^{*}$. Thus, the rate of a reaction originating from a chain of intermediates is the sum of the rates $\lambda_{i \ell}(\cdot)$ by which the first intermediate is produced from $y_{i}$ multiplied by the probability $\pi_{\ell j}$ that the chain ends in $y_{j}$. To this, we add $\lambda_{i j}(\cdot)$ if the reaction $y_{i} \rightarrow y_{j}$ is already in $\mathcal{R}$.

Our main goal is to prove that the behaviour of $X$., under certain conditions, is captured by the behaviour of the process associated with the reduced SRN. In the broader setting of multiscale models [Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013)], we prove that a suitable rescaled version of $X$.
can be approximated by a similarly rescaled version of the process of the reduced SRN. We will show this by constructing a particular process $Z$. on the same probability space as $X$., which is distributed as the process associated with the reduced SRN, and by further proving convergence in probability of the difference between the rescaled versions of $X$. and $Z$. in various senses. Specifically, we are able to prove uniform convergence in probability to zero at fixed time points as well as convergence in occupation measure (cf. Theorems 4.3 and 4.7). Under additional assumptions, we prove convergence in probability to zero of the difference of the rescaled processes in the Skorohod topology (cf. Theorems 4.5 and 4.7).

The reduced reaction network defined here is the same as the reduced reaction network introduced in Feliu and Wiuf (2013a). Moreover, the procedure to obtain the kinetics of the reduced model coincides with that in Feliu and Wiuf (2013a). We prove this in Theorem 3.1. It is worth noting, however, that the aims of Feliu and Wiuf (2013a) and this paper are very different. Indeed, we study various convergences of the stochastic processes associated with ( $\mathcal{X}, \mathcal{C}, \mathcal{R}$ ), while in Feliu and Wiuf (2013a) the reaction networks are deterministically modelled through a system of ODEs, and a relation between the steady states of the original and the reduced models is investigated.

In Feliu and Wiuf (2013a), the kinetics of the reduced reaction network is given by

$$
\begin{equation*}
\tilde{\lambda}_{i j}(x)=\lambda_{i j}(x)+\sum_{\ell \in V_{i}} k_{\ell j} \mu_{i \ell}(x) \tag{3.6}
\end{equation*}
$$

For defining $\mu_{i \ell}$, we have to recall some notions from graph theory: let $\mathcal{G}$ be a labelled directed graph. A labelled spanning tree of $\mathcal{G}$ rooted at some node $g$ is a labelled directed graph $\zeta$ satisfying the following conditions:
(i) the set of nodes of $\zeta$ coincides with the set of nodes of $\mathcal{G}$;
(ii) any directed edge of $\zeta$ is a directed edge of $\mathcal{G}$, and the labels are conserved;
(iii) $\zeta$ contains no cycle;
(iv) for any node $g^{\prime} \neq g$, in $\zeta$ there exists a directed path from $g^{\prime}$ to $g$.

The function $\mu_{i \ell}$ is defined as follows: consider the labelled directed graph $\mathcal{G}_{i}^{x}$ with node set $\mathcal{V} \cup\{\star\}$ and labelled edge set given by

$$
\begin{align*}
& \text { - } \quad H_{\ell} \xrightarrow{k_{\ell \ell^{\prime}}} H_{\ell^{\prime}} \quad \text { if } k_{\ell \ell^{\prime}} \neq 0 \text { and } \ell \neq \ell^{\prime}, \\
& \text { - } H_{\ell} \xrightarrow{\sum_{j \in W} k_{\ell j}} \star \quad \text { if } \sum_{j \in W} k_{\ell j} \neq 0 \text {, }  \tag{3.7}\\
& \text { - } \quad \stackrel{\lambda_{i \ell}(x)}{\longrightarrow} H_{\ell} \quad \text { if } \lambda_{i \ell}(x) \neq 0 .
\end{align*}
$$

Let $\Theta_{i}^{x}(\cdot)$ be the set of labelled spanning trees of $\mathcal{G}_{i}^{x}$ rooted at the argument, and let $w(\cdot)$ be the product of the edge labels of the tree in the argument. Then $\mu_{i \ell}(x)$
is defined as

$$
\begin{equation*}
\mu_{i \ell}(x)=\frac{\sum_{\zeta \in \Theta_{i}^{x}\left(H_{\ell}\right)} w(\zeta)}{\sum_{\zeta \in \Theta_{i}^{x}(\star)} w(\zeta)} \tag{3.8}
\end{equation*}
$$

There might be no spanning tree rooted at a given intermediate species for some $x \in \mathbb{N}^{\mathcal{X}}$. In that case, $\mu_{i \ell}(x)$ is 0 . The denominator is always strictly positive as any intermediate is eventually turned into a nonintermediate (Definition 2.1). The proof of the following result is given in Section 6.

THEOREM 3.1. For all $x \in \mathbb{N}^{\mathcal{X}}, i \in U, j \in W$, we have $\lambda_{i j}^{*}(x)=\tilde{\lambda}_{i j}(x)$, hence (3.5) and (3.6) coincide.

Below we give an example of a reduced SRN.
Example 3.1. Consider the reaction network with intermediate species $H_{1}$, $\mathrm{H}_{2}$, taken with mass-action kinetics


In this case, there is only one initial reactant, namely $E+R$, while the final products are $E+R, E+P_{1}$ and $E+P_{2}$. Therefore, the set of initial reactants and the set of final products have nonempty intersection. If we let $E+P_{1}=y_{3}$ and $E+P_{2}=y_{4}$, then, by summing the probabilities of all possible paths from $H_{1}$ to $E+P_{1}$, we find that

$$
\pi_{13}=\frac{k_{4}}{k_{3}+k_{4}+k_{5}} \sum_{n \in \mathbb{N}}\left(\frac{k_{5}}{k_{3}+k_{4}+k_{5}} \cdot \frac{k_{7}}{k_{6}+k_{7}}\right)^{n}=\frac{k_{4}\left(k_{6}+k_{7}\right)}{\left(k_{3}+k_{4}\right)\left(k_{6}+k_{7}\right)+k_{5} k_{6}} .
$$

Similarly, we calculate $\pi_{14}, \pi_{23}$ and $\pi_{24}$ and obtain

$$
\begin{aligned}
\pi_{14} & =\frac{k_{5} k_{6}}{\left(k_{3}+k_{4}\right)\left(k_{6}+k_{7}\right)+k_{5} k_{6}} \\
\pi_{23} & =\frac{k_{4} k_{7}}{\left(k_{3}+k_{4}\right)\left(k_{6}+k_{7}\right)+k_{5} k_{6}} \\
\pi_{24} & =\frac{\left(k_{3}+k_{4}+k_{5}\right) k_{6}}{\left(k_{3}+k_{4}\right)\left(k_{6}+k_{7}\right)+k_{5} k_{6}}
\end{aligned}
$$

The reduced reaction network with mass-action kinetics is therefore

4. Results. Before formalising the setting and the assumptions, we provide some examples to motivate it. Recall Example 3.1. Intuitively, the reduced SRN behaves similar to the original SRN if the time spent in intermediate states (states with at least one intermediate molecule being present) is insignificant compared to the time spent in other states. Thus, it is natural to consider situations for which the reaction rates out of intermediate states are all high, though this is not what is required for our results to hold (Example 4.6).

Consider a reaction network $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ and a sequence of kinetics $\mathcal{K}^{N}$ indexed by $N \in \mathbb{N}$. Let $X^{N}$ be the process (2.3) associated with the kinetics $\mathcal{K}^{N}$. Generally, we will have in mind that the consumption rates of the intermediates species increase in $N$. We will consider a multiscale setting, where the species abundances also are scaled according to $N$. Hence, we consider the asymptotic behaviour of the process $X^{N}$ as $N \rightarrow \infty$, when both species abundances and rate constants depend on $N$, similar to what is done in Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013).

To increase readability, in the examples the reaction rates depending on $N$ are simple powers of $N$ with no prefactors (e.g., $N^{2}$ rather than $k N^{2}$ ). In the results these restrictions are not assumed and more general forms of reaction rates are allowed.

Example 4.1. Consider the SRN from Example 3.1 with rate constants


The reduced SRN has reaction rates given by (3.9) with

$$
\begin{array}{ll}
\pi_{13}^{N}=\frac{2 N^{3}}{3 N^{3}+2 N}, & \pi_{14}^{N}=\frac{N^{3}}{3 N^{3}+2 N} \\
\pi_{23}^{N}=\frac{N^{3}}{3 N^{3}+2 N}, & \pi_{24}^{N}=\frac{2 N^{3}+N}{3 N^{3}+2 N}
\end{array}
$$

We assume that the molecular abundances of $R, P_{1}, P_{2}$ are of order $O(N)$, while $X_{t}^{N}(E)=O(1)$. We further assume that at time 0 there are no intermediates present, that is, $X_{0}\left(H_{1}\right)=X_{0}\left(H_{2}\right)=0$. The expression $O(N)$ will be made precise later, but it indicates that at a typical time $t>0$, the molecular abundances of $R, P_{1}, P_{2}$ are of the same order of magnitude as $N$. With the assumption on the abundances, the rates of the reactions $E+R \rightarrow H_{1}, E+R \rightarrow H_{2}$ and $E+P_{2} \rightarrow E+R$ are of order $O(N)$, while the intermediate species are consumed considerably faster. Therefore, it seems reasonable that the intermediates might be eliminated from the description of the system and the dynamics described by the simpler reduced SRN in (3.9). We will show that the dynamics of the reduced SRN approximates the dynamics of (4.1) for $N$ large. Specifically, we will show that the difference between the two stochastic processes associated with the two networks converges to 0 in the sense of Theorems 4.3 and 4.7 for $N \rightarrow \infty$.

Example 4.2 (Trapped in the intermediate chain). Consider the same reaction network as in Example 4.1, but with slightly changed reaction rates. The reaction $H_{2} \rightarrow E+P_{2}$ is slowed down and has rate $N$ (before $N^{2}$ ). The reaction $H_{1} \rightarrow H_{2}$ is accelerated and has rate $N^{4}$ (before $N^{3}$ ). All other rates are left unchanged. We assume as before that the molecular abundances of $R, P_{1}, P_{2}$ are of order $O(N)$, while $X_{t}^{N}(E)=O(1)$. Although the intermediate species are consumed faster than the other species [the life time of a molecule of $H_{1}$ and of $H_{2}$ are of order $O\left(1 / N^{4}\right)$ and $O\left(1 / N^{2}\right)$, resp.], it is not possible to approximate the above SRN with one of the form (3.9), for any choice of kinetics. Indeed, it is more likely that an intermediate molecule is transformed into another intermediate molecule than into one of the two final products, $E+P_{1}$ and $E+P_{2}$. On average, an intermediate molecule will undergo the cycle of transformations $H_{1} \rightarrow H_{2} \rightarrow H_{1} N$ times before producing a nonintermediate complex. Since the life time of a molecule of $H_{2}$ is of order $O\left(1 / N^{2}\right)$, the expected time until consumption of such a cycle of intermediates is of the order $O(1 / N)$, while the rate of production of intermediate molecules is of order $O(N)$ when molecules of $E$ are present, according to the hypothesis $X_{t}^{N}(R)=O(N)$. This will result in a positive number of intermediate species being present at any fixed time $t$. Therefore, in this case, the intermediate species cannot be eliminated in the sense of this paper.

EXAmple 4.3 (Rescaling of time). Consider the following SRN, which is a modified version of (4.1). The enzyme $E$ is removed from the product complexes
$E+P_{1}$ and $E+P_{2}$, and the reaction $E+P_{2} \rightarrow E+R$ is deleted:


Assume that the molecular abundance of $R$ is of order $O(N)$ and that the molecular abundance of $E$ is of order $O(1)$. The small amount of enzyme molecules will be consumed fast and none will be produced. Therefore, after a while, there will be no enzyme molecules present. Each intermediate molecule will fast produce $P_{1}$ or $P_{2}$ and, after that, no other reaction can possibly take place. That is, after a time of order $O(1 / N)$, no reaction will take place. Thus, in order to observe the dynamics of the system, time should be rescaled by a factor $N$. That is, the time $\tilde{t}=t / N$ should be considered. This is the same as studying the SRN with all reaction rates rescaled by a factor of $1 / N$.

Despite some reaction rates tend to zero with $N$, our results can be applied to approximate the dynamics of the SRN. In particular, the reduced SRN is given by

where the magnitudes of the molecular abundances of $E, R, P_{1}, P_{2}$ are the same as in the full reaction network.
4.1. Assumptions. Let $(\mathcal{X}, \mathcal{C}, \mathcal{R})$ be a SRN with a set of intermediate species $\mathcal{V} \subset \mathcal{X}$, let $\mathcal{K}^{N}$ be a sequence of kinetics indexed by $N \in \mathbb{N}$, and let $X^{N}$ be the corresponding stochastic process (2.3). Define

$$
\begin{align*}
& \mathcal{R}^{0}=\left\{y_{i} \rightarrow y_{j} \in \mathcal{R}: y_{i} \notin \mathcal{V}\right\}  \tag{4.2}\\
& \mathcal{R}^{1}=\left\{y_{i} \rightarrow y_{j} \in \mathcal{R}: y_{i}, y_{j} \notin \mathcal{V}\right\} \subset \mathcal{R}^{0} \tag{4.3}
\end{align*}
$$

Specifically, $\mathcal{R}^{0}$ is the set of reactions whose reactant is not an intermediate, while $\mathcal{R}^{1}$ is the set of reactions not involving intermediates at all.

Fix a nonnegative vector of scaling coefficients, $\alpha=(\alpha(S))_{S \in \mathcal{X} \backslash \mathcal{V}} \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$, and define the rescaled process,

$$
\begin{equation*}
\widehat{X}_{t}^{N}=N^{-\alpha} p\left(X_{t}^{N}\right) \tag{4.4}
\end{equation*}
$$

where $p: \mathbb{R}^{\mathcal{X}} \rightarrow \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$ is the projection onto the nonintermediate species space and the multiplication $N^{-\alpha} p\left(X_{t}^{N}\right)$ is intended component-wise. The process $\widehat{X}^{N}$ is the rescaled process in the sense of Ball et al. (2006), Kang and Kurtz (2013), Pfaffelhuber and Popovic (2013) for the nonintermediate species. Since $\alpha(S)$ might differ from species to species, $\widehat{X}^{N}$ is a multiscale process.

ASSUMPTION 2. Let $\alpha$ be given as in (4.4).
(i) (Rate functions and intermediates.) We assume that ( $\mathcal{X}, \mathcal{C}, \mathcal{R}$ ) equipped with $\mathcal{K}^{N}$ satisfies Assumption 1 for all $N \in \mathbb{N}$.
(ii) (Rescaling of abundances.) We assume that for any nonintermediate species $S \in \mathcal{X} \backslash \mathcal{V}$,

$$
\begin{equation*}
\widehat{X}_{t}^{N}(S)=\mathcal{O}(1) \tag{4.5}
\end{equation*}
$$

that is, the scaled abundances do not blow up before time $t$. To make (4.5) precise, we require that there exists $T>0$ such that for any $S \in \mathcal{X} \backslash \mathcal{V}$,

$$
\left\{\begin{array}{l}
\forall v>0 \exists \Upsilon_{\nu}: \limsup _{N \rightarrow \infty} P\left(\sup _{[0, T]} \widehat{X}_{t}^{N}(S)>\Upsilon_{\nu}\right)<v  \tag{4.6a}\\
\mathcal{L}\left\{t \in[0, T]: \lim _{N \rightarrow \infty} P\left(\widehat{X}_{t}^{N}(S)<\varepsilon\right)=1 \text { for any } \varepsilon>0\right\}=0
\end{array}\right.
$$

where $\mathcal{L}$ denotes the usual Lebesgue measure on $\mathbb{R}$.
(iii) (Convergence of rate functions.) We assume that there exist a set of locally Lipschitz functions $\left\{\lambda_{r}(\cdot)\right\}_{r \in \mathcal{R}^{0}}$ defined on $\mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$, fulfilling

$$
x \in \mathbb{R}_{>0}^{\mathcal{X} \backslash \mathcal{V}} \Rightarrow \lambda_{r}(x)>0
$$

and a set of nonnegative real numbers $\left\{\beta_{r}\right\}_{r \in \mathcal{R}^{0}}$ such that, for all $r \in \mathcal{R}^{0}$,

$$
\begin{equation*}
N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right) \underset{N \rightarrow \infty}{\longrightarrow} \lambda_{r}(x) \tag{4.7}
\end{equation*}
$$

uniformly on compact sets, where the rate functions $\lambda_{r}^{N}$ are extended to the real vectors by considering the floor function of the argument.
(iv) (Degradation of intermediates.) Let $C_{n}^{N}, \tau_{n}^{N}, t_{n}^{N}$ and $\pi_{\ell j}^{N}$ be as defined after Assumption 1. Let

$$
\beta_{\ell}^{*}=\max _{i \in U} \beta_{i \ell}, \quad \alpha_{j}^{*}=\min _{S \in y_{j}} \alpha(S),
$$

where $\beta_{i \ell}$ is as in (iii) for $r=y_{i} \rightarrow H_{\ell}$. Moreover, for any $j \in W$ define

$$
\begin{equation*}
p_{\ell j}^{\varepsilon}(N)=P\left(\left.\tau_{1}^{N}>\frac{N^{\alpha_{j}^{*}} \varepsilon}{N^{\beta_{\ell}^{*}} \pi_{\ell j}^{N}} \right\rvert\, C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}, C_{1}^{N}\left(t_{1}^{N}+\tau_{1}^{N}\right)=y_{j}\right) \tag{4.8}
\end{equation*}
$$

By definition of the continuous-time Markov chains $C_{n}^{N}(\cdot)$, for any $n$

$$
P\left(\left.\tau_{n}^{N}>\frac{N^{\alpha_{j}^{*}} \varepsilon}{N^{\beta_{\ell}^{*}} \pi_{\ell j}^{N}} \right\rvert\, C_{n}^{N}\left(t_{n}^{N}\right)=H_{\ell}, C_{n}^{N}\left(t_{n}^{N}+\tau_{n}^{N}\right)=y_{j}\right)=p_{\ell j}^{\varepsilon}(N) .
$$

We assume that the size of $\tau_{n}^{N}$ is controlled, that is, for all $\varepsilon>0, \ell \in \bigcup_{i \in U} V_{i}$ and $j \in W$, we have

$$
\begin{equation*}
\pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} p_{\ell j}^{\varepsilon}(N) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.9}
\end{equation*}
$$

Note that for (4.9) to hold, it is not necessary that $p_{\ell j}^{\varepsilon}(N)$ goes to zero, and intermediate species might be in high abundance in a multiscale setting. Sufficient conditions for (4.9) are given in Propositions 4.1 and 4.2.
(v) (Single scale system.) Let $S \in \mathcal{X} \backslash \mathcal{V}$ be any nonintermediate species. Let

$$
\mathcal{R}_{S}^{1}=\mathcal{R}_{S} \cap \mathcal{R}^{1} \quad \text { and } \quad \overline{\mathcal{R}}_{S}=\left\{r \in \mathcal{R}^{*} \backslash \mathcal{R}^{1}: \xi_{r}(S) \neq 0\right\}
$$

Moreover, for all $\ell \in V_{i}$ and $j$ in the set of complexes indices, let $\pi_{\ell j}^{N}$ be as in (3.3). We assume that

$$
\begin{cases}\exists \gamma_{\ell j}=\lim _{N \rightarrow \infty} \log _{N} \pi_{\ell j}^{N}, & \in[-\infty, 0],  \tag{4.10}\\ \exists \lim _{N \rightarrow \infty} \pi_{\ell j}^{N} N^{-\gamma_{\ell j}}, & \text { if } \gamma_{\ell j}>-\infty\end{cases}
$$

and

$$
\begin{equation*}
\max \left(\left\{\beta_{r}\right\}_{r \in \mathcal{R}_{S}^{1}} \cup\left\{\beta_{i \ell}+\gamma_{\ell j}\right\}_{\ell \in V_{i}, y_{i} \rightarrow y_{j} \in \overline{\mathcal{R}}_{S}}\right) \leq \alpha(S) \tag{4.11}
\end{equation*}
$$

where $\beta_{r}$ with $r \in \mathcal{R}^{0}$ is as in (iii), and $\max \varnothing=-\infty$.
REMARK 4.1. "Single scale system" in Assumption 2(v) refers to the time scale of the reduced SRN, as defined in Pfaffelhuber and Popovic (2013).

REMARK 4.2. Time rescaling in the sense of Example 4.3 might be considered. It is equivalent to a rescaling of all the rate functions by a common factor and, therefore, equivalent to adding a common term to all the $\beta$ 's. Thus, time rescaling is implicitly considered in our framework of model reduction. We will ignore it in the development of the theory.

REMARK 4.3. Assume mass-action kinetics and assume that for any reaction $r: y_{i} \rightarrow y_{j} \in \mathcal{R}^{0}$, the constant $k_{r}^{N}$ is of the form $N^{\eta_{r}} k_{r}$ with $k_{r}>0$ and $\eta_{r} \in \mathbb{R}$. Thus,

$$
\lambda_{r}^{N}\left(N^{\alpha} x\right)=N^{\eta_{r}} k_{r} \prod_{S \in y_{i}} \frac{\left(N^{\alpha(S)} x(S)\right)!}{\left(N^{\alpha(S)} x(S)-y_{i}(S)\right)!} \mathbb{1}_{\left\{N^{\alpha(S)} x(S) \geq y_{i}(S)\right\}}
$$

This means that the right scaling for the rate function $\lambda_{r}^{N}$ is

$$
\beta_{r}=\eta_{r}+\sum_{S \in y_{i}} \alpha(S) \cdot y_{i}(S)
$$

Indeed,

$$
N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right) \underset{N \rightarrow \infty}{\longrightarrow} \lambda_{r}(x)
$$

uniformly on compact sets, where

$$
\lambda_{r}(x)=k_{r} \prod_{\substack{S \in y_{i} \\ \alpha(S)=0}} \frac{x(S)!}{\left(x(S)-y_{i}(S)\right)!} \mathbb{1}_{\left\{x(S) \geq y_{i}(S)\right\}} \prod_{\substack{S \in y_{i} \\ \alpha(S)>0}} x(S)^{y_{i}(S)} \mathbb{1}_{\{x(S)>0\}} .
$$

REMARK 4.4. Theorems 4.3 and 4.5 below hold even if (4.10) and (4.11) in Assumption 2(v) are replaced by the weaker conditions

$$
\begin{gather*}
\exists c_{\ell j}>0 \quad \text { s.t. } \limsup _{N \rightarrow \infty} \pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} \leq c_{\ell j},  \tag{4.12}\\
\max \left(\left\{\beta_{r}\right\}_{r \in \mathcal{R}_{S}^{1}} \cup\left\{\limsup _{N \rightarrow \infty}\left(\beta_{i \ell}+\log _{N} \pi_{\ell j}^{N}\right)\right\}_{\ell \in V_{i}, y_{i} \rightarrow y_{j} \in \overline{\mathcal{R}}_{S}}\right) \leq \alpha(S) . \tag{4.13}
\end{gather*}
$$

We will use these in the proof of Theorems 4.3 and 4.5.
Under the assumption that $\widehat{X}_{0}^{N}$ is bounded uniformly on $N$, condition (4.6a) is fulfilled for a special class of reaction networks called conservative reaction networks (cf. Remark 4.6). In order to state sufficient conditions for (4.9) to hold, for any $\ell \in V_{i}$ we define

$$
a_{\ell}=\min _{y_{j} \in \mathcal{W}_{\ell}} \alpha_{j}^{*}
$$

where $\mathcal{W}_{\ell} \subseteq \mathcal{W}$ denotes the set of final products which are obtainable from $H_{\ell}$ through a path of intermediates. In other words, $\mathcal{W}_{\ell}$ is the set of final products $y_{j}$ such that there exists a path of the form

$$
H_{\ell} \rightarrow H_{\ell_{1}} \rightarrow \cdots \rightarrow H_{\ell_{k}} \rightarrow y_{j}
$$

The following holds.
Proposition 4.1. Equation (4.9) holds if for all $\ell \in \bigcup_{i \in U} V_{i}$ and $\varepsilon>0$, we have

$$
\begin{equation*}
N^{\beta_{\ell}^{*}-a_{\ell}} P\left(\tau_{1}^{N}>N^{a_{\ell}-\beta_{\ell}^{*}} \varepsilon \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right) \xrightarrow[N \rightarrow \infty]{ } 0 . \tag{4.14}
\end{equation*}
$$

Moreover, (4.9) holds if for all $\ell \in \bigcup_{i \in U} V_{i}$ and $\varepsilon>0$, we have (4.12) and

$$
\begin{equation*}
N^{\beta_{\ell}^{*}-a_{\ell}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right] \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.15}
\end{equation*}
$$

Proof. The first part of the proposition is proven by

$$
\begin{aligned}
\sum_{j \in W} & \pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} p_{\ell j}^{\varepsilon}(N) \\
& \leq N^{\beta_{\ell}^{*}-a_{\ell}} \sum_{j \in W} \pi_{\ell j}^{N} P\left(\tau_{1}^{N}>N^{a_{\ell}-\beta_{\ell}^{*}} \varepsilon \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}, C_{1}^{N}\left(t_{1}^{N}+\tau_{1}^{N}\right)=y_{j}\right) \\
& =N^{\beta_{\ell}^{*}-a_{\ell}} P\left(\tau_{1}^{N}>N^{a_{\ell}-\beta_{\ell}^{*}} \varepsilon \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right)
\end{aligned}
$$

The second part of the proposition follows from

$$
\begin{aligned}
& \sum_{j \in W} \pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}, C_{1}^{N}\left(t_{1}^{N}+\tau_{1}^{N}\right)=y_{j}\right] \\
& \quad \leq N^{\beta_{\ell}^{*}-a_{\ell}} \sum_{j \in W} \pi_{\ell j}^{N} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}, C_{1}^{N}\left(t_{1}^{N}+\tau_{1}^{N}\right)=y_{j}\right] \\
& \quad=N^{\beta_{\ell}^{*-a_{\ell}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right]} .
\end{aligned}
$$

Therefore, (4.15) implies that for any $j \in W$

$$
\pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}, C_{1}^{N}\left(t_{1}^{N}+\tau_{1}^{N}\right)=y_{j}\right] \underset{N \rightarrow \infty}{ } 0
$$

By the Markov inequality, this implies that $p_{\ell j}^{\varepsilon}(N)$ tends to zero as $N$ goes to infinity. By (4.12), the latter leads to (4.9), and the proof is complete.

Since $\tau_{n}^{N}$ is a phase-type distributed random variable, we can express (4.14) in terms of the exponential of the transition rate matrix (3.2). Specifically, (4.14) is equivalent to

$$
N^{\beta_{\ell}^{*}-a_{\ell}}\left(e_{\ell}\right)^{\top} \exp \left(N^{a_{\ell}-\beta_{\ell}^{*}} \varepsilon Q_{V, V}^{N}\right) e \underset{N \rightarrow \infty}{\longrightarrow} 0 \quad \forall \ell \in \bigcup_{i \in U} V_{i}
$$

where $\left(e_{\ell}\right)^{\top}$ denotes the transpose of the canonical base vector with a one in the $\ell$ th entry and $e$ is the vector with all entries equal to one. A sufficient condition for (4.15) to hold is given in the proposition below.

Proposition 4.2. Assume Assumptions 2(i), (iii) are fulfilled for some $\alpha \in$ $\mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$. For all $i \in U$ and $\ell \in V$, let $\mu_{i \ell}^{N}(x)$ be as in (3.8) and define

$$
\alpha^{*}=\min _{j \in W} \alpha_{j}^{*}
$$

We have that, if

$$
\begin{equation*}
N^{-\alpha^{*}} \mu_{i \ell}^{N}\left(N^{\alpha} x\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.16}
\end{equation*}
$$

for all $x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$ and for all $i \in U, \ell \in V$, then (4.15) in Assumption 2(iv) holds. Moreover, if $\alpha_{j}^{*}=\alpha_{j^{\prime}}^{*}$ for all $j, j^{\prime} \in W$, then (4.16) is also a necessary condition for (4.15) to hold.

We prove Proposition 4.2 in Section 6. The condition (4.15) is sufficient for (4.9) to hold, but it is not necessary, as shown in Example 4.6. Before moving on, we make a number of remarks.
4.2. The process $Z_{.}^{N}$. In order to show that the reduced SRN provides a good approximation, under the given assumptions, of different features of the original SRN, we define a sequence of processes $Z_{.}^{N}$ ad hoc. We choose them such that for any fixed $t$ the (rescaled) difference $\left|X_{t}^{N}-Z_{t}^{N}\right|$ tends to zero in probability, and such that the process $Z^{N}$ is distributed as the process associated with the reduced SRN. We will prove other convergence statements in Theorems 4.3, 4.5 and 4.7.

Recall that $p: \mathbb{R}^{\mathcal{X}} \rightarrow \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$ is the projection onto the nonintermediate species space. By Assumption 2(i), the reaction rates $\lambda_{r}^{N}(\cdot)$ with $r \in \mathcal{R}^{0}$ do not depend on the counts of intermediates. That is, for any $x \in \mathbb{N}^{\mathcal{X}}$,

$$
\lambda_{r}^{N}(x)=\bar{\lambda}_{r}^{N}(p(x))
$$

for some function $\bar{\lambda}_{r}^{N}: \mathbb{N}^{\mathcal{X} \backslash \mathcal{V}} \rightarrow \mathbb{R}_{\geq 0}$. For the sake of convenience, we will abuse notation and let $\bar{\lambda}_{r}^{N}(x)=\lambda_{r}^{N}(x)$ for all $x \in \mathbb{R}^{\mathcal{X}} \backslash \mathcal{V}$.

Given the $n$th chain of intermediates $C_{n}^{N}(\cdot)$ appearing in relation to the process $X^{N}$, we denote by $\left\{C_{n}^{N}(\cdot) \in C_{i \ell j}\right\}$ the event that $C_{n}^{N}(\cdot)$ originates from the reaction $y_{i} \rightarrow H_{\ell}$ and eventually produces the final complex $y_{j}$. Such an event is measurable with respect to the $\sigma$-algebra $\sigma_{\infty}^{N}$ as introduced in (3.4). Furthermore, let $M_{i \ell j}^{N}(t)$ denote the number of the chains originated before time $t$ and such that $\left\{C_{n}^{N}(\cdot) \in C_{i \ell j}\right\}:$

$$
M_{i \ell j}^{N}(t)=\#\left\{n: C_{n}^{N}(\cdot) \in C_{i \ell j}, t_{n}^{N} \leq t\right\}=\sum_{n=1}^{Y_{i \ell}\left(\int_{0}^{t} \lambda_{i \ell}^{N}\left(X_{s}^{N}\right) d s\right)} \mathbb{1}_{\left\{C_{n}^{N}(\cdot) \in C_{i \ell j}\right\}}
$$

The processes $M_{i \ell j}^{N}(\cdot)$ are therefore arrival processes, and we might represent them in terms of independent and identically distributed unit-rate Poisson processes $Y_{i \ell j}(\cdot)$ such that

$$
\begin{equation*}
M_{i \ell j}^{N}(t)=Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(X_{s}^{N}\right) d s\right) \tag{4.17}
\end{equation*}
$$

In this context, $Y_{i \ell}(t)=\sum_{j \in W} Y_{i \ell j}(t)$. Moreover, let $t_{i \ell j, n}^{N}$ be the time of the $n$th jump of the process $M_{i \ell j}^{N}(\cdot)$, and let $\tau_{i \ell j, n}^{N}$ be a collection of independent random variables distributed as $\tau_{1}^{N}$ given ( $C_{1}^{N} \in C_{i \ell j}$ ). We now consider the process counting the number of chains of intermediates $C_{n}^{N}(\cdot)$ consumed before time $t$ and such that $\left\{C_{n}^{N}(\cdot) \in C_{i \ell j}\right\}$. Such a process is distributed as

$$
\bar{M}_{i \ell j}^{N}(t)=\sum_{n=1}^{M_{i \ell j}^{N}(t)} \mathbb{1}_{\left\{t_{i \ell j, n}^{N}+\tau_{i \ell j, n}^{N} \leq t\right\}}
$$

For any time $t$, we have $M_{i \ell j}^{N}(t) \geq \bar{M}_{i \ell j}^{N}(t)$. The process $\widehat{X}^{N}$ can be equivalently expressed as

$$
\begin{align*}
\widehat{X}_{t}^{N}= & \widehat{X}_{0}^{N}+N^{-\alpha}\left[\sum_{r \in \mathcal{R}^{1}} \xi_{r} Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(X_{s}^{N}\right) d s\right)\right. \\
& \left.+\sum_{i \in U} \sum_{j \in W}\left(y_{j} \sum_{\ell \in V_{i}} \bar{M}_{i \ell j}^{N}(t)-y_{i} \sum_{\ell \in V_{i}} M_{i \ell j}^{N}(t)\right)\right], \tag{4.18}
\end{align*}
$$

where the Poisson processes $Y_{r}(\cdot)$ are the same as those appearing in (2.3). We will use this representation in the remaining part of the paper.

We define the process $\widehat{Z}^{N}$ on $N^{-\alpha} \mathbb{N}^{\mathcal{X}} \backslash \mathcal{V}$ as

$$
\begin{align*}
\widehat{Z}_{t}^{N}= & \widehat{Z}_{0}^{N}+N^{-\alpha}\left[\sum_{r \in \mathcal{R}^{1}} \xi_{r} Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(Z_{s}^{N}\right) d s\right)\right.  \tag{4.19}\\
& \left.+\sum_{i \in U} \sum_{j \in W}\left(y_{j}-y_{i}\right) \sum_{\ell \in V_{i}} Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(Z_{s}^{N}\right) d s\right)\right] .
\end{align*}
$$

For any fixed $t \geq 0$, the random variables $\widehat{X}_{t}^{N}$ and $\widehat{Z}_{t}^{N}$ are measurable with respect to

$$
\sigma\left(Y_{r}(s), Y_{i \ell j}(s), \tau_{i \ell j, n}^{N}: r \in \mathcal{R}^{1}, i \in U, \ell \in V_{i}, j \in W, n, N \in \mathbb{N} \text { and } 0 \leq s<\infty\right)
$$

The above $\sigma$-algebra contains information about the Poisson processes $Y_{r}(\cdot)$ for reactions not involving intermediates, about the Poisson processes $Y_{i \ell j}(\cdot)$ that drive $M_{i \ell j}^{N}(\cdot)$ and about the delays $\tau_{i \ell j, n}^{N}$ of the reactions proceeding through intermediates species. It does not contain full information on the intermediate chains $C_{n}^{N}(\cdot)$, but that is not required in the description of the processes $\widehat{X}^{N}$ and $\widehat{Z}^{N}$. The random variables we are interested in will all be measurable with respect to the above $\sigma$ algebra and, therefore, are defined on the same probability space. Since $\widehat{Z}_{t}^{N}$ is, up to rescaling, expressed in the form (2.3), it is distributed as the rescaled stochastic process associated with (3.1).

There is a precise intuition behind the choice of $\widehat{Z}_{t}^{N}$ as approximating process for the original system. Consider (4.18): if (4.9) holds, then we expect the lifetime of the intermediate species to decrease with $N$. Thus, we could imagine that, for any fixed time $t, M_{i \ell j}^{N}(t)=\bar{M}_{i \ell j}^{N}(t)$ with high probability, and thus, that $\widehat{X}_{t}^{N}$ is approximated by

$$
\begin{align*}
\widehat{W}_{t}^{N}= & \widehat{X}_{0}^{N}+N^{-\alpha}\left[\sum_{r \in \mathcal{R}^{1}} \xi_{r} Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(X_{s}^{N}\right) d s\right)\right.  \tag{4.20}\\
& \left.+\sum_{i \in U} \sum_{j \in W}\left(y_{j}-y_{i}\right) \sum_{\ell \in V_{i}} M_{i \ell j}^{N}(t)\right]
\end{align*}
$$

The process $\widehat{Z}_{.}^{N}$ in (4.19) is defined analogously to (4.20).
Unfortunately, we cannot hope for $\widehat{X}^{N}$ to converge weakly to $\widehat{Z}^{N}$ in the Skorohod topology in general (cf. Example 5.3). However, we will show a uniform convergence in probability at fixed time points as well as convergence in occupation measure for the difference of the stopped processes $\widehat{X}_{\cdot \wedge T}^{N}$ and $\widehat{Z}_{\cdot \wedge T}^{N}$, for any fixed $T>0$. Furthermore, we will give additional hypothesis under which the convergence in probability in the Skorohod space holds.
4.3. Bounded reaction rates. Recall that $\mathcal{R}^{0}$ in (4.2) is the set of reactions whose reactant is not an intermediate. Here, we are concerned with the case when all reaction rates of reactions in $\mathcal{R}^{0}$ are bounded by a power of $N$, specifically for any $r \in \mathcal{R}^{0}$,

$$
\begin{equation*}
N^{-\beta_{r}} \lambda_{r}^{N}(x) \leq B_{r} \quad \forall N \in \mathbb{N}, \forall x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}, \tag{4.21}
\end{equation*}
$$

where $\beta_{r}$ is as in Assumption 2(iii) and $B_{r}$ is a positive constant (later the constant will also be referred to as $B_{i \ell}$ if in relation to the reaction $y_{i} \rightarrow H_{\ell}$ ). It is worth mentioning that in this case, (4.6a) in Assumption 2(ii) is always fulfilled if $\widehat{X}_{0}^{N}$ is stochastically bounded (cf. Remark 4.5). This is desirable because it suffices to control stochastic boundeness of a real random variable rather than of an entire stochastic process. Moreover, (4.21) can be assumed to hold if the network is conservative and $\widehat{X}_{0}^{N}$ is bounded independently of $N$ (cf. Remark 4.6).

The proofs of Theorems 4.3 and 4.5 can be found in Section 7, using the relaxed version of Assumption 2(v) as given in Remark 4.4. The weaker condition is sufficient to prove Corollary 4.4 as well.

THEOREM 4.3. Assume Assumption 2 is fulfilled for some $\alpha \in \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$. Further, assume that

$$
E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right] \underset{N \rightarrow \infty}{ } 0
$$

and that the initial amounts of the intermediate species are 0. Finally, assume that for any $r \in \mathcal{R}^{0}$, (4.21) holds and $\lambda_{r}$ is Lipschitz. Then, if $T$ is as in Assumption 2(ii), we have that

$$
\begin{equation*}
\sup _{t \in[0, T]} E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right] \xrightarrow[N \rightarrow \infty]{ } 0 \tag{4.22}
\end{equation*}
$$

In particular, (4.22) implies that for all $\varepsilon>0$,

$$
\begin{equation*}
\sup _{t \in[0, T]} P\left(\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{ } 0 \tag{4.23}
\end{equation*}
$$

Finally, for any continuous function $f: \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}} \rightarrow \mathbb{R}$ we have

$$
\begin{equation*}
P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon\right) \underset{N \rightarrow \infty}{\longrightarrow} 0 \tag{4.24}
\end{equation*}
$$

Remark 4.5. Assume that (4.21), (4.12) and (4.13) hold. Assume further that $\widehat{X}_{0}^{N}$ is stochastically bounded, meaning that for every $v>0$ there exists $\Upsilon_{v}$ such that for every $S \in \mathcal{X} \backslash \mathcal{V}$

$$
\limsup _{N \rightarrow \infty} P\left(\widehat{X}_{0}^{N}(S)>\Upsilon_{\nu}\right)<\nu
$$

Our aim is to prove (4.6a). By (4.18),

$$
\begin{aligned}
\sup _{t \in[0, T]} \widehat{X}_{t}^{N}(S) \leq & X_{0}^{N}(S)+N^{-\alpha(S)} \sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right| Y_{r}\left(N^{\beta_{r}} B_{r} T\right) \\
& +N^{-\alpha(S)} \sum_{i \in U} \sum_{j \in W} 2\left(y_{j}(S)+y_{i}(S)\right) \sum_{\ell \in V_{i}} Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} T\right),
\end{aligned}
$$

where $\mathcal{R}_{S}^{1}$ is defined according to (2.2). Using assumptions (4.12), (4.13) and the law of large numbers for Poisson processes to control the above expression for $\alpha(S)>0$, we obtain that, for any $v>0$, there exists $\Upsilon_{\nu}^{\prime}>0$, such that

$$
\limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]} \widehat{X}_{t}^{N}(S)>\Upsilon_{v}^{\prime}\right)<v
$$

REMARK 4.6. Conservative reaction networks are a special class of reaction networks [Horn and Jackson (1972)]. In a conservative reaction network, a positive linear combination of the species abundances is preserved throughout time, and hence, the total abundances are bounded from above given any initial condition. In such class of reaction networks, if $\widehat{X}_{0}^{N}$ is bounded uniformly on $N$ then condition (4.21) is fulfilled. Indeed, if the original reaction network is conservative, then the reduced reaction network is conservative as well [Feliu and Wiuf (2013a)]. Let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ denote the spaces spanned by the reaction vectors of the original and of the reduced network, respectively. Moreover, let $\mathcal{S}=p\left(\mathcal{S}_{1}\right) \cup \mathcal{S}_{2} \subset \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$. It can be shown that $\mathcal{S}_{2} \subseteq p\left(\mathcal{S}_{1}\right)$, but this lies outside our concerns. The initial condition $\widehat{X}_{0}^{N}$ varies in a compact set $K_{0}$. Therefore, for any $r \in \mathcal{R}^{0}$, we might consider a modified version of the rate functions $\lambda_{r}^{N}$, such that

$$
N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right)=1 \quad \forall x \notin\left(S+K_{1}\right) \cap \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}
$$

and $K_{1} \supset K_{0}$ is a compact set. Thus, the limit functions $\lambda_{r}$ in Assumption 2(iii) are 1 outside a compact set and, therefore, bounded. Due to (4.7), condition (4.21) is met. In particular, it follows from Remark 4.5 that in this case (4.6a) always holds.

COROLLARY 4.4. Assume that the assumptions of Theorem 4.3 hold. Then the difference between the processes $\widehat{X}_{\cdot \wedge T}^{N}$ and $\widehat{Z}_{\cdot \wedge T}^{N}$ converges in finite dimensional distribution to 0 .

Proof. From Theorem 4.3, we have that (4.23) holds for any $\varepsilon>0$. Thus, for any finite set of time points $\left\{t_{m}\right\}_{m=0}^{p} \subseteq[0, T]$ we have that

$$
\begin{aligned}
P\left(\max _{0 \leq m \leq p}\left|\widehat{X}_{t_{m}}^{N}-\widehat{Z}_{t_{m}}^{N}\right|>\varepsilon\right) & =P\left(\bigcup_{m=0}^{p}\left\{\left|\widehat{X}_{t_{m}}^{N}-\widehat{Z}_{t_{m}}^{N}\right|>\varepsilon\right\}\right) \\
& \leq \sum_{m=0}^{p} P\left(\left|\widehat{X}_{t_{m}}^{N}-\widehat{Z}_{t_{m}}^{N}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$

hence the corollary holds.
We discuss here some applications of Theorem 4.3 and Corollary 4.4.
Example 4.4. Consider the reaction network in Example 4.1. Assumption 2(i) holds. Further, if we let $\alpha(E)=0$ and $0<\alpha(R)=\alpha\left(P_{1}\right)=\alpha\left(P_{2}\right)<2$, then Assumption 2(ii)-(v) are satisfied if we choose the initial value $X_{0}^{N}$ proportional to the scaling $N^{\alpha}$ and $\beta_{r}$ according to Remark 4.3. Note that the reaction network is conservative in the sense of Remark 4.6. Thus, (4.21) holds and by Theorem 4.3 and Corollary 4.4, the probability distribution of the process associated with the reduced SRN approximates, in the sense of Theorem 4.3 and Corollary 4.4, the probability distribution of the process (4.1).

Example 4.5. Consider the Michaelis-Menten mechanism taken with massaction kinetics:


Assumption 2(i) is satisfied, as well as (4.21) since the network is conservative. The probability that a molecule of $H$ is transformed into the complex $E+R$ is $k_{1} N^{\eta_{1}} /\left(k_{1} N^{\eta_{1}}+k_{2} N^{\eta_{2}}\right)$, while the probability that it is transformed into the complex $E+P$ is $k_{2} N^{\eta_{2}} /\left(k_{1} N^{\eta_{1}}+k_{2} N^{\eta_{2}}\right)$. The reduced SRN is given by

$$
E+R \xrightarrow{\frac{k_{0} k_{2} N^{\eta_{2}}}{k_{1} N^{\eta_{1}}+k_{2} N^{\eta_{2}}}} E+P
$$

If we let that $\alpha(E)=0, \alpha(R)<\eta_{1} \vee \eta_{2}$ and $\alpha(P)=\alpha(R) \wedge\left(\alpha(R)+\eta_{2}-\eta_{1}\right)$, then Assumption 2(ii)-(v) are satisfied if we choose the initial value $X_{0}^{N}$ proportional to the scaling $N^{\alpha}$ and $\beta_{r}$ according to Remark 4.3. In this case, Theorem 4.3 and Corollary 4.4 state in which sense the original process is approximated by the one associated with the reduced SRN. The magnitudes of the molecular abundances are the same as in the original system.

In the reduced $\operatorname{SRN}$, the amount of enzyme $E$ is conserved. Hence, the model can further be reduced to

$$
R \xrightarrow{\frac{E^{0} k_{0} k_{2} N^{\eta_{2}}}{k_{1} N^{n_{1}}+k_{2} N^{\eta_{2}}}} P
$$

where the amount of $E$ molecules constantly equals $E^{0}$.
Let $\delta=\alpha(R)+\min \left\{0, \eta_{2}-\eta_{1}\right\}$. If $\delta<0$, we wait a time of order $O\left(N^{-\delta}\right)$ for the first reaction to occur in the reduced SRN. Thus, we might rescale time in the original SRN by $\tilde{t}=N^{\delta} t$. As shown in Example 4.3, this is equivalent to rescale the rate functions. After rescaling, reduction can be performed again to obtain an approximation of the system's dynamics.

The following example concerns a network where not all the rates out of intermediate states are high. Moreover, it shows that condition (4.15) is sufficient for (4.9) in Assumption 2(iv) to hold, but it is not necessary.

Example 4.6. Consider the SRN taken with mass-action kinetics,

with $\alpha(A)=\alpha(B)=0$. Assumption 2 is fulfilled if we choose the initial value $X_{0}^{N}$ proportional to the scaling $N^{\alpha}$ and $\beta_{r}$ according to Remark 4.3. This is true even though the consumption rate of $H_{2}$ tends to zero. Moreover, the reaction network is conservative, thus by Theorem 4.3, the reduced SRN

$$
A \xrightarrow{\lambda(x)} B
$$

provides a good approximation of the dynamics of the original SRN, for $N$ large.
Further, (4.14) holds since for any fixed $\varepsilon>0$, the probability that a chain of intermediates survives for a time bigger than $\varepsilon$ goes to zero with $N \rightarrow \infty$. Hence, by Proposition 4.1, (4.9) holds as well. However, in this case (4.15) does not hold. If we denote $A=y_{3}$ and $B=y_{4}$, this can be shown by making use of Proposition 4.2 and

$$
\mu_{32}^{N}(x)=\frac{N k \lambda(x)}{N^{2} \cdot N^{-2}}=N k \lambda(x) \xrightarrow[N \rightarrow \infty]{ } \infty \quad \text { for any } x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}
$$

For the particular case $\alpha>0$, a stronger convergence result than those stated in Theorem 4.3 holds. The result does not hold generally for all $\alpha$, as shown in Example 5.3.

THEOREM 4.5. Assume the assumptions of Theorem 4.3 are fulfilled and that $\alpha>0$. Then, for any $\varepsilon>0$,

$$
\begin{equation*}
P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.25}
\end{equation*}
$$

In particular, this implies that the difference between the processes $\widehat{X}_{\cdot \wedge T}^{N}$ and $\widehat{Z}_{\cdot \wedge T}^{N}$ converges weakly to 0 in the Skorohod topology.
4.4. Unbounded reaction rates. In this section, we will relax the hypothesis of boundedness in Theorem 4.3. To begin with, we introduce some new notation. Assume Assumption 2 is fulfilled and let $\mathcal{R}^{*}$ be defined as in (3.1). Define

$$
\beta_{i j}^{*}=\max _{\ell \in V_{i}}\left\{\beta_{i j}, \beta_{i \ell}+\gamma_{\ell j}\right\},
$$

where $\beta_{i j}, \beta_{i \ell}$ is as in Assumption 2(iii). We have that for any reaction $r \in \mathcal{R}^{*}$,

$$
\begin{equation*}
N^{-\beta_{r}^{*}} \lambda_{r}^{N, *}\left(Z_{t}^{N}\right) \underset{N \rightarrow \infty}{\longrightarrow} \lambda_{r}^{*}\left(\widehat{Z}_{t}\right) \tag{4.26}
\end{equation*}
$$

where $\lambda_{r}^{N, *}(\cdot)$ is defined in (3.5) and $\left\{\lambda_{r}^{*}\right\}_{r \in \mathcal{R}^{*}}(\cdot)$ is a set of locally Lipschitz functions such that

$$
v \in \mathbb{R}_{>0}^{\mathcal{X}} \Rightarrow \lambda_{r}^{*}(v)>0
$$

[Assumption 2(iii)]. As in Pfaffelhuber and Popovic (2013), we distinguish between fast and slow reactions. Let

$$
\begin{aligned}
& \mathcal{R}^{f}=\bigcup_{S: \alpha(S)>0}\left\{y_{i} \rightarrow y_{j} \in \mathcal{R}_{S}^{*}: \alpha(S)=\beta_{i j}^{*}\right\}, \\
& \mathcal{R}^{s}=\bigcup_{S: \alpha(S)=0}\left\{y_{i} \rightarrow y_{j} \in \mathcal{R}_{S}^{*}: \alpha(S)=\beta_{i j}^{*}\right\}
\end{aligned}
$$

Moreover, let the vector $\xi_{r}^{*} \in \mathbb{R}^{\mathcal{X}}$ be defined by its entries

$$
\xi_{r}^{*}(S)=\lim _{N \rightarrow \infty} N^{\beta_{r}^{*}-\alpha(S)} \xi_{r}(S)
$$

Specifically, $\xi_{r}^{*}(S)=\xi_{r}(S)$, if $\alpha(S)=\beta_{r}^{*}$, and $\xi_{r}^{*}(S)=0$, otherwise.
Lemma 4.6. Assume Assumption 2 is fulfilled for some $\alpha \in \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$ and let $T$ be as in Assumption 2(i). Assume that up to time $T$, there exists a unique and almost surely well-defined solution to the equation

$$
\begin{equation*}
Z_{t}^{*}=Z_{0}^{*}+\sum_{r \in \mathcal{R}^{s}} \xi_{r}^{*} Y_{r}\left(\int_{0}^{t} \lambda_{r}^{*}\left(Z_{s}^{*}\right) d s\right)+\sum_{r \in \mathcal{R}^{f}} \xi_{r}^{*} \int_{0}^{t} \lambda_{r}^{*}\left(Z_{s}^{*}\right) d s \tag{4.27}
\end{equation*}
$$

where the functions $\lambda_{r}^{*}$ are the limit functions (4.26). Then, if $\widehat{Z}_{0}^{N}$ converges in probability to $Z_{0}^{*}$, the process $\widehat{Z}_{\cdot \wedge T}^{N}$ converges in probability to $Z_{. \wedge T}^{*}$ with respect to the Skorohod distance.

Proof. Just note that, in our setting, $Z_{.}^{N}$ is the process associated to a singlescale system satisfying the condition of Lemma 2.8 in Pfaffelhuber and Popovic (2013), and the result follows.

Example 4.7. Consider again Example 4.1. In Example 4.4, we saw that the reduced SRN approximate the behaviour of (4.1) for $N$ large, in the sense of Theorem 4.3 and Corollary 4.4. Here, we present a weak limit for the process of the reduced reaction network, given by Lemma 4.6. It is easy to check that the probabilities $\pi_{13}^{N}, \pi_{14}^{N}, \pi_{23}^{N}$ and $\pi_{24}^{N}$ tend to $2 / 3,1 / 3,1 / 3$ and $2 / 3$, respectively, for $N \rightarrow \infty$. The weak limit is given by the deterministic system

$$
\left\{\begin{array}{l}
x_{t}(E)=x_{0}(E) \\
x_{t}(R)=x_{0}(R)+x_{0}(E) \int_{0}^{t}\left(k_{3} x_{s}\left(P_{2}\right)-\left(k_{1}+k_{2}\right) x_{s}(R)\right) d s \\
x_{t}\left(P_{1}\right)=x_{0}\left(P_{1}\right)+x_{0}(E) \int_{0}^{t} \frac{2 k_{1}+k_{2}}{3} x_{s}(R) d s \\
x_{t}\left(P_{2}\right)=x_{0}\left(P_{2}\right)+x_{0}(E) \int_{0}^{t}\left(\frac{k_{1}+2 k_{2}}{3} x_{s}(R)-k_{3} x_{s}\left(P_{2}\right)\right) d s
\end{array}\right.
$$

where, according to the choice of $\alpha$, the counts of the species $E$ and the (scaled) concentrations of the species $R, P_{1}, P_{2}$ are considered.

THEOREM 4.7. Assume that the hypotheses of Lemma 4.6 are satisfied. Moreover, assume that both $\widehat{X}_{0}^{N}$ and $\widehat{Z}_{0}^{N}$ converge in probability to $Z_{0}^{*}$. Then, for any $\varepsilon>0$,

$$
\begin{equation*}
\sup _{t \in[0, T]} P\left(\left|\widehat{X}_{t}^{N}-Z_{t}^{*}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.28}
\end{equation*}
$$

Moreover, for any continuous function $f: \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}} \rightarrow \mathbb{R}$ we have

$$
\begin{equation*}
P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(Z_{s}^{*}\right)\right) d s\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{4.29}
\end{equation*}
$$

Finally, if $\alpha>0$ then

$$
\begin{equation*}
P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{t}^{N}-Z_{t}^{*}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{ } 0 \tag{4.30}
\end{equation*}
$$

The latter gives weak convergence of $\widehat{X}_{\cdot \wedge T}^{N}$ to $Z_{\cdot \wedge T}^{*}$ in the Skorohod topology.

Proof. Since $Z^{*}$ is almost surely unique and well defined, we have that for any $v>0$, there exists a constant $\Psi_{v}>0$ such that

$$
P\left(\sup _{t \in[0, T]}\left|Z_{t}^{*}\right|>\Psi_{\nu}\right)<v
$$

Since the number of species is finite, due to (4.6a) there exists some constant $\Upsilon_{v}^{*}>$ 0 such that for $N$ large enough

$$
P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{t}^{N}\right|>\Upsilon_{v}^{*}\right)<v .
$$

Let

$$
\Psi_{v}^{*}=\max \left\{\Psi_{v}, \Upsilon_{v}^{*}\right\}
$$

Moreover, let $D(h)$ denote the disc of radius $h$ in $\mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$ centred in the origin, with respect to the Euclidean norm. For any $r \in \mathcal{R}^{0}$, we define $\lambda_{b, r}^{N}(\cdot)$ such that

$$
\lambda_{b, r}^{N}(x)=\left\{\begin{array}{l}
\lambda_{r}^{N}(x), \quad \text { if } x \in D\left(\Psi_{v}^{*}\right) \\
\left(1-|x|-\Psi_{v}^{*}\right) \lambda_{r}^{N}\left(\frac{\Psi_{v}^{*}}{|x|} x\right)+\left(|x|-\Psi_{v}^{*}\right) N^{\beta_{r}} \\
\quad \text { if } x \in D\left(\Psi_{v}^{*}+1\right) \backslash D\left(\Psi_{v}^{*}\right) \\
N^{\beta_{r}}, \quad \text { otherwise. }
\end{array}\right.
$$

These functions are Lipschitz and define a new kinetics $\mathcal{K}_{b}^{N}$. Let $X_{b, \text {, }}^{N}, Z_{b, \text {, and }}^{N}$ $Z_{b, .}^{*}$ be the corresponding processes, with

$$
\begin{aligned}
X_{b, 0}^{N} & =X_{0}^{N} \mathbb{1}_{D\left(\Psi_{v}^{*}\right)}\left(\widehat{X}_{0}^{N}\right), \quad Z_{b, 0}^{N}=Z_{0}^{N} \mathbb{1}_{D\left(\Psi_{v}^{*}\right)}\left(\widehat{Z}_{0}^{N}\right) \quad \text { and } \\
Z_{b, 0}^{*} & =Z_{0}^{*} \mathbb{1}_{D\left(\Psi_{v}^{*}\right)}\left(Z_{0}^{*}\right) .
\end{aligned}
$$

With this choice, we have

$$
\begin{aligned}
P\left(X_{b, 0}^{N}=X_{0}^{N}\right) & \geq 1-v, \quad P\left(Z_{b, 0}^{N}=Z_{0}^{N}\right) \geq 1-v \quad \text { and } \\
P\left(Z_{b, 0}^{*}=Z_{0}^{*}\right) & \geq 1-v,
\end{aligned}
$$

at least for $N$ large enough (by hypothesis $\widehat{Z}_{0}^{N}$ converges in probability to $Z_{0}^{*}$ ). Therefore,

$$
\begin{gathered}
P\left(\sup _{t \in[0, T]}\left|Z_{b, t}^{*}\right|>\Psi_{v}^{*}\right) \leq P\left(\sup _{t \in[0, T]}\left|Z_{t}^{*}\right|>\Psi_{v}^{*}\right)+v<2 v, \\
P\left(\sup _{t \in[0, T]}\left|\widehat{Z}_{t}^{N}\right|>\Psi_{v}^{*}\right) \leq P\left(\sup _{t \in[0, T]}\left|\widehat{Z}_{b, t}^{N}\right|>\Psi_{v}^{*}\right)+v .
\end{gathered}
$$

The rates $\lambda_{b, r}^{N}(\cdot)$ satisfy the condition in Theorem 4.3 and

$$
E\left[\left|\widehat{X}_{b, 0}^{N}-\widehat{Z}_{b, 0}^{N}\right|\right] \underset{N \rightarrow \infty}{ } 0
$$

From Theorem 4.3, we have

$$
\sup _{t \in[0, T]} P\left(\left|\widehat{X}_{b, t}^{N}-\widehat{Z}_{b, t}^{N}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{ } 0
$$

and by Lemma 4.6,

$$
\begin{aligned}
& P\left(\sup _{t \in[0, T]}\left|\widehat{Z}_{t}^{N}\right|>\Psi_{v}^{*}\right) \\
& \quad \leq P\left(\sup _{t \in[0, T]}\left|\widehat{Z}_{b, t}^{N}\right|>\Psi_{v}^{*}\right)+v \underset{N \rightarrow \infty}{ } P\left(\sup _{t \in[0, T]}\left|Z_{b, t}^{*}\right|>\Psi_{v}^{*}\right)+v<3 v .
\end{aligned}
$$

Putting it all together, we have

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty} \sup _{t \in[0, T]} P\left(\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon\right) \\
& \quad \leq \limsup \sup _{N \rightarrow \infty} P\left(\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon, \sup _{t \in[0, T]}\left(\left|\widehat{X}_{t}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right)>\Psi_{v}^{*}\right) \\
& \quad+\limsup _{N \rightarrow \infty} \sup _{t \in[0, T]} P\left(\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon, \sup _{t \in[0, T]}\left(\left|\widehat{X}_{t}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right) \leq \Psi_{v}^{*}\right) \\
& \quad \leq \limsup P\left(\sup _{N \rightarrow \infty}\left(\left|\widehat{X}_{t \in[0, T]}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right)>\Psi_{v}^{*}\right) \\
& \quad+\limsup _{N \rightarrow \infty} \sup _{t \in[0, T]} P\left(\left|\widehat{X}_{b, t}^{N}-\widehat{Z}_{b, t}^{N}\right|>\varepsilon\right)<4 v .
\end{aligned}
$$

Since $v>0$ is arbitrary, we have (4.23). Similarly,

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon\right) \\
& \leq \limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon, \sup _{t \in[0, T]}\left(\left|\widehat{X}_{t}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right)>\Psi_{v}^{*}\right) \\
& \quad+\limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon, \sup _{t \in[0, T]}\left(\left|\widehat{X}_{t}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right) \leq \Psi_{v}^{*}\right) \\
& \leq \limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left(\left|\widehat{X}_{t}^{N}\right| \vee\left|\widehat{Z}_{t}^{N}\right|\right)>\Psi_{v}^{*}\right) \\
& \quad+\limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{b, s}^{N}\right)-f\left(\widehat{Z}_{b, s}^{N}\right)\right) d s\right|>\varepsilon\right)<4 v,
\end{aligned}
$$

which implies that (4.24) holds. Since $\widehat{Z}^{N}$ converges in probability to $Z^{*}$ in the Skorohod space, by a version of the continuous mapping theorem [Hoffmann-

Jørgensen (1994), Section 5.4] it follows that

$$
P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{Z}_{s}^{N}\right)-f\left(Z_{s}^{*}\right)\right) d s\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
$$

where we used that the Skorohod distance for continuous functions is equivalent to the uniform distance. Hence, (4.29) is a consequence of triangular inequality. By similar arguments and by Theorem 4.5, if $\alpha>0$ we have

$$
P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon\right) \leq 4 v+P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{b, t}^{N}-\widehat{Z}_{b, t}^{N}\right|>\varepsilon\right) \underset{N \rightarrow \infty}{\longrightarrow} 4 v
$$

If $\alpha>0$ then $Z_{\text {* }}$. is continuous, therefore by Lemma 4.6 we have

$$
P\left(\sup _{t \in[0, T]}\left|\widehat{Z}_{t}^{N}-Z_{t}^{*}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{ } 0 .
$$

The proof is then concluded by the arbitrariness of $v$, and the triangular inequality.

REMARK 4.7. Convergence of the processes $\widehat{X}_{\cdot \wedge T}^{N}$ to the process $Z_{\cdot \wedge T}^{*}$ in occupation measure is implied by (4.29) [Kallenberg (1974), Theorem 4.5].

COROLLARY 4.8. Assume that the hypotheses of Lemma 4.6 are satisfied. Then the difference between the processes $\widehat{X}_{\cdot \wedge T}^{N}$ and $Z_{\cdot \wedge T}^{*}$ converges in finite dimensional distribution to 0 .

Proof. The proof is identical to the proof of Corollary 4.4. Indeed, from Theorem 4.7, we have that (4.28) holds for any $\varepsilon>0$. Thus, for any finite set of time points $\left\{t_{m}\right\}_{m=0}^{p} \subseteq[0, T]$, we have that

$$
\begin{aligned}
P\left(\max _{0 \leq m \leq p}\left|\widehat{X}_{t_{m}}^{N}-Z_{t_{m}}^{*}\right|>\varepsilon\right) & =P\left(\bigcup_{m=0}^{p}\left\{\left|\widehat{X}_{t_{m}}^{N}-Z_{t_{m}}^{*}\right|>\varepsilon\right\}\right) \\
& \leq \sum_{m=0}^{p} P\left(\left|\widehat{X}_{t_{m}}^{N}-Z_{t_{m}}^{*}\right|>\varepsilon\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$

and the result follows.
5. Discussion. We close by presenting a collection of examples and remarks. A particular strength of our approach is that the reduced reaction network is easily found from the original reaction network and that the reaction rates of the reduced

SRN can be found through a simple algebraic procedure. If the definition of intermediate species is relaxed, it might still be possible to find an approximating reduced SRN in concrete cases. However, a general technique does not seem to present itself easily.

We assume mass-action kinetics unless otherwise specified. If the stoichiometric coefficient of the intermediates were allowed to be different from one, or if different intermediate species were allowed to interact, our results would not be true in general:

Example 5.1 (Relaxing the definition of intermediates, I). Consider the SRN

with $\alpha=0$. A single molecule of $H$ could be trapped as the two reactions $3 H \rightarrow B$ and $2 H \rightarrow A$ compete against each other. Thus, there does not exist an approximation without intermediates as in Theorem 4.3 or Theorem 4.7. An approximation with no fast species, however, still exists. Since the dynamics of the system changes depending on whether a molecule of $H$ is present or not, we might introduce two dummy variables $D_{1}$ and $D_{2}$ with $D_{1}+D_{2}=1$, and $D_{1}=1$ if and only if no molecules of $H$ are present. Let $\widehat{p}$ denote the projection onto the space of nondummy variables. The finite dimensional distributions of $p\left(X^{N}\right)$ are approximated by the finite dimensional distributions of $\widehat{p}\left(Z_{.}^{N}\right)$, where $Z_{.}^{N}$ is the process associated with

for a suitable choice of kinetics and with initial conditions $X_{0}\left(D_{1}\right)=1$ and $X_{0}\left(D_{2}\right)=0$. A general reduction technique that can deal with examples of this kind is subject of further investigation. Similar arguments can be made if intermediate species are interacting, for example, if 3 H and 2 H are replaced by $\mathrm{H}_{1}+\mathrm{H}_{2}$ and $H_{1}$, respectively.

Example 5.2 (Relaxing the definition of intermediates, II). Consider the SRN below with $\alpha(C)=\alpha(F)=1$ and $\alpha(A)=\alpha(B)=\alpha(D)=\alpha(E)=0$ :

$$
\begin{aligned}
& A \xrightarrow{k_{1}} H_{1}+H_{2} \xrightarrow{N^{7}} D \\
& B \xrightarrow{k_{2}} H_{1} \xrightarrow{N} E \\
& C \xrightarrow{k_{3}} H_{2} \xrightarrow{N^{2}} F
\end{aligned}
$$

Here, a reaction of type $C \rightarrow H_{2}$ can occur before a present molecule of $H_{1}$ is consumed, leading to the production of $D$ from $H_{1}+H_{2} \rightarrow D$. It can be shown that the right limit is given by the rescaled process associated with

where

$$
\lambda_{B \rightarrow E}^{N}(x)=k_{2} x(B) \frac{N}{N+k_{3} x(C)}, \quad \lambda_{B \rightarrow D}^{N}(x)=k_{2} x(B) \frac{k_{3} x(C)}{N+k_{3} x(C)}
$$

If we change the rate constant of $H_{1} \rightarrow E$ to $N^{2}$ and let $\alpha(B)=\alpha(E)=1$, a different reduced SRN is obtained in which a new complex appears:

$$
A \xrightarrow{k_{1}} D \stackrel{\frac{k_{2} k_{3}}{N^{2}}}{\longleftarrow} B+C \quad B \xrightarrow{k_{2}} E \quad C \xrightarrow{k_{3}} F
$$

It would be desirable to state Theorem 4.7 in terms of the stronger notion of convergence in probability in the Skorohod space, or at least in terms of the weak convergence in the Skorohod topology. This is done for $\alpha>0$ (cf. Theorems 4.3 and 4.7); however, it cannot be done in general as shown in the next example.

EXAmple 5.3 (Weak convergence). Consider

$$
A \xrightarrow{k} H \xrightarrow{N} B
$$

with $\alpha(A)=\alpha(B)=0$, and the limit process $\widehat{Z}^{N}$ associated with the SRN

$$
A \xrightarrow{k} B
$$

Since the reduced SRN does not depend on $N$, we omit $N$ in the notation. The possible states of $\widehat{Z}$. satisfy the conservation law $\widehat{Z}_{t}(A)+\widehat{Z}_{t}(B)=M$ for some
fixed $M$. In contrast, whenever the reaction $A \rightarrow H$ occurs in $X^{N}$, for a short amount of time at least, $\widehat{X}_{t}^{N}(A)+\widehat{X}_{t}^{N}(B) \leq M-1$. The latter situation happens with positive probability, such that

$$
E\left[\inf _{[0, T]}\left(\widehat{X}_{t}^{N}(A)+\widehat{X}_{t}^{N}(B)\right)\right]-E\left[\inf _{[0, T]}\left(\widehat{Z}_{t}(A)+\widehat{Z}_{t}(B)\right)\right] \underset{N \rightarrow \infty}{\longrightarrow} c \neq 0
$$

Hence, $\widehat{Z}_{\cdot \wedge T}$ does not provide a weak limit in the Skorohod topology for $\widehat{X}_{\cdot \wedge T}^{N}$. In fact, in this particular case the sequence of processes $\widehat{X}_{\cdot \wedge T}^{N}$ cannot have a weak limit in the Skorohod topology, since the sequence of the corresponding distributions $P^{N}$ is not tight.

A natural question arising from the results of this paper is whether the reduced reaction network could be used to approximate the limit behaviour of the full model as $t \rightarrow \infty$. Specifically, we want to investigate whether for all Borel sets $A \subset \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left(\widehat{X}_{t}^{N} \in A\right)-\lim _{t \rightarrow \infty} P\left(\widehat{Z}_{t}^{N} \in A\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{5.1}
\end{equation*}
$$

under the hypothesis that the limits exist. The answer is negative, as it is shown with the next example.

EXAmple 5.4 (Limit behaviour in the stochastic setting). Consider the following SRN:


Let $\alpha(A)=\alpha(B)=0$, assume that $X_{0}^{N}(A)+X_{0}^{N}(B)=M$ and $X_{0}^{N}(H)=0$, and let

$$
\lambda(x)=(M-x(A)-x(B)) \mathbb{1}_{(0, \infty)}(x(B)) .
$$

The first occurrence of the reaction $B \rightarrow 0$ can only take place when $H$ is present. Though it is unlikely for big $N$, there is still a positive probability that this happens, that is, that $B \rightarrow 0$ occurs before the reaction $H \rightarrow B$ takes place. With probability one, all molecules of $B$ will eventually be consumed, and the limit distribution of the above SRN is therefore concentrated on the state 0 .

The SRN satisfies the assumptions of Theorem 4.3 and those of Theorem 4.7. The reduced reaction network is given by

where the initial conditions are the same as in the bigger model. Since in the reduced $\operatorname{SRN} \lambda\left(Z_{t}^{N}\right)=0$ whenever $Z_{t}^{N}(A)+Z_{t}^{N}(B)=M$, then the reaction $B \rightarrow 0$ never occurs. This implies that the reduced SRN is equivalent to


The limit distribution of the above SRN is concentrated on the set $\{x: x(A)+$ $x(B)=M\}$. Therefore, it is clear that (5.1) does not hold in this case. However, the limit distribution of the latter SRN approximates the quasi-stationary distribution of the original SRN when $N$ tends to infinity, if we condition on the event that the reaction $B \rightarrow 0$ has not taken place; see, for example, Anderson, Craciun and Kurtz (2010), Anderson, Enciso and Johnston (2014) for a discussion on stationary and quasi-stationary distributions in reaction network theory.
6. Proof of Theorem 3.1 and Proposition 4.2. This section is devoted to prove Theorem 3.1 and Proposition 4.2. First, recall the transition rate matrix (3.2). Consider the continuous time Markov chain $C^{x}$ with state space $\mathcal{U} \sqcup \mathcal{V} \sqcup \mathcal{W}$ (disjoint union) and transition rate matrix given by

$$
Q(x)=\left[\begin{array}{c|c|c}
Q_{U, U}^{x} & Q_{U, V}^{x} & 0 \\
\hline 0 & Q_{V, V} & Q_{V, W} \\
\hline 0 & 0 & 0
\end{array}\right],
$$

where $Q_{U, V}^{x}$ is defined by

$$
q_{i \ell}^{x}=\lambda_{i \ell}(x)
$$

for $i \in U, \ell \in V$, and

$$
Q_{U, U}^{x}=\operatorname{diag}\left(-Q_{U, V}^{x} e\right)
$$

where $e$ denotes a vector of suitable length with all entries 1 . Given a matrix $M$, we denote by $M_{i}$ its $i$ th row. Note that the matrix

$$
\mathcal{L}_{i}^{x}=\left[\begin{array}{c|c}
-Q_{V, V} & -Q_{V, W} e \\
\hline-\left(Q_{U, V}^{x}\right)_{i} & \left(Q_{U, V}^{x}\right)_{i} e
\end{array}\right]
$$

is the transposed Laplacian matrix of the graph $\mathcal{G}_{i}^{x}$ defined in (3.7) (row sums are zero). Let $D^{x}(\cdot)$ denote the discrete time Markov chain embedded in $C^{x}(\cdot)$ and let $\mathbb{P}(x)$ be the corresponding transition probability matrix of $D^{x}$. For any $i \in U$, let

$$
P_{i}^{x}(\cdot)=P\left(\cdot \mid D^{x}(0)=y_{i}\right) \quad \text { and } \quad E_{i}^{x}[\cdot]=E\left[\cdot \mid D^{x}(0)=y_{i}\right] .
$$

Moreover, let

$$
\begin{aligned}
d_{i}^{x} & =\sum_{\ell \in V_{i}} \lambda_{i \ell}(x)=\left(Q_{U, V}^{x}\right)_{i} e, \\
d_{\ell} & =\sum_{\ell^{\prime} \in V} k_{\ell \ell^{\prime}}+\sum_{j \in W} k_{\ell j}=\left[Q_{V, V} \mid Q_{V, W}\right]_{\ell} e
\end{aligned}
$$

We have the following result.
Lemma 6.1. For all $\ell \in V, i \in U$ and $x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$,

$$
\begin{equation*}
\mu_{i \ell}(x)=\frac{d_{i}^{x}}{d_{\ell}} \sum_{n \geq 1}\left(\mathbb{P}(x)^{n}\right)_{i \ell}<\infty \tag{6.1}
\end{equation*}
$$

In particular, we have

$$
\mu_{i \ell}(x)=\frac{d_{i}^{x}}{d_{\ell}} E_{i}^{x}\left[\# \text { visits of } D^{x}(\cdot) \text { to } H_{\ell}\right] .
$$

Proof. We have

$$
\begin{aligned}
E_{i}^{x}\left[\# \text { visits of } D^{x}(\cdot) \text { to } H_{\ell}\right] & =E_{i}^{x}\left[\sum_{n \geq 1} \mathbb{1}_{\left\{H_{\ell}\right\}} D^{x}(n)\right]=\sum_{n \geq 1} P_{i}^{x}\left(D^{x}(n)=H_{\ell}\right) \\
& =\sum_{n \geq 1}\left(\mathbb{P}(x)^{n}\right)_{i \ell} .
\end{aligned}
$$

Therefore, since every intermediate species is a transient state in $D^{x}$,

$$
\sum_{n \geq 1}\left(\mathbb{P}(x)^{n}\right)_{i \ell}=E_{i}^{x}\left[\# \text { visits of } D^{x}(\cdot) \text { to } H_{\ell}\right]<\infty
$$

Thus, we only need to prove (6.1). The matrix $\mathbb{P}(x)$ has the following block structure:

$$
\mathbb{P}(x)=\left[\begin{array}{c|c|c}
0 & \mathbb{P}_{U, V}^{x} & 0 \\
\hline 0 \mid \mathbb{P}_{V, V} & \mathbb{P}_{V, U} \\
\hline 0 & 0 & I
\end{array}\right]
$$

Thus, we have

$$
\mathbb{P}(x)^{n}=\left[\begin{array}{c|c|c}
0 & \mathbb{P}_{U, V}^{x} \mathbb{P}_{V, V}^{n-1} & * \\
\hline 0 & \mathbb{P}_{V, V}^{n} & * \\
\hline 0 & 0 & *
\end{array}\right]
$$

Since for any $\ell, \ell^{\prime} \in V$,

$$
\left(\sum_{n \geq 0} \mathbb{P}_{V, V}^{n}\right)_{\ell \ell^{\prime}}=E\left[\# \text { visits of } D^{x}(\cdot) \text { to } H_{\ell^{\prime}} \mid D^{x}(1)=H_{\ell}\right]<\infty
$$

we have that $\sum_{n \geq 0} \mathbb{P}_{V, V}^{n}$ is well defined and

$$
\sum_{n \geq 0} \mathbb{P}_{V, V}^{n}=\left(I-\mathbb{P}_{V, V}\right)^{-1}
$$

Therefore,

$$
\begin{equation*}
\sum_{n \geq 1}\left(\mathbb{P}(x)^{n}\right)_{i \ell}=\sum_{n \geq 0}\left(\mathbb{P}_{U, V}^{x} \mathbb{P}_{V, V}^{n}\right)_{i \ell}=\left(\mathbb{P}_{U, V}^{x}\left(I-\mathbb{P}_{V, V}\right)^{-1}\right)_{i \ell} \tag{6.2}
\end{equation*}
$$

Assume $d_{i}^{x} \neq 0$. Consider the graph $\widetilde{\mathcal{G}}_{i}^{x}$ with the same nodes and edges as $\mathcal{G}_{i}^{x}$ and normalized labels

The transpose of the Laplacian matrix of the graph $\widetilde{\mathcal{G}}_{i}^{x}$ is given by

$$
\widetilde{\mathcal{L}}_{i}^{x}=\left[\begin{array}{c|c}
I-\mathbb{P}_{V, V} & -\mathbb{P}_{V, W} e \\
\hline-\left(\mathbb{P}_{U, V}^{x}\right)_{i} & 1
\end{array}\right]
$$

Given a matrix $M$, denote by $M_{(i, j)}$ the matrix obtained by $M$ eliminating the $i$ th row and the $j$ th column. We have that

$$
\begin{aligned}
\left(\mathbb{P}_{U, V}^{x}\left(I-\mathbb{P}_{V, V}\right)^{-1}\right)_{i \ell} & =\sum_{\ell^{\prime} \in V}\left(\mathbb{P}_{U, V}^{x}\right)_{i \ell^{\prime}}\left(I-\mathbb{P}_{V, V}\right)_{\ell^{\prime} \ell}^{-1} \\
& =\sum_{\ell^{\prime} \in V}\left(\mathbb{P}_{U, V}^{x}\right)_{i \ell^{\prime}} \frac{(-1)^{\ell+\ell^{\prime}} \operatorname{det}\left(I-\mathbb{P}_{V, V}\right)_{\left(\ell, \ell^{\prime}\right)}}{\operatorname{det}\left(I-\mathbb{P}_{V, V}\right)} \\
& =(-1)^{\ell+\# \mathcal{V}+1} \frac{\operatorname{det}\left(\widetilde{\mathcal{L}}_{i}^{x}\right)_{(\ell, \# \mathcal{V}+1)}}{\operatorname{det}\left(\widetilde{\mathcal{L}}_{i}^{x}\right)_{(\# \mathcal{V}+1, \# \mathcal{V}+1)}}=\frac{\operatorname{det}\left(\widetilde{\mathcal{L}}_{i}^{x}\right)_{(\ell, \ell)}}{\operatorname{det}\left(\widetilde{\mathcal{L}}_{i}^{x}\right)_{(\# \nu+1, \# \mathcal{V}+1)}} \\
& =\frac{d_{\ell}}{d_{i}^{x}} \frac{\operatorname{det}\left(\mathcal{L}_{i}^{x}\right)_{(\ell, \ell)}}{\operatorname{det}\left(\mathcal{L}_{i}^{x}\right)_{(\# \mathcal{V}+1, \# \mathcal{V}+1)}}=\frac{d_{\ell}}{d_{i}^{x}} \frac{\sum_{\zeta \in \Theta_{i, x}\left(H_{\ell}\right)} w(\zeta)}{\sum_{\zeta \in \Theta_{i, x}(\star)} w(\zeta)} \\
& =\frac{d_{\ell}}{d_{i}^{x}} \mu_{i \ell}(x),
\end{aligned}
$$

where the second equality follows from the co-factor expansion of the determinant, the third from the Laplace expansion and the fourth equality follows from the fact that the last column of the Laplacian matrix is equal to minus the sum of the other columns. The second-last equality follows from the Matrix-Tree theorem [Tutte (1948)]. Thus, from (6.2) it follows that (6.1) holds. If $d_{i}^{x}=0$, then $\mu_{i \ell}=0$ for all $\ell \in V$. Thus, (6.1) still holds and the proof is complete.

The proof of Theorem 3.1 follows from Lemma 6.1.

PROOF OF THEOREM 3.1. We have to prove that for any fixed $x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$,

$$
\begin{equation*}
\sum_{\ell \in V} \pi_{\ell j} \lambda_{i \ell}(x)=\sum_{\ell \in V} k_{\ell j} \mu_{i \ell}(x) \tag{6.3}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\sum_{\ell \in V} \pi_{\ell j} \lambda_{i \ell}(x) & =d_{i}^{x} \sum_{\ell \in V} P_{i}^{x}\left(\lim _{n \rightarrow \infty} D^{x}(n)=y_{j} \mid D^{x}(1)=H_{\ell}\right) P_{i}^{x}\left(D^{x}(1)=H_{\ell}\right) \\
& =d_{i}^{x} P_{i}^{x}\left(\lim _{n \rightarrow \infty} D^{x}(n)=y_{j}\right) \\
& =d_{i}^{x} \sum_{n \geq 1} \sum_{\ell \in V} P_{i}^{x}\left(D^{x}(n)=H_{\ell}, D^{x}(n+1)=y_{j}\right) \\
& =d_{i}^{x} \sum_{\ell \in V} \frac{k_{\ell j}}{d_{\ell}} \sum_{n \geq 1}\left(\mathbb{P}(x)^{n}\right)_{i \ell} .
\end{aligned}
$$

Therefore, (6.3) follows from Lemma 6.1.
To prove Proposition 4.2, we make the dependence on $N$ explicit.
Proof of Proposition 4.2. From Lemma 6.1, we have that

$$
\mu_{i \ell}^{N}(x)=\frac{d_{i}^{N, x}}{d_{\ell}^{N}} E_{i}^{N, x}\left[\# \text { visits of } D^{N, x}(\cdot) \text { to } H_{\ell}\right]
$$

for $x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$. Denote by $T_{\ell}^{N}$ the random variable distributed as the time until consumption of a molecule of $H_{\ell}$. Its distribution is exponential with parameter $d_{\ell}^{N}$. Note that the Markov chain $D^{N, x}(\cdot)$ is distributed as the discrete time Markov chain embedded in $C_{1}^{N}(\cdot)$, and $D^{N, x}(0)$ denotes the initial reactant setting off the chain $C_{1}^{N}(\cdot)$. For any $j \in W$, we have

$$
\begin{aligned}
& d_{i}^{N, N^{\alpha} x} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(0)=y_{i}\right] \\
& \quad= d_{i}^{N, N^{\alpha} x} \sum_{\ell \in V} E_{i}^{N, N^{\alpha} x}\left[\text { \# visits of } D^{N, N^{\alpha} x}(\cdot) \text { to } H_{\ell}\right] E\left[T_{\ell}^{N}\right] \\
& \quad= \sum_{\ell \in V} \mu_{i \ell}^{N}\left(N^{\alpha} x\right) .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& d_{i}^{N, N^{\alpha} x} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(0)=y_{i}\right] \\
& =\sum_{\ell \in V} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(1)=H_{\ell}\right] \\
& \quad \times P\left(D^{N, N^{\alpha} x}(1)=H_{\ell} \mid D^{N, N^{\alpha} x}(0)=y_{i}\right) d_{i}^{N, N^{\alpha} x}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\ell \in V} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(1)=H_{\ell}\right] \lambda_{i \ell}^{N}\left(N^{\alpha} x\right) \\
& =\sum_{\ell \in V} E\left[N^{\beta_{i \ell}} \tau_{1}^{N} \mid D^{N, N^{\alpha} x}(1)=H_{\ell}\right] N^{-\beta_{i \ell}} \lambda_{i \ell}^{N}\left(N^{\alpha} x\right)
\end{aligned}
$$

In particular,

$$
\begin{align*}
\sum_{\ell \in V} & N^{-\alpha^{*}} \mu_{i \ell}^{N}\left(N^{\alpha} x\right) \\
& =\sum_{\ell \in V} N^{\beta_{i \ell}-\alpha^{*}} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(1)=H_{\ell}\right] N^{-\beta_{i \ell}} \lambda_{i \ell}^{N}\left(N^{\alpha} x\right) \tag{6.4}
\end{align*}
$$

Therefore, (4.16) holds if and only if the right-hand side of (6.4) tends to zero as $N \rightarrow \infty$. By Assumption 2(iii) we have

$$
N^{-\beta_{i \ell}} \lambda_{i \ell}^{N}\left(N^{\alpha} x\right) \underset{N \rightarrow \infty}{\longrightarrow} \lambda_{i \ell}(x)
$$

where $\lambda_{i \ell}$ is a nonnull function. It follows that the right-hand side of (6.4) tends to zero as $N \rightarrow \infty$ if and only if, for any $i \in U, \ell \in V$, such that $y_{i} \rightarrow H_{\ell} \in \mathcal{R}$, and for any $j \in W$

$$
N^{\beta_{i \ell}-\alpha^{*}} E\left[\tau_{1}^{N} \mid D^{N, N^{\alpha} x}(1)=H_{\ell}\right] \underset{N \rightarrow \infty}{ } 0
$$

The latter is equivalent to

$$
\begin{equation*}
N^{\beta_{i \ell}-\alpha^{*}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right] \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{6.5}
\end{equation*}
$$

By the definition of $\beta_{\ell}^{*}$ and $a_{\ell}$, the latter implies

$$
N^{\beta_{\ell}^{*}-a_{\ell}} E\left[\tau_{1}^{N} \mid C_{1}^{N}\left(t_{1}^{N}\right)=H_{\ell}\right] \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
$$

for any $\ell \in \bigcup_{i \in U} V_{i}$, which is what we wanted to prove. If $\alpha_{j}^{*}=\alpha_{j^{\prime}}^{*}$ for any $j, j^{\prime} \in$ $W$, then $a_{\ell}=\alpha^{*}$ for any $\ell \in V$. Therefore, (6.5) for any $j \in W$ is equivalent to (4.15). The proof is thus complete.
7. Proof of Theorems 4.3 and 4.5. In this section, Theorems 4.3 and 4.5 are proven. To this aim, instead of assuming (4.10) and (4.11) in Assumption 2(v), we make use of the weaker conditions (4.12) and (4.13). Throughout this section, whenever $t$ is written it is implicitly assume that $t \in[0, T]$. We also use the notation

$$
\|x\|_{\infty}=\max _{S \in \mathcal{X}}|x(S)| \quad \text { for } x \in \mathbb{R}^{\mathcal{X}}
$$

By the equivalence of norms in $\mathbb{R}^{\mathcal{X}}$, we have that there exists $\theta>0$, such that

$$
|x| \leq \theta\|x\|_{\infty} \quad \forall x \in \mathbb{R}^{\mathcal{X}}
$$

Let $D_{\infty}(h)$ be the disc of radius $h$ in $\mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$ centred in the origin, with respect to the measure $\|\cdot\|_{\infty}$, and let $D_{\infty}^{C}(r)$ be its complementary.
We start by stating a lemma.
Lemma 7.1. Assume the assumptions of Theorem 4.3 hold. Then

$$
\sup _{t \in[0, T]} N^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N}(t)-\bar{M}_{i \ell j}^{N}(t)\right] \underset{N \rightarrow \infty}{\longrightarrow} 0
$$

Proof. Remember that $t_{i \ell j, n}^{N}$ is the time of the $n$th jump of $M_{i \ell j}^{N}(t)$, and $\tau_{i \ell j, n}^{N}$ the life time of the corresponding chain of intermediates. Note that by (4.12) we have

$$
\begin{aligned}
0 & \leq \sup _{t \in[0, T]} N^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N}(t)-\bar{M}_{i \ell j}^{N}(t)\right] \leq \sup _{t \in[0, T]} N^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N}(t)\right] \\
& \leq \pi_{\ell j}^{N} N^{\beta_{\ell}^{*}-\alpha_{j}^{*}} B_{i \ell t} t \leq c_{\ell j} B_{i \ell} t .
\end{aligned}
$$

This implies that the sequence $\sup _{t \in[0, T]} N^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N}(t)-\bar{M}_{i \ell j}^{N}(t)\right]$ is contained in a compact set, and it follows that to prove the lemma it is sufficient to show that all the accumulation points of the sequence are 0 . To this aim, fix an accumulation point $l$ and consider a subsequence $N_{h}$ such that

$$
\sup _{t \in[0, T]} N_{h}^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N_{h}}(t)-\bar{M}_{i \ell j}^{N_{h}}(t)\right] \underset{h \rightarrow \infty}{ } l
$$

First, assume that

$$
\liminf _{h \rightarrow \infty} \pi_{\ell j}^{N_{h}} N_{h}^{\beta_{\ell}^{*}-\alpha_{j}^{*}}=0
$$

and let $N_{h_{m}}$ a subsequence such that

$$
\lim _{m \rightarrow \infty} \pi_{\ell j}^{N_{h_{m}}} N_{h_{m}}^{\beta_{\ell}^{*}-\alpha_{j}^{*}}=0
$$

In this case,

$$
\begin{aligned}
0 & \leq l=\lim _{m \rightarrow \infty} \sup _{t \in[0, T]} N_{h_{m}}^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N_{h_{m}}}(t)-\bar{M}_{i \ell j}^{N_{h_{m}}}(t)\right] \\
& \leq \lim _{m \rightarrow \infty} \pi_{\ell j}^{N_{h_{m}}} N_{h_{m}}^{\beta_{\ell}^{*}-\alpha_{j}^{*}} B_{i \ell} t=0
\end{aligned}
$$

which proves $l=0$. Now, assume that

$$
\liminf _{h \rightarrow \infty} \pi_{\ell j}^{N_{h}} N_{h}^{\beta_{\ell}^{*}-\alpha_{j}^{*}}=\delta>0
$$

and fix $0<\varepsilon<\delta t$. For convenience, denote

$$
\sigma_{j \ell}^{\varepsilon h}=\frac{\varepsilon N_{h}^{\alpha_{j}^{*}-\beta_{\ell}^{*}}}{\pi_{\ell j}^{N_{h}}}
$$

We have

$$
\begin{aligned}
& E\left[M_{i \ell j}^{N_{h}}(t)-\bar{M}_{i \ell j}^{N_{h}}(t)\right] \\
& \quad=E\left[\sum_{n=1}^{M_{i \ell j}^{N_{h}}(t)} \mathbb{1}_{\left[t-t_{i \ell j, n}^{N_{h}}, \infty\right)}\left(\tau_{i \ell j, n}^{N_{h}}\right)\right] \\
& \quad \leq E\left[\sum_{n=1}^{M_{i \ell j}^{N_{h}}\left(t-\sigma_{j \ell}^{\varepsilon h}\right)} \mathbb{1}_{\left[\sigma_{j \ell} \varepsilon_{j \ell}, \infty\right)}\left(\tau_{i \ell j, n}^{N_{h}}\right)\right]+E\left[\sum_{n=M_{i \ell j}^{N_{h}}\left(t-\sigma_{j \ell}^{\varepsilon h}\right)+1}^{M_{i \ell j}^{N_{h}}(t)} 1\right] \\
& \quad \leq E\left[\sum_{n=1}^{M_{i \ell j}^{N_{h}}(t)} \mathbb{1}_{\left[\sigma_{j \ell}^{\varepsilon h}, \infty\right)}\left(\tau_{i \ell j, n}^{N_{h}}\right)\right]+E\left[M_{i \ell j}^{N_{h}}(t)-M_{i \ell j}^{N_{h}}\left(t-\sigma_{j \ell}^{\varepsilon h}\right)\right] .
\end{aligned}
$$

Thus, using (4.17) and (4.21) we obtain

$$
\begin{aligned}
& E\left[M_{i \ell j}^{N_{h}}(t)-\bar{M}_{i \ell j}^{N_{h}}(t)\right] \\
& \quad \leq E\left[\sum_{n=1}^{Y_{i \ell j}\left(t B_{i \ell \pi_{\ell j}}^{N_{h}} N_{h}^{\beta_{i \ell}}\right)} \mathbb{1}_{\left[\sigma_{j \ell}^{\varepsilon h}, \infty\right)}\left(\tau_{i \ell j, n}^{N}\right)\right]+\varepsilon N^{\alpha_{j}^{*}-\beta_{\ell}^{*}} N^{\beta_{\ell}^{*}} B_{i \ell} \\
& \quad \leq t p_{\ell j}^{\varepsilon}\left(N_{h}\right) N_{h}^{\beta_{\ell}^{*}} B_{i \ell} \pi_{\ell j}^{N_{h}}+\varepsilon N_{h}^{\alpha_{j}^{*}} B_{i \ell} \\
& \quad \leq B_{i \ell} N_{h}^{\alpha_{j}^{*}}\left(t \pi_{\ell j}^{N_{h}} N_{h}^{\beta_{\ell}^{*}-\alpha_{j}^{*}} p_{\ell j}^{\varepsilon}\left(N_{h}\right)+\varepsilon\right),
\end{aligned}
$$

where $p_{\ell j}^{\varepsilon}(N)$ is as defined in (4.8). By (4.9) and the arbitrariness of $\varepsilon>0$, the latter implies that

$$
\sup _{t \in[0, T]} N_{h}^{-\alpha_{j}^{*}} E\left[M_{i \ell j}^{N_{h}}(t)-\bar{M}_{i \ell j}^{N_{h}}(t)\right] \underset{h \rightarrow \infty}{ } 0
$$

which implies that $l=0$ and completes the proof.
Proof of Theorem 4.3. Let the process $\widehat{W}^{N}$ be defined as in (4.20) and, for any fixed $t$, let $\Delta_{t}^{N}=\left\|\widehat{X}_{t}^{N}-\widehat{W}_{t}^{N}\right\|_{\infty}$. Then we have

$$
\begin{aligned}
& E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right] \\
& \leq E\left[\left|\widehat{W}_{t}^{N}-\widehat{Z}_{t}^{N}\right|+\left|\widehat{X}_{t}^{N}-\widehat{W}_{t}^{N}\right|\right] \\
& \leq \sum_{r \in \mathcal{R}^{1}}\left|N^{-\alpha} \xi_{r}\right| E\left[\left|Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(X_{s}^{N}\right) d s\right)-Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(Z_{s}^{N}\right) d s\right)\right|\right] \\
& +\sum_{i \in U} \sum_{j \in W}\left|N^{-\alpha}\left(y_{j}-y_{i}\right)\right| \sum_{\ell \in V_{i}} E\left[\mid Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(X_{s}^{N}\right) d s\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(Z_{s}^{N}\right) d s\right) \mid\right]+E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta E\left[\Delta_{t}^{N}\right] \\
= & \sum_{r \in \mathcal{R}^{1}}\left|N^{-\alpha+\beta_{r}} \xi_{r}\right| E\left[N^{-\beta_{r}}\left|Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(X_{s}^{N}\right) d s\right)-Y_{r}\left(\int_{0}^{t} \lambda_{r}^{N}\left(Z_{s}^{N}\right) d s\right)\right|\right] \\
& +\sum_{i, j, \ell}\left|N^{-\alpha+\beta_{i \ell}}\left(y_{j}-y_{i}\right)\right| E\left[N^{-\beta_{i \ell}} \mid Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(X_{s}^{N}\right) d s\right)\right. \\
& \left.-Y_{i \ell j}\left(\int_{0}^{t} \pi_{\ell j}^{N} \lambda_{i \ell}^{N}\left(Z_{s}^{N}\right) d s\right) \mid\right]+E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta E\left[\Delta_{t}^{N}\right] .
\end{aligned}
$$

For any reaction $r: y_{i} \rightarrow y_{j} \in \mathcal{R}^{*}$, let

$$
\alpha_{i j}^{*}=\alpha_{r}^{*}=\min _{S: \xi_{r}(S) \neq 0} \alpha(S) .
$$

Then

$$
\begin{aligned}
& E\left[\mid \widehat{X}_{t}^{N}\right.\left.-\widehat{Z}_{t}^{N} \mid\right] \\
& \leq \sum_{r \in \mathcal{R}^{1}} N^{-\alpha_{r}^{*}+\beta_{r}}\left|\xi_{r}\right| E\left[\int_{0}^{t} N^{-\beta_{r}}\left|\lambda_{r}^{N}\left(N^{\alpha} \widehat{X}_{s}^{N}\right)-\lambda_{r}^{N}\left(N^{\alpha} \widehat{Z}_{s}^{N}\right)\right| d s\right] \\
&+\sum_{i, j, \ell} \pi_{\ell j}^{N} N^{-\alpha_{i j}^{*}+\beta_{i \ell}}\left|y_{j}-y_{i}\right| E\left[\int_{0}^{t} N^{\left.-\beta_{i \ell}\left|\lambda_{i \ell}^{N}\left(N^{\alpha} \widehat{X}_{s}^{N}\right)-\lambda_{i \ell}^{N}\left(N^{\alpha} \widehat{Z}_{s}^{N}\right)\right| d s\right]} \quad\right. \\
& \quad+E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta E\left[\Delta_{t}^{N}\right] .
\end{aligned}
$$

To control the left-hand side, we aim to substitute the functions $\lambda_{r}^{N}(\cdot)$ with their limits $\lambda_{r}(\cdot)$ [Assumption 2(iii)]. To meet our goal, we first argue that the processes $\widehat{X}^{N}$ and $\widehat{Z}_{.}^{N}$ are bounded with high probability.

Let $S \in \mathcal{X} \backslash \mathcal{V}$. By substituting the rate functions $\lambda_{r}^{N}(\cdot)$ with their upper bounds $N^{\beta_{r}} B_{r}$ in (4.19), and using $t<T$, we obtain that $\widehat{Z}_{t}^{N}(S)$ is bounded from above by

$$
\begin{aligned}
& \widehat{Z}_{0}^{N}(S)+\sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right| N^{-\alpha(S)} Y_{r}\left(N^{\beta_{r}} B_{r} T\right) \\
& \quad+\sum_{i \in U} \sum_{j \in W}\left|y_{j}(S)-y_{i}(S)\right| \sum_{\ell \in V_{i}} N^{-\alpha(S)} Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} T\right),
\end{aligned}
$$

where $\mathcal{R}_{S}^{1}$ is defined according to (2.2). Using the assumptions (4.12), (4.13) and the law of large numbers for Poisson processes to control the above expression for $\alpha(S)>0$, we obtain that, for any $v>0$, there exists $\Upsilon_{v}^{\prime}>0$, such that

$$
\limsup _{N \rightarrow \infty} P\left(\sup _{t \in[0, T]}\left\|\widehat{Z}_{t}^{N}\right\|_{\infty}>\Upsilon_{v}^{\prime}\right)<v
$$

Let $\Upsilon_{\nu}$ be as in (4.6a) and let $\Upsilon_{v}^{\prime \prime}=\Upsilon_{\nu} \vee \Upsilon_{v}^{\prime}$. Then, if $N$ is large enough,

$$
\begin{equation*}
P\left(\sup _{t \in[0, T]}\left(\left\|\widehat{X}_{t}^{N}\right\|_{\infty} \vee\left\|\widehat{Z}_{t}^{N}\right\|_{\infty}\right)>\Upsilon_{v}^{\prime \prime}\right)<3 v \tag{7.1}
\end{equation*}
$$

By Assumption 2(iii), we have that

$$
N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right) \underset{N \rightarrow \infty}{\longrightarrow} \lambda_{r}(x) \quad \forall r \in \mathcal{R}^{0}
$$

uniformly on compact sets. In particular, for any $v>0$,

$$
o_{\nu}(N)=\sup _{x \in D_{\infty}\left(\Upsilon_{\nu}^{\prime \prime}\right)}\left|N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right)-\lambda_{r}(x)\right| \underset{N \rightarrow \infty}{ } 0
$$

Note that for any $v>0$ and $x \in \mathbb{R}_{\geq 0}^{\mathcal{X} \backslash \mathcal{V}}$,

$$
\begin{equation*}
\left|N^{-\beta_{r}} \lambda_{r}^{N}\left(N^{\alpha} x\right)-\lambda_{r}(x)\right| \leq o_{v}(N) \mathbb{1}_{D_{\infty}\left(\Upsilon_{v}^{\prime \prime \prime}\right)}(x)+2 B_{r} \mathbb{1}_{D_{\infty}^{C}\left(\Upsilon_{v}^{\prime \prime}\right)}(x) \tag{7.2}
\end{equation*}
$$

Using (7.1) and (7.2), we have

$$
\begin{aligned}
E\left[\mid \widehat{X}_{t}^{N}\right. & \left.-\widehat{Z}_{t}^{N} \mid\right] \\
\leq & \sum_{r \in \mathcal{R}^{1}} N^{-\alpha_{r}^{*}+\beta_{r}}\left|\xi_{r}\right|\left(E\left[\int_{0}^{t}\left|\lambda_{r}\left(\widehat{X}_{s}^{N}\right)-\lambda_{r}\left(\widehat{Z}_{s}^{N}\right)\right| d s\right]+2 o_{v}(N) t+12 B_{r} v t\right) \\
& \quad+\sum_{i, j, \ell} \pi_{\ell j}^{N} N^{-\alpha_{i j}^{*}+\beta_{i \ell}}\left|y_{j}-y_{i}\right|\left(E\left[\int_{0}^{t}\left|\lambda_{i \ell}\left(\widehat{X}_{s}^{N}\right)-\lambda_{i \ell}\left(\widehat{Z}_{s}^{N}\right)\right| d s\right]\right. \\
& \left.+2 o_{v}(N) t+12 B_{i \ell} \nu t\right)+E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta E\left[\Delta_{t}^{N}\right] \\
\leq & \Psi_{1} \int_{0}^{t} E\left[\left|\widehat{X}_{s}^{N}-\widehat{Z}_{s}^{N}\right|\right] d s+\Psi_{2} o_{v}(N) t+\Psi_{3} v t \\
& +E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta E\left[\Delta_{t}^{N}\right]
\end{aligned}
$$

for some positive constants $\Psi_{1}, \Psi_{2}, \Psi_{3}>0$, independent of $\nu$. In the last inequality, we made use of (4.12) and (4.13), as well as the hypothesis that $\lambda_{r}$ is Lipschitz for any $r \in \mathcal{R}^{0}$.

To prove (4.22), we only need to show that $\sup _{t \in[0, T]} E\left[\Delta_{t}^{N}\right] \rightarrow 0$ for $N \rightarrow$ $\infty$. Indeed if this holds, then by the Gronwall inequality applied to the function $\sup _{t \in[0, T]} E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right]$ we have

$$
\begin{aligned}
& \sup _{t \in[0, T]} E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right] \\
& \quad \leq\left(\Psi_{2} o_{v}(N) T+\Psi_{3} \nu T+E\left[\left|\widehat{X}_{0}^{N}-\widehat{Z}_{0}^{N}\right|\right]+\theta \sup _{t \in[0, T]} E\left[\Delta_{t}^{N}\right]\right) e^{\Psi_{1} T}
\end{aligned}
$$

which for $N \rightarrow \infty$ tends to $\Psi_{3} \nu T e^{\Psi_{1} T}$. By the arbitrariness of $v$, this leads to

$$
\sup _{t \in[0, T]} E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right] \xrightarrow[N \rightarrow \infty]{ } 0
$$

and we are done. To prove that $\sup _{t \in[0, T]} E\left[\Delta_{t}^{N}\right] \rightarrow 0$ for $N \rightarrow \infty$, it first follows from (4.18) and (4.20) that

$$
\begin{align*}
\Delta_{t}^{N} & =\left\|N^{-\alpha} \sum_{j \in W} y_{j} \sum_{i \in U} \sum_{\ell \in V_{i}}\left(M_{i \ell j}^{N}(t)-\bar{M}_{i \ell j}^{N}(t)\right)\right\|_{\infty} \\
& \leq \sum_{i, \ell, j}\left\|y_{j}\right\|_{\infty} N^{-\alpha_{j}^{*}}\left(M_{i \ell j}^{N}(t)-\bar{M}_{i \ell j}^{N}(t)\right) . \tag{7.3}
\end{align*}
$$

Therefore, by Lemma 7.1 and (7.3), we have that $\sup _{t \in[0, T]} E\left[\Delta_{t}^{N}\right] \rightarrow 0$ for $N \rightarrow$ $\infty$, which concludes the proof of the first part of the statement. Equation (4.23) is implied by (4.22) and the Markov inequality.

Finally, to prove (4.24), first consider a continuously differentiable function $g: \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}} \rightarrow \mathbb{R}$ with compact domain, and let $c_{g}$ be the maximum of the absolute value of its derivative. We have

$$
\begin{aligned}
\sup _{t \in[0, T]} E\left[\int_{0}^{t}\left|g\left(\widehat{X}_{s}^{N}\right)-g\left(\widehat{Z}_{s}^{N}\right)\right| d s\right] & =\int_{0}^{T} E\left[\left|g\left(\widehat{X}_{s}^{N}\right)-g\left(\widehat{Z}_{s}^{N}\right)\right|\right] d s \\
& \leq \int_{0}^{T} c_{g} E\left[\left|\widehat{X}_{s}^{N}-\widehat{Z}_{s}^{N}\right|\right] d s \\
& \leq T c_{g} \sup _{t \in[0, T]} E\left[\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|\right] d s \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$

Let $f: \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}} \rightarrow \mathbb{R}$ be a continuous function with compact domain. By uniformly approximating $f$ by continuously differentiable functions with compact domain, we have

$$
\sup _{t \in[0, T]} E\left[\int_{0}^{t}\left|f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right| d s\right] \underset{N \rightarrow \infty}{\longrightarrow} 0
$$

By the Markov inequality, it follows that for any $\varepsilon>0$

$$
\begin{equation*}
\sup _{t \in[0, T]} P\left(\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon\right) \underset{N \rightarrow \infty}{\longrightarrow} 0 \tag{7.4}
\end{equation*}
$$

Consider the occupation measures on $[0, T] \times \mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$ given by

$$
\Gamma_{1}^{N}\left(\left[t_{1}, t_{2}\right] \times A\right)=\int_{t_{1}}^{t_{2}} \mathbb{1}_{A}\left(\widehat{X}_{s}^{N}\right) d s
$$

and

$$
\Gamma_{2}^{N}\left(\left[t_{1}, t_{2}\right] \times A\right)=\int_{t_{1}}^{t_{2}} \mathbb{1}_{A}\left(\widehat{Z}_{s}^{N}\right) d s
$$

for any $0 \leq t_{1}<t_{2} \leq T$ and any Borel set $A$ of $\mathbb{R}^{\mathcal{X} \backslash \mathcal{V}}$. By (7.1) and Kurtz (1992), Lemma 1.3, we have that the sequences of random measures $\left(\Gamma_{1}^{N}\right)$ and $\left(\Gamma_{2}^{N}\right)$ are relatively compact with respect to the Prohorov metric. By the continuous mapping
theorem [Hoffmann-Jørgensen (1994), Section 5.4], this in turn implies that the sequence of continuous processes

$$
\begin{aligned}
& \left(\int_{0}^{\cdot} f\left(\widehat{X}_{s}^{N}\right) d s, \int_{0}^{\cdot} f\left(\widehat{Z}_{s}^{N}\right) d s\right) \\
& \quad=\left(\int_{0}^{\cdot} \int_{\mathbb{R} \mathcal{X} \backslash \mathcal{V}} f(x) d \Gamma_{1}^{N}(s, x), \int_{0}^{\cdot} \int_{\mathbb{R}^{\mathcal{X}} \backslash \mathcal{V}} f(x) d \Gamma_{2}^{N}(s, x)\right)
\end{aligned}
$$

is relatively compact with respect to the weak convergence in the product space $D[0, T] \times D[0, T]$, where $D[0, T]$ denotes the usual Skorohod space. In this case it coincides with weak convergence in the uniform topology since the processes are continuous. The following is inspired by a proof of Donnelly and Kurtz (1996), Lemma A2.1. Consider a weak limit ( $\widehat{X}$., $\widehat{Z}$.), which will be a continuous process. By (7.4), we have $\widehat{X}_{t}=\widehat{Z}_{t}$ for any $t$, therefore, $d_{S k}(\widehat{X}$., $\widehat{Z}$. $)=0$, where $d_{S k}$ denotes the Skorohod distance. By the continuous mapping theorem, we have that for any subsequence converging to ( $\widehat{X}$. $\widehat{Z}$.),

$$
d_{S k}\left(\int_{0}^{\cdot} f\left(\widehat{X}_{s}^{N_{m}}\right) d s, \int_{0}^{\cdot} f\left(\widehat{Z}_{s}^{N_{m}}\right) d s\right)
$$

converges weakly to zero. In particular, this implies that for every $\varepsilon>0$

$$
P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N_{m}}\right)-f\left(\widehat{Z}_{s}^{N_{m}}\right)\right) d s\right|>\varepsilon\right) \underset{m \rightarrow \infty}{\longrightarrow} 0
$$

Since the same holds for any convergent subsequence and by relative compactness, (4.24) follows for any continuous $f$ with compact support. Indeed, if it were not the case we would have a subsequence such that for some constant $c>0$

$$
P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N_{m}}\right)-f\left(\widehat{Z}_{s}^{N_{m}}\right)\right) d s\right|>\varepsilon\right)>c .
$$

However, the subsequence would not contain any convergent subsequence.
Now, let the support of $f$ be not compact, and consider $v>0$. There exists a continuous function $f_{v}$ with compact support such that $f_{v}(x)=f(x)$ if $\|x\|_{\infty} \leq$ $\Upsilon_{v}^{\prime \prime}$, where $\Upsilon_{v}^{\prime \prime}$ is as in (7.1). Therefore, if $N$ is large enough

$$
\begin{aligned}
& P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f\left(\widehat{X}_{s}^{N}\right)-f\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon\right) \\
& \quad \leq P\left(\sup _{t \in[0, T]}\left|\int_{0}^{t}\left(f_{v}\left(\widehat{X}_{s}^{N}\right)-f_{v}\left(\widehat{Z}_{s}^{N}\right)\right) d s\right|>\varepsilon\right)+3 v \underset{N \rightarrow \infty}{\longrightarrow} 3 v .
\end{aligned}
$$

The proof is concluded by the arbitrariness of $v$.
Proof of Theorem 4.5. Fix $\varepsilon>0$. Let $\delta>0$ be such

$$
\begin{equation*}
\left(\sum_{r \in \mathcal{R}_{S}^{1}}\left\|\xi_{r}\right\|_{\infty} B_{r}+\sum_{i \in U} \sum_{j \in W}\left\|y_{j}+y_{i}\right\|_{\infty} \sum_{\ell \in V_{i}} c_{\ell j} B_{i \ell}\right) \delta<\frac{\varepsilon}{3 \theta} \tag{7.5}
\end{equation*}
$$

where $c_{\ell j}$ is as in (4.12). Now consider a sequence of real numbers $t_{0}<t_{1}<t_{2}<$ $\cdots<t_{q}$ such that $t_{m+1}-t_{m}<\delta$ for any $0 \leq m<q, t_{0}=0$ and $t_{q}=T$. For any $0 \leq m<q$ and any species $S \in \mathcal{X} \backslash \mathcal{V}$, we have

$$
\begin{aligned}
& \sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{Z}_{t}^{N}(S)-\widehat{Z}_{t_{m}}^{N}(S)\right| \\
& \leq N^{-\alpha(S)} \sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right|\left|Y_{r}\left(N^{\beta_{r}} B_{r} t_{m+1}\right)-Y_{r}\left(N^{\beta_{r}} B_{r} t_{m}\right)\right| \\
&+N^{-\alpha(S)} \sum_{i \in U} \sum_{j \in W}\left|y_{j}(S)-y_{i}(S)\right| \sum_{\ell \in V_{i}} \mid Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} t_{m+1}\right) \\
& \quad-Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} t_{m}\right) \mid .
\end{aligned}
$$

The latter is distributed as

$$
\begin{aligned}
& N^{-\alpha(S)} \sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right| Y_{r}\left(N^{\beta_{r}} B_{r}\left(t_{m+1}-t_{m}\right)\right) \\
& \quad+N^{-\alpha(S)} \sum_{i \in U} \sum_{j \in W}\left|y_{j}(S)-y_{i}(S)\right| \sum_{\ell \in V_{i}} Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell}\left(t_{m+1}-t_{m}\right)\right),
\end{aligned}
$$

which, due to $\alpha(S)>0$, (4.12), (4.13), the law of large numbers for Poisson processes and (7.5), is asymptotically bounded in probability by a constant strictly smaller than $\varepsilon /(3 \theta)$. In particular,

$$
P\left(\sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{Z}_{t}^{N}-\widehat{Z}_{t_{m}}^{N}\right|>\frac{\varepsilon}{3}\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
$$

Similarly, by (4.18)

$$
\begin{aligned}
& \sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{X}_{t}^{N}(S)-\widehat{X}_{t_{m}}^{N}(S)\right| \\
& \leq N^{-\alpha(S)} \sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right|\left|Y_{r}\left(N^{\beta_{r}} B_{r} t_{m+1}\right)-Y_{r}\left(N^{\beta_{r}} B_{r} t_{m}\right)\right| \\
&+N^{-\alpha(S)} \sum_{i \in U} \sum_{j \in W}\left(y_{j}(S) \sum_{\ell \in V_{i}}\left|\bar{M}_{i \ell j}^{N}\left(t_{m+1}\right)-\bar{M}_{i \ell j}^{N}\left(t_{m}\right)\right|\right. \\
&\left.+y_{i} \sum_{\ell \in V_{i}}\left|M_{i \ell j}^{N}\left(t_{m+1}\right)-M_{i \ell j}^{N}\left(t_{m}\right)\right|\right) \\
& \leq N^{-\alpha(S)} \sum_{r \in \mathcal{R}_{S}^{1}}\left|\xi_{r}(S)\right|\left|Y_{r}\left(N^{\beta_{r}} B_{r} t_{m+1}\right)-Y_{r}\left(N^{\beta_{r}} B_{r} t_{m}\right)\right| \\
&+N^{-\alpha(S)} \sum_{i \in U} \sum_{j \in W}\left(y_{j}(S)+y_{i}(S)\right) \sum_{\ell \in V_{i}} \mid Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} t_{m+1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -Y_{i \ell j}\left(\pi_{\ell j}^{N} N^{\beta_{i \ell}} B_{i \ell} t_{m}\right) \mid \\
& +y_{j}(S) \sum_{\ell \in V_{i}}\left(\left|\bar{M}_{i \ell j}^{N}\left(t_{m+1}\right)-M_{i \ell j}^{N}\left(t_{m+1}\right)\right|+\left|\bar{M}_{i \ell j}^{N}\left(t_{m}\right)-M_{i \ell j}^{N}\left(t_{m}\right)\right|\right) .
\end{aligned}
$$

Again, due to $\alpha(S)>0$, (4.12), (4.13), the law of large numbers for Poisson processes, (7.5) and Lemma 7.1, the latter is asymptotically bounded in probability by a constant strictly smaller than $\varepsilon /(3 \theta)$. Specifically,

$$
P\left(\sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{X}_{t}^{N}-\widehat{X}_{t_{m}}^{N}\right|>\frac{\varepsilon}{3}\right) \xrightarrow[N \rightarrow \infty]{ } 0
$$

We have

$$
P\left(\sup _{t \in[0, T]}\left|\widehat{X}_{t}^{N}-\widehat{Z}_{t}^{N}\right|>\varepsilon\right)
$$

$$
\begin{equation*}
\leq P\left(\max _{0 \leq m<q}\left(\widehat{X}_{t_{m}}^{N}-\widehat{Z}_{t_{m}}^{N}, \sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{Z}_{t}^{N}-\widehat{Z}_{t_{m}}^{N}\right|, \sup _{t \in\left[t_{m}, t_{m+1}\right]}\left|\widehat{X}_{t}^{N}-\widehat{X}_{t_{m}}^{N}\right|\right)>\frac{\varepsilon}{3}\right) \tag{7.6}
\end{equation*}
$$

Hence, the proof is concluded by Corollary 4.4, which is direct consequence of Theorem 4.3.
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