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#### Abstract

We consider the problem of uniqueness of ground states of prescribed mass for the Nonlinear Schrödinger Energy with power nonlinearity on noncompact metric graphs. We first establish that the Lagrange multiplier appearing in the NLS equation is constant on the set of ground states of mass $\mu$, up to an at most countable set of masses. Then we apply this result to obtain uniqueness of ground states on two specific noncompact graphs. Finally we construct a graph that admits at least two ground states with the same mass having different Lagrange multipliers. Our proofs are based on careful variational arguments and rearrangement techniques, and hold both for the subcritical range $p \in(2,6)$ and in the critical case $p=6$.
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## 1 Introduction

This paper is devoted to the study of uniqueness of ground states of prescribed mass for the Nonlinear Schrödinger Equation on noncompact metric graphs.

A metric graph with a finite number of edges is called noncompact if at least one edge is unbounded (i.e. it is a half-line). Given one such graph $\mathcal{G}$ we consider the NLS energy functional

$$
\begin{equation*}
E(u, \mathcal{G})=\frac{1}{2} \int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\frac{1}{p} \int_{\mathcal{G}}|u|^{p} d x \tag{1}
\end{equation*}
$$

together with the mass constraint

$$
\begin{equation*}
\|u\|_{L^{2}(\mathcal{G})}^{2}=\mu \tag{2}
\end{equation*}
$$

and we focus on functions that satisfy the constraint (2) and minimize the energy functional $E$. Throughout the paper the exponent $p \in(2,6]$ is fixed, while the mass $\mu$ is a parameter of the problem.

In this framework, by a "ground state of mass $\mu$ " we mean a solution to the minimization problem

$$
\mathcal{E}_{\mathcal{G}}(\mu):=\inf \left\{E(u, \mathcal{G}): u \in H^{1}(\mathcal{G}),\|u\|_{L^{2}(\mathcal{G})}^{2}=\mu\right\}
$$

and we call $\mathcal{E}_{\mathcal{G}}(\mu)$ the ground state level at mass $\mu$. Ground states solve the stationary NLS equation

$$
\begin{equation*}
u^{\prime \prime}+|u|^{p-2} u=\lambda u \tag{3}
\end{equation*}
$$

on every edge of $\mathcal{G}$, and satisfy the Kirchhoff conditions at every vertex (namely, the sum of the outgoing derivatives of $u$ at every vertex is zero). The number $\lambda=\lambda(u)$ appearing in (3), which will play a very important role in this paper, is interpreted as a Lagrange multiplier, that arises due to the mass constraint (2).

The existence of constrained critical points of (1) on metric graphs is nowadays fairly well understood for a wide class of graphs (see $[11,18,24,26]$ for compact graphs, $[1,2,6,7,8,15,25$, $28,29,32]$ for noncompact graphs with half-lines, $[3,4,5,19,30,31]$ for periodic graphs and [20] for metric trees, as well as $[22,21,33,34,35]$ for the model involving concentrated nonlinearities). On the contrary, hardly anything is known on the uniqueness of ground states. Up to our knowledge, only few partial results are available in highly specific contexts (see [13, 14, 28, 29]). However, in most cases uniqueness arises as a by-product of some bifurcation analysis, and not as a systematic investigation of the problem.

The lack of uniqueness results is due to a number of reasons. Starting at a general level, it is well known that uniqueness for nonlinear problems is very hard to obtain. First because uniqueness (modulo symmetries) might actually fail for large classes of problems (see for instance [17] and references therein). Secondly, in our opinion, the lack of general techniques and the need to proceed with ad hoc arguments depending on the specific equation under consideration pose serious difficulties that can only be overcome by a deep understanding of the problem. Moving from the milestone paper [23], many different techniques have been developed in several contexts. Typical uniqueness arguments may be based on dimensional reduction (for instance by showing that solutions are "one dimensional"), or on perturbative arguments, when a parameter is involved, or on nondegeneracy properties, or on scaling when the domain permits that, or on blow-up techniques and so on. At times, a simple device as that of subtracting equations and operating on the difference of solutions may yield fruitful information leading to uniqueness.

If one is interested in establishing uniqueness for NLS ground states of prescribed mass, as in this paper, then basically none of the preceding arguments works. The domain has in general no symmetries, the problem is not perturbative and scaling is not permitted since it alters the lengths of the edges. A further, and fundamental, difficulty is caused by the presence of the mass constraint, which prohibits many of the manipulations on ground states that one could try. Even worse, two ground states with the same mass may solve different equations, since nothing guarantees that two such ground states should share the same Lagrange multiplier.

For these reasons, in general, we do not expect that ground states with fixed mass are unique. The problems outlined above and the topology of a generic graph, which may be extremely complicated, might well lead to the coexistence of ground states with the same mass, as these could be localized on faraway parts of the graph, and minimize the energy, so to speak, by completely different reasons.

In this paper we make a first attempt to bring order in these questions, by addressing a number of problems. We now describe our main results, postponing precise statements and definitions to the next Section.

In our first result we work in an interval $J$ of masses for which existence of ground states is guaranteed. Theorem 2.5 establishes some relations between the set of ground states $u$ of mass $\mu$, called $M(\mu)$, the possible values of $\lambda=\lambda(u)$ on this set and the derivative of the ground state energy level $\mathcal{E}_{\mathcal{G}}(\mu)$. More precisely, it turns out that $\lambda(u)$ is constant on $M(\mu)$, except possibly for a countable set $Z$ of masses; that is to say, ground states with the same mass (outside $Z$ ) need not be unique, but they all share the same Lagrange multiplier. This allows us to define a function $\bar{\lambda}: J \backslash Z \rightarrow \mathbb{R}$ by setting $\bar{\lambda}(\mu)$ equal to $\lambda(u)$, for any $u \in M(\mu)$. We prove, among other things, that $\bar{\lambda}$ is strictly increasing and that $\mathcal{E}_{\mathcal{G}}^{\prime}(\mu)=-\bar{\lambda}(\mu) / 2$. This result serves as the starting point for the rest of the paper. We would like to point out that this first result is "abstract" in nature, since it does not use specifically any property of graphs. For this reason, it can be adapted to other context such as, for example, that of NLS ground states on subsets of $\mathbb{R}^{N}$.

Next we consider two specific examples of graphs (see Figure 1). For each of these we prove,
in Theorems 2.7 and 2.8, that outside the countable set $Z$, ground states of mass $\mu$ are indeed unique. To our knowledge these are the first general uniqueness results for NLS ground states on graphs. Furthermore, we highlight the fact that Theorem 2.8 establishes uniqueness of ground states of prescribed mass at the $L^{2}$-critical power $p=6$ and for a whole interval of masses. This phenomenon appears to be remarkably new and in sharp contrast with the usual features of the critical regime on the real line (see Remark 2.1).

The final result addresses the question of the existence of the set $Z$, and its proof is the most involved part of the paper. In Theorem 2.10 we construct a graph $\mathcal{G}$ (Figure 2), for which the set $Z$ is not empty, thus showing that Theorem 2.5 cannot be substantially improved in general. In particular, we prove that for every $\mu$ there exist suitable values of the lengths of the edges of $\mathcal{G}$ for which two ground states of mass $\mu$ exist on $\mathcal{G}$ and furthermore, these two ground states have different Lagrange multipliers.

The proofs of the main theorems use several results established in preceding papers. Whenever possible we have tried to make the proofs self-consistent. In some other cases we refer the reader to the papers where the needed results were proved.

The structure of the paper is as follows. In Section 2 we introduce notation, the precise setting, the statement of the main results and we review some of the fundamental tools that are used throughout the paper. Section 3 collects the main compactness properties of minimizing sequences that are used in the rest of the paper. Section 4 is devoted to the proof of Theorem 2.5, while Section 5 contains the proofs of the main uniqueness results, Theorems 2.7 and 2.8. The nonuniqueness result, Theorem 2.10, is proved in Section 6. Finally, an Appendix contains some technical results that are needed in the preceding Sections.

## 2 Notation, setting and main results

Throughout this paper, by noncompact metric graph we mean a connected metric graph containing a finite number of edges, at least one of which is unbounded. As is always the case in the literature, bounded edges are identified with intervals of the real line, while unbounded edges are identified with (copies of) the interval $[0,+\infty)$.

The function spaces $L^{p}(\mathcal{G}), H^{1}(\mathcal{G})$ and so on are defined in the usual way (see e.g. Section 2 of [6] and the monograph [10]). When the underlying graph is clearly understood, we use symbols like $\|u\|_{p},\left\|u^{\prime}\right\|_{2}, \ldots$ to denote $\|u\|_{L^{p}(\mathcal{G})},\left\|u^{\prime}\right\|_{L^{p}(\mathcal{G})}, \ldots$, and likewise for similar expressions involving the dependence on $\mathcal{G}$. Whenever necessary, the graph is instead written explicitly to avoid ambiguity.

Given a noncompact metric graph $\mathcal{G}$ and a number $p \in(2,6]$, we consider the NLS energy functional $E(\cdot, \mathcal{G}): H^{1}(\mathcal{G}) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
E(u, \mathcal{G}):=\frac{1}{2}\left\|u^{\prime}\right\|_{2}^{2}-\frac{1}{p}\|u\|_{p}^{p}=\frac{1}{2} \int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\frac{1}{p} \int_{\mathcal{G}}|u|^{p} d x . \tag{4}
\end{equation*}
$$

For any $\mu>0$ we introduce the set of mass $\mu$ functions in $H^{1}(\mathcal{G})$, defined by

$$
H_{\mu}^{1}(\mathcal{G}):=\left\{u \in H^{1}(\mathcal{G}):\|u\|_{2}^{2}=\mu\right\}
$$

and we set

$$
\begin{equation*}
\mathcal{E}_{\mathcal{G}}(\mu):=\inf _{u \in H_{\mu}^{1}(\mathcal{G})} E(u, \mathcal{G}) . \tag{5}
\end{equation*}
$$

By "ground state" of mass $\mu$ we mean any function $u \in H_{\mu}^{1}(\mathcal{G})$ satisfying

$$
\begin{equation*}
E(u, \mathcal{G})=\mathcal{E}_{\mathcal{G}}(\mu) . \tag{6}
\end{equation*}
$$

In studying the minimization problem (6) it is clearly sufficient to work with nonnegative functions, which we will do throughout the paper, without further explicit reference. In particular, when we talk about uniqueness of ground states, we always mean that the positive solution to (6) is unique.

Obviously ground states solve, for some Lagrange multiplier $\lambda \in \mathbb{R}$, the stationary NLS equation

$$
\begin{equation*}
u^{\prime \prime}+|u|^{p-2} u=\lambda u \tag{7}
\end{equation*}
$$

on each edge of $\mathcal{G}$, with Kirchhoff boundary conditions at the vertices (see e.g. [6]).
Remark 2.1 (Solitons). When $\mathcal{G}=\mathbb{R}$ the (positive) solutions to (6) are called solitons and, in the $L^{2}$-subcritical regime $p \in(2,6)$, they are unique up to translations. We denote by $\phi_{\mu}$ the soliton of mass $\mu$ centered at the origin. It obeys the scaling rule

$$
\phi_{\mu}(x)=\mu^{\alpha} \phi_{1}\left(\mu^{\beta} x\right), \quad \alpha=\frac{2}{6-p}, \quad \beta=\frac{p-2}{6-p},
$$

where $\phi_{1}(x)=c \operatorname{sech}(C x)^{\alpha / \beta}$ with $c, C>0$ depending only on $p$ (note that $\alpha, \beta>0$ when $p \in(2,6))$. Then a direct computation shows that

$$
\mathcal{E}_{\mathbb{R}}(\mu)=E\left(\phi_{\mu}, \mathbb{R}\right)=-\theta_{p} \mu^{2 \beta+1}, \quad \theta_{p}:=-E\left(\phi_{1}, \mathbb{R}\right)>0
$$

When $\mathcal{G}=\mathbb{R}^{+}$, the unique positive ground state of mass $\mu$ is the "half soliton", i.e. $\phi_{2 \mu}$ restricted to $\mathbb{R}^{+}$, so that

$$
\begin{equation*}
\mathcal{E}_{\mathbb{R}^{+}}(\mu)=E\left(\phi_{2 \mu}, \mathbb{R}^{+}\right)=\frac{1}{2} E\left(\phi_{2 \mu}, \mathbb{R}\right)=-2^{2 \beta} \theta_{p} \mu^{2 \beta+1} \tag{8}
\end{equation*}
$$

with $\theta_{p}$ as above. Note that in each case, the ground state level is always negative.
At the $L^{2}$-critical exponent $p=6$, when $\mathcal{G}=\mathbb{R}$ there exists a critical mass $\mu_{\mathbb{R}}=\frac{\sqrt{3} \pi}{2}$ such that

$$
\mathcal{E}_{\mathbb{R}}(\mu)= \begin{cases}0 & \text { if } \mu \leq \mu_{\mathbb{R}}  \tag{9}\\ -\infty & \text { if } \mu>\mu_{\mathbb{R}}\end{cases}
$$

and a family of solitons, invariant under mass-preserving dilations, exists if and only if $\mu=\mu_{\mathbb{R}}$. When $\mathcal{G}=\mathbb{R}^{+}$the behavior is analogous, the threshold value of the mass being $\mu_{\mathbb{R}^{+}}=\mu_{\mathbb{R}} / 2$.

The issue of existence of ground states of prescribed mass for noncompact graphs $\mathcal{G}$ has been addressed in $[6,7]$ for $p \in(2,6)$ and in [8] for $p=6$. In the former case, it has been shown (Theorem 3.3 in [7]) that the condition

$$
\begin{equation*}
\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu) \tag{10}
\end{equation*}
$$

is always sufficient for the existence of ground states. This condition is almost necessary, since the weak inequality always holds (Theorem 2.2 in [6]).

When $p=6$, the existence of ground states occurs only for certain classes on graphs that we now recall and for specific values of the mass. We refer to [8] for the terminology appearing in the following definition.

Definition 2.2. Let $\mathcal{G}$ be a noncompact graph. We say that $\mathcal{G}$ is
i) of type $A$, if $\mathcal{G}$ has exactly one half-line and no terminal edge;
ii) of type $B$, if $\mathcal{G}$ has at least two half-lines, no terminal edge and cannot be covered by cycles.

In [8] it has been proved that for both types of graph there exists a number $\mu_{\mathcal{G}} \in\left[\mu_{\mathbb{R}}^{+}, \mu_{\mathbb{R}}\right]$, called the critical mass of the graph, that determines the existence of ground states in the following way.

Theorem 2.3 ([8]). Let $p=6$ and let $\mathcal{G}$ be a noncompact graph. Then
i) if $\mathcal{G}$ is of type $A$, then $\mu_{\mathcal{G}}=\mu_{\mathbb{R}^{+}}$and ground states of mass $\mu$ exist if and only if $\mu \in\left(\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$;
ii) if $\mathcal{G}$ is of type $B$ and $\mu_{\mathcal{G}}<\mu_{\mathbb{R}}$, then ground states of mass $\mu$ exist if and only if $\mu \in\left[\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$,

Furthermore,

$$
\mathcal{E}_{\mathcal{G}}(\mu) \begin{cases}=0 & \text { if } \mu \leq \mu_{\mathcal{G}}  \tag{11}\\ <0 & \text { if } \mu \in\left(\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right] \\ =-\infty & \text { if } \mu>\mu_{\mathbb{R}}\end{cases}
$$

Remark 2.4. i) In the preceding Theorem we see that in the critical case $p=6$ one can reverse the point of view and state a sufficient condition for the existence of ground states in terms of the energy instead of the mass. Precisely, as we see from its statement and (9), the condition $\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)=0$ is always sufficient for the existence of ground states. It is however not necessary for graphs of type $B$ and $\mu=\mu_{\mathcal{G}}$.
ii) It has been proved in [7] and [8] that $\mathcal{E}_{\mathcal{G}}$, as a function of $\mu$, is continuous and concave on $\mathbb{R}^{+}$if $p \in(2,6)$ and on $\left(\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$ if $p=6$.

Two main tools in the study of (6) are ubiquitous. The first is given by the Gagliardo-Nirenberg inequalities

$$
\begin{equation*}
\|u\|_{p}^{p} \leq K\|u\|_{2}^{\frac{p}{2}+1}\left\|u^{\prime}\right\|_{2}^{\frac{p}{2}-1}, \quad K=K(\mathcal{G}, p) \tag{12}
\end{equation*}
$$

that hold for every $u \in H^{1}(\mathcal{G})$ and every $p \geq 2$, and their $L^{\infty}$ version

$$
\|u\|_{\infty}^{2} \leq K\|u\|_{2}\left\|u^{\prime}\right\|_{2}, \quad K=K(\mathcal{G})
$$

For a detailed proof of these inequalities, see [7]. When $p=6$ these inequalities are no longer sufficient to ensure boundedness of minimizing sequences. Instead, it is convenient to use the following stronger form, proved in Lemma 4.4 in [8]: if $\mathcal{G}$ is a noncompact graph with no terminal edge and $\mu \in\left(0, \mu_{\mathbb{R}}\right]$, then for every $u \in H_{\mu}^{1}(\mathcal{G})$ there exists a number $\theta=\theta(u) \in[0, \mu]$ such that

$$
\begin{equation*}
\|u\|_{6}^{6} \leq 3\left(\frac{\mu-\theta}{\mu_{\mathbb{R}}}\right)^{2}\left\|u^{\prime}\right\|_{2}^{2}+C \theta^{1 / 2}, \quad C=C(\mathcal{G}) \tag{13}
\end{equation*}
$$

The other tool is provided by the body of rearrangement techniques on graphs, for which we refer to Section 3 of [6]. Rearrangements of $H^{1}$ functions on graphs are very frequently used in this paper and the reader is expected to be familiar with them. For the reader's convenience, we recall here the definitions of decreasing and symmetric rearrangement of a function $u \in H^{1}(\mathcal{G})$. Letting for simplicity $u \geq 0, u \neq 0$ on $\mathcal{G}$ and introducing the distribution function

$$
\rho(t):=|\{x \in \mathcal{G}: u(x)>t\}|, \quad t \geq 0
$$

then
(i) the decreasing rearrangement $u^{*}:[0,|\mathcal{G}|] \rightarrow \mathbb{R}$ is

$$
u^{*}(x):=\inf \{t \geq 0: \rho(t) \leq x\}
$$

(ii) the symmetric rearrangement $\widehat{u}:[-|\mathcal{G}| / 2,|\mathcal{G}| / 2]$ is

$$
\widehat{u}(x):=\inf \{t \geq 0: \rho(t) \leq 2|x|\},
$$

where $|\mathcal{G}|$ denotes the total length of $\mathcal{G}$. The functions $u^{*}$ and $\widehat{u}$ are equimeasurable with $u$, so that all $L^{q}$ norms are preserved when $u$ is rearranged, and the classical Polya-Szegő inequality $\left\|\left(u^{*}\right)^{\prime}\right\|_{2} \leq\left\|u^{\prime}\right\|_{2}$ holds. Moreover, if a nonnegative $u \in H_{\mu}^{1}(\mathcal{G})$ has at least 2 preimages for almost every value in $\left(0,\|u\|_{\infty}\right)$, i.e. if

$$
\#\{x \in \mathcal{G}: u(x)=\tau\} \geq 2 \quad \text { for almost every } \tau \in\left(0,\|u\|_{\infty}\right)
$$

then $\left\|(\widehat{u})^{\prime}\right\|_{2} \leq\left\|u^{\prime}\right\|_{2}$.
We also quote, for further reference, Lemma 2.1 of [9]: if $p \in(2,6)$ and if a nonnegative $u \in H_{\mu}^{1}(\mathcal{G})$ has at least $N \geq 2$ preimages for almost every value in $\left(0,\|u\|_{\infty}\right)$, then

$$
\begin{equation*}
E(u, \mathcal{G}) \geq-\theta_{p}\left(\frac{2}{N}\right)^{2 \beta} \mu^{2 \beta+1}=\left(\frac{2}{N}\right)^{2 \beta} \mathcal{E}_{\mathbb{R}}(\mu) \tag{14}
\end{equation*}
$$

This inequality still holds when $p=6$ but for $\mu \leq \mu_{\mathbb{R}}$ takes the weaker form $E(u, \mathcal{G}) \geq 0$, since $\mathcal{E}_{\mathbb{R}}(\mu)=0$ in this case.

To state our first result, we introduce the set of ground states with mass $\mu$

$$
\begin{equation*}
M(\mu)=\left\{u \in H_{\mu}^{1}(\mathcal{G}): E(u, \mathcal{G})=\mathcal{E}_{\mathcal{G}}(\mu)\right\} \tag{15}
\end{equation*}
$$

and we define the functional $\mathcal{L}: H^{1}(\mathcal{G}) \backslash\{0\} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\mathcal{L}(u)=\frac{\|u\|_{p}^{p}-\left\|u^{\prime}\right\|_{2}^{2}}{\|u\|_{2}^{2}} \tag{16}
\end{equation*}
$$

Note that $\mathcal{L}$ is continuous and that if $u \in H^{1}(\mathcal{G})$ is a (nonzero) solution of (7) for a certain $\lambda$, then $\mathcal{L}(u)=\lambda$, as one immediately sees by multiplying (7) by $u$ and integrating over $\mathcal{G}$.

Finally, for every $\mu$ such that $M(\mu) \neq \emptyset$ we set

$$
\begin{equation*}
\Lambda^{-}(\mu)=\inf _{u \in M(\mu)} \mathcal{L}(u), \quad \Lambda^{+}(\mu)=\sup _{u \in M(\mu)} \mathcal{L}(u) \tag{17}
\end{equation*}
$$

Our first result describes the relationships between the ground state energy function $\mathcal{E}_{\mathcal{G}}(\mu)$, the set $M(\mu)$ and the Lagrange multipliers associated with elements of $M(\mu)$.

Theorem 2.5. Let $\mathcal{G}$ be a noncompact graph and assume that $J \subset \mathbb{R}^{+}$is an interval of masses such that

$$
\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu) .
$$

( $J$ is allowed to contain $\mu_{\mathcal{G}}$ if $p=6$ and $\mathcal{G}$ is of type $B$ ). Then there exists an at most countable set $Z \subset J$ such that, setting

$$
I=J \backslash Z
$$

i) for every $\mu \in I$

$$
\Lambda^{-}(\mu)=\Lambda^{+}(\mu)
$$

namely $\mathcal{L}$ is constant on $M(\mu)$;
ii) the function $\bar{\lambda}: I \rightarrow \mathbb{R}$ defined by $\bar{\lambda}(\mu)=\mathcal{L}(u), u \in M(\mu)$, is strictly increasing;
iii) for every $\mu \in J$,

$$
\begin{equation*}
\left(\mathcal{E}_{\mathcal{G}}\right)_{+}^{\prime}(\mu)=-\frac{1}{2} \Lambda^{+}(\mu), \quad\left(\mathcal{E}_{\mathcal{G}}\right)_{-}^{\prime}(\mu)=-\frac{1}{2} \Lambda^{-}(\mu) \tag{18}
\end{equation*}
$$

In particular, $\mathcal{E}_{\mathcal{G}}$ is differentiable at $\mu$ if and only if $\mu \in I$, in which case

$$
\mathcal{E}_{\mathcal{G}}^{\prime}(\mu)=-\frac{1}{2} \bar{\lambda}(\mu)
$$

Remark 2.6. Concretely, in view of (10) and Theorem 2.3, the interval $J$ of the preceding result may be $a$ ) any interval of masses where $\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, if $\left.p \in(2,6) ; b\right)$ the interval $\left(\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$, if $\mathcal{G}$ is of type $A$; the interval $\left[\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$, if $\mathcal{G}$ is of type $B$.


Figure 1: A graph with $N=4$ half-lines and a terminal edge t of length $t$ (a); a tadpole graph (b).

Some comments are in order. First, we point out that, as one can see from its proof, the preceding result is in fact quite general. Indeed, even though it is stated in the context of NLS ground states on metric graphs, it could be easily transferred to other settings, such as, for instance, that of NLS ground states on subsets of $\mathbb{R}^{N}$. In that case it could be considered as the starting point towards the study of uniqueness of ground states under a mass constraint, a topic for which general results have not yet been obtained.

Secondly, Theorem 2.5 raises at least two natural questions. To begin with, the issue of uniqueness of ground states when $\mu \in I$. In this case, all ground states of mass $\mu$ have the same energy and the same Lagrange multiplier. This seems to suggest that the ground state is in fact unique but, due to the lack of general techniques, we believe that at this point the study should be carried out on a case by case basis, working each time on a specific graph. Furthermore, we suspect that there could still be "exceptional" situations in which uniqueness might fail. The next two results deal with this problem for two classes of graphs, and answer in the affermative the question of uniqueness for $\mu \in I$. A second natural question concerns the set $Z$. In the second part of the paper (starting in Section 6) we will produce an example of graph for which $Z$ is not empty, by constructing two ground states having the same mass but different Lagrange multipliers. This shows that, without further assumptions, the result of Theorem 2.5 is somewhat sharp, in the sense that it is impossible in general to rule out the presence of ground states with the same mass and different Lagrange multipliers.

In the next two theorems, the existence results have been reported for the sake of completeness, but they are in fact well known (see $[6,7,8]$ and the proofs in Section 5 for more details).

Theorem 2.7. Let $p \in(2,6)$ and let $\mathcal{G}_{N, t}$ denote the graph made up of $N \geq 2$ half-lines and a terminal edge $t$ of length $t$, all emanating from the same vertex v (Figure 1.a). For every fixed $t>0$ there exists $\bar{\mu}=\bar{\mu}(t)$ such that ground states of mass $\mu$ on $\mathcal{G}_{N, t}$ exist if and only if $\mu \geq \bar{\mu}$. The function $\mu \mapsto \mathcal{E}_{G_{N, t}}(\mu)$ is strictly decreasing on $[\bar{\mu},+\infty)$ and

$$
\mathcal{E}_{G_{N, t}}(\mu) \begin{cases}=\mathcal{E}_{\mathbb{R}}(\mu) & \text { if } \mu \leq \bar{\mu}  \tag{19}\\ <\mathcal{E}_{\mathbb{R}}(\mu) & \text { if } \mu>\bar{\mu}\end{cases}
$$

## Furthermore,

(i) if $N=2$, then $\bar{\mu}=0$;
(ii) if $N \geq 3$, then $\bar{\mu}>0$.


Figure 2: The graph of Theorem 2.10: $N$ half-lines, a terminal edge $t$, a bounded edge $r$ and a self-loop s attached to r .

In both cases, for all but at most countably many values of $\mu \in[\bar{\mu},+\infty)$, the ground state of mass $\mu$ is unique.

With the notation introduced in Theorem 2.5 , this result states that for every fixed $t>0$ there results $J=[\bar{\mu},+\infty)$ and the ground state of mass $\mu$ is unique for every $\mu \in I$.

Theorem 2.8. Let $p \in(2,6]$ and let $\mathcal{G}$ be a tadpole graph (Figure 1.b). Then ground states of mass $\mu$ exist for every $\mu>0$ if $p \in(2,6)$ and for every $\mu \in\left(\mu_{\mathbb{R}^{+}}, \mu_{\mathbb{R}}\right]$ if $p=6$. For all but at most countably many values of $\mu$ in these intervals, the ground state of mass $\mu$ is unique.

In this case, therefore, we have $J=\mathbb{R}^{+}$when $p \in(2,6)$, while $J=\left(\mu_{\mathbb{R}^{+}}, \mu_{\mathbb{R}}\right]$ when $p=6$ and, again, for every $\mu \in I$, the ground state of mass $\mu$ is unique.
Remark 2.9. The recent paper [28] provides numerical simulations (see Figure 1 in that paper) suggesting uniqueness of ground states on the tadpole graph at the critical power $p=6$ and in the interval of masses $\left(\mu_{\mathbb{R}^{+}}, \mu_{\mathbb{R}}\right]$ where existence is granted. Theorem 2.8 above gives a rigorous proof of this uniqueness result.

Our last result complements the two preceding Theorems. We construct a graph for which the set $Z$ is not empty, showing that for some value of $\mu$ there exist two ground states of mass $\mu$ having different Lagrange multipliers.

Precisely, we consider the graph $\mathcal{G}$ of Figure 2. It is made up of $N \geq 2$ half-lines, a terminal edge $t$ and a bounded edge $r$ all emanating from a single vertex $V$. A self-loop $s$ is attached at the tip W of the bounded edge r . We denote by $r, s, t$ the lengths of the edges $\mathrm{r}, \mathrm{s}, \mathrm{t}$ respectively.

Theorem 2.10. Let $p \in(2,6)$. For every $\mu>0$ there exist positive numbers $r, s, t$ such that the graph $\mathcal{G}$ of Figure 2 with edges $\mathrm{r}, \mathrm{s}, \mathrm{t}$ of lengths $r, s, t$ admits two ground states $u, v \in H_{\mu}^{1}(\mathcal{G})$ that solve (7) with different values of $\lambda$.

## 3 Compactness properties

The analysis of the compactness properties of minimizing sequences, or of sequences of ground states, plays a central role in many of our results. Many compactness Theorems are available but they are somehow scattered in the literature, and proved under different assumptions. In this Section we synthetise these results, to make the exposition as self-contained as possible. We start
by recalling the boundedness properties of sequences $\left(u_{n}\right) \subset H_{\mu}^{1}(\mathcal{G})$ with bounded energy. We report the proof for completeness.
Lemma 3.1. Let either $p \in(2,6)$ and $\mu>0$ or $p=6$ and $\mu \in\left(0, \mu_{\mathbb{R}}\right]$. Let $\left(u_{n}\right) \subset H_{\mu}^{1}(\mathcal{G})$ be a sequence such that for every $n$

$$
E\left(u_{n}, \mathcal{G}\right) \leq C
$$

and assume further that $C<0$ if $p=6$ and $\mu=\mu_{\mathbb{R}}$. Then $u_{n}$ is uniformly bounded in $H^{1}(\mathcal{G})$.
Proof. Since $\left\|u_{n}\right\|_{2}^{2}=\mu$ for every $n$, it is sufficient to show the uniform boundedness of $\left\|u_{n}^{\prime}\right\|_{2}$. If $p \in(2,6)$, plugging (12) in (4) we obtain, for every $n$,

$$
C \geq E\left(u_{n}, \mathcal{G}\right) \geq \frac{1}{2}\left\|u_{n}^{\prime}\right\|_{2}^{2}-\frac{K}{p} \mu^{\frac{p+2}{4}}\left\|u_{n}^{\prime}\right\|_{2}^{\frac{p-2}{2}}
$$

Since $(p-2) / 2<2$, this shows that $u_{n}^{\prime}$ is uniformly bounded in $L^{2}(\mathcal{G})$.
If $p=6$, using (13) instead of (12), and writing $\theta_{n}$ for $\theta\left(u_{n}\right)$, there results

$$
C \geq E\left(u_{n}, \mathcal{G}\right) \geq \frac{1}{2}\left\|u_{n}^{\prime}\right\|_{2}^{2}\left(1-\left(\frac{\mu-\theta_{n}}{\mu_{\mathbb{R}}}\right)^{2}\right)-\frac{C}{6} \theta_{n}^{1 / 2}
$$

As $\theta_{n} \leq \mu$ for all $n$, we see that if $\mu<\mu_{\mathbb{R}}$, the coefficient of $\left\|u_{n}^{\prime}\right\|_{2}^{2}$ is bounded away from zero and therefore $\left\|u_{n}^{\prime}\right\|_{2}$ is uniformly bounded. If $\mu=\mu_{\mathbb{R}}$ (in which case we assume that $C<0$ ), expanding the coefficient of $\left\|u_{n}^{\prime}\right\|_{2}^{2}$, we have

$$
0>C \geq E\left(u_{n}, \mathcal{G}\right) \geq \frac{1}{2} \frac{\theta_{n}}{\mu_{\mathbb{R}}}\left\|u_{n}^{\prime}\right\|_{2}^{2}\left(2-\frac{\theta_{n}}{\mu_{\mathbb{R}}}\right)-\frac{C}{6} \theta_{n}^{1 / 2}
$$

which shows that $\theta_{n}$ is bounded away from zero, implying that $\left\|u_{n}^{\prime}\right\|_{2}$ is again uniformly bounded.

The most general result describing the behavior of bounded sequences in $H_{\mu}^{1}(\mathcal{G})$ is probably Theorem 2.4 in [9]. It is formulated for the subcritical case $p<6$, but it is immediate to realize that it holds also for $p=6$. Since we use it several times in this paper we report it here stated for every $p \in(2,6]$.

Theorem 3.2 ([7], Theorem 2.4). Let either $p \in(2,6)$ and $\mu>0$ or $p=6$ and $\mu \in\left(0, \mu_{\mathbb{R}}\right]$ and let $\left(u_{n}\right) \subset H_{\mu}^{1}(\mathcal{G})$ be a sequence such that $u_{n} \rightharpoonup u$ in $H^{1}(\mathcal{G})$ and a.e. on $\mathcal{G}$. Set

$$
\begin{align*}
& m:=\mu-\|u\|_{2}^{2} \in[0, \mu]  \tag{20}\\
& \mathcal{I}:=\liminf _{n} E\left(u_{n}, \mathcal{G}\right)
\end{align*}
$$

Then one of the following alternatives occurs, depending on the value of $m$ :
(i) $m=0$. Then $u_{n} \rightarrow u$ strongly in $H^{1}(\mathcal{G})$ and $E(u, \mathcal{G}) \leq \mathcal{I}$.
(ii) $0<m<\mu$. Then

$$
\begin{equation*}
\mathcal{I}>\min \left\{\frac{\mu}{m} \mathcal{E}_{\mathbb{R}}(m), E\left(\sqrt{\frac{\mu}{\mu-m}} u, \mathcal{G}\right)\right\} \tag{21}
\end{equation*}
$$

(iii) $m=\mu$. Then $u \equiv 0$ and $\mathcal{I} \geq \mathcal{E}_{\mathbb{R}}(\mu)$.

The next result describes the behavior of sequences of ground states with converging masses.
Proposition 3.3. Let either
i) $p \in(2,6], \mu>0$ and $\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, or
ii) $p=6, \mathcal{G}$ a graph of type $B$ and $\mu=\mu_{\mathcal{G}}$.

For every $n \in \mathbb{N}$, let $u_{n} \in M\left(\mu_{n}\right)$, with $\mu_{n} \rightarrow \mu$ as $n \rightarrow \infty$. Then, up to subsequences, $u_{n} \rightarrow u$ in $H^{1}(\mathcal{G})$ for some $u \in M(\mu)$. In particular, $M(\mu)$ is compact.

Note that by the discussion following (10) and Theorem 2.3, assumptions $i$ ) and $i i$ ) cover all the cases in which ground states are known to exist. Particularly, when $p=6$, assumption $i$ ) implies $\mu \in\left(\mu_{\mathcal{G}}, \mu_{\mathbb{R}}\right]$.

Proof. We split the proof according to whether $i$ ) or $i i$ ) holds.
i) Define $v_{n} \in H_{\mu}^{1}(\mathcal{G})$ by

$$
\begin{equation*}
v_{n}:=\sqrt{\frac{\mu}{\mu_{n}}} u_{n} . \tag{22}
\end{equation*}
$$

Since the sequence $\left(u_{n}\right)$ is bounded in $H^{1}(\mathcal{G})$ by Lemma 3.1, and since $\mu_{n} \rightarrow \mu$, as $n \rightarrow \infty$ we have

$$
\begin{align*}
E\left(v_{n}, \mathcal{G}\right) & =\frac{1}{2} \frac{\mu}{\mu_{n}} \int_{\mathcal{G}}\left|u_{n}^{\prime}\right|^{2} d x-\frac{1}{p}\left(\frac{\mu}{\mu_{n}}\right)^{\frac{p}{2}} \int_{\mathcal{G}}\left|u_{n}\right|^{p} d x=E\left(u_{n}, \mathcal{G}\right)+o(1)  \tag{23}\\
& =\mathcal{E}_{\mathcal{G}}\left(\mu_{n}\right)+o(1)=\mathcal{E}_{\mathcal{G}}(\mu)+o(1)
\end{align*}
$$

having used the continuity of $\mathcal{E}_{\mathcal{G}}$ (Remark 2.4). Thus $\left(v_{n}\right)$ is a bounded minimizing sequence for $E$ in $H_{\mu}^{1}(\mathcal{G})$. As such, it admits a subsequence (not relabeled) such that $v_{n} \rightharpoonup v$, for some $v \in H^{1}(\mathcal{G})$. In view of Theorem 3.2 we have to exclude that $m:=\mu-\|v\|_{2}^{2} \in(0, \mu]$. In our case, $\mathcal{I}=\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, and we immediately see that it cannot be $m=\mu$, since then we would have $\mathcal{I} \geq \mathcal{E}_{\mathbb{R}}(\mu)$. The case $m \in(0, \mu)$ is also impossible since both $\mathcal{I}>\frac{\mu}{m} \mathcal{E}_{\mathbb{R}}(m)>\mathcal{E}_{\mathbb{R}}(\mu)$ and $\mathcal{I}>E\left(\sqrt{\frac{\mu}{\mu-m}} u, \mathcal{G}\right) \geq \mathcal{E}_{\mathcal{G}}(\mu)$ are false. Thus it must be $m=0$, and then $v_{n} \rightarrow v$ strongly in $H^{1}(\mathcal{G})$ and $E(v, \mathcal{G})=\mathcal{E}_{\mathcal{G}}(\mu)$. By $(22)$, the same happens for $u_{n}$.
ii) We first define $v_{n}$ as in (22) so that, by (23) and Lemma 3.1, $v_{n}$ is a bounded minimizing sequence for $E$ in $H_{\mu_{\mathcal{G}}}^{1}(\mathcal{G})$. It has been proved in [8] that not all minimizing sequences are precompact: indeed since $\mathcal{E}_{\mathcal{G}}\left(\mu_{G}\right)=0$, every sequence $\left(u_{n}\right) \in H_{\mu}^{1}(\mathcal{G})$ such that $\left\|u_{n}^{\prime}\right\|_{2} \rightarrow 0$ is a minimizing sequence. Compactness is however recovered in [8] for those minimizing sequences that satisfy

$$
\begin{equation*}
\frac{\left\|v_{n}\right\|_{6}^{6}}{\left\|v_{n}^{\prime}\right\|_{2}^{2}} \rightarrow 3 \quad \text { as } n \rightarrow+\infty \tag{24}
\end{equation*}
$$

(these sequences are optimizing sequences for the Gagliardo-Nirenberg inequality (12), see [8]).
We now check that (24) holds. Once this is proved, the same argument of Theorem 3.4 in [8] shows that, up to subsequences, $v_{n}$ converges strongly in $H^{1}(\mathcal{G})$ to some $v \in M\left(\mu_{\mathcal{G}}\right)$, and the same happens then for $u_{n}$.

To prove (24), assume that for some $\delta>0$ and some subsequence (not relabeled),

$$
\frac{\left\|v_{n}\right\|_{6}^{6}}{\left\|v_{n}^{\prime}\right\|_{2}^{2}} \rightarrow 3-2 \delta \quad \text { as } n \rightarrow+\infty
$$

Then by (22), also

$$
\frac{\left\|u_{n}\right\|_{6}^{6}}{\left\|u_{n}^{\prime}\right\|_{2}^{2}}=\frac{\mu_{n}^{2}}{\mu_{\mathcal{G}}^{2}} \frac{\left\|v_{n}\right\|_{6}^{6}}{\left\|v_{n}^{\prime}\right\|_{2}^{2}} \rightarrow 3-2 \delta
$$

since $\mu_{n} \rightarrow \mu_{\mathcal{G}}$. Thus, for every $n$ sufficiently large, $\left\|u_{n}\right\|_{6}^{6} \leq(3-\delta)\left\|u_{n}^{\prime}\right\|_{2}^{2}$, from which it follows

$$
E\left(u_{n}, \mathcal{G}\right) \geq \frac{1}{2}\left\|u_{n}^{\prime}\right\|_{2}^{2}-\frac{3-\delta}{6}\left\|u_{n}^{\prime}\right\|_{2}^{2}=\frac{\delta}{6}\left\|u_{n}^{\prime}\right\|_{2}^{2}>0
$$

which is impossible since, as $u_{n} \in M\left(\mu_{n}\right), E\left(u_{n}, \mathcal{G}\right) \leq 0$. We have thus checked that $\left(v_{n}\right)$ is an optimizing sequence for inequality (12) and we conclude as described above.

Finally we prove a simple sufficient condition for the existence of minimizers of doubly constrained problems that we will use in Section 6.

Theorem 3.4. Let $p \in(2,6)$, let $\mathcal{G}$ be a noncompact graph and let e be a fixed bounded edge of $\mathcal{G}$. Set

$$
V=\left\{u \in H_{\mu}^{1}(\mathcal{G}):\|u\|_{L^{\infty}(\mathcal{G})}=\|u\|_{L^{\infty}(\mathrm{e})}\right\}
$$

and

$$
\mathcal{I}=\inf _{u \in V} E(u, \mathcal{G})
$$

If $\mathcal{I} \leq \mathcal{E}_{\mathbb{R}}(\mu)$, then $\mathcal{I}$ is achieved.
Proof. It is a simple application of Theorem 3.2. Let $\left(u_{n}\right) \subset V$ be a minimizing sequence for $E$ on $V$. By Lemma 3.1, $\left(u_{n}\right)$ is bounded in $H^{1}(\mathcal{G})$ and we can assume (passing to a subsequence) that $u_{n}$ converges to some $u$ weakly in $H^{1}(\mathcal{G})$ and strongly in $L_{l o c}^{\infty}(\mathcal{G})$. Since $V$ is weakly closed, $u \in V$. Let $m=\mu-\|u\|_{2}^{2}$ : by Theorem 3.2 we just have to rule out the cases $m=\mu$ and $m \in(0, \mu)$.

If $m=\mu$, then $u_{n}$ tends to zero in $L_{\text {loc }}^{\infty}(\mathcal{G})$ and, since $u_{n} \in V$, in $L^{\infty}(\mathcal{G})$. As the $L^{2}$ norm of $u_{n}$ is fixed, $u_{n} \rightarrow 0$ in $L^{p}(\mathcal{G})$, implying $\mathcal{I}=\lim _{n} E\left(u_{n}, \mathcal{G}\right) \geq 0$, a contradiction. If $m \in(0, \mu)$,

$$
\mathcal{I}>\min \left\{\frac{\mu}{m} \mathcal{E}_{\mathbb{R}}(m), E(w, \mathcal{G})\right\}
$$

where $w \in H_{\mu}^{1}(\mathcal{G})$ is the renormalized limit

$$
\begin{equation*}
w(x)=\sqrt{\frac{\mu}{\mu-m}} u(x) \tag{25}
\end{equation*}
$$

But this is impossible, since

$$
\mathcal{I}>\frac{\mu}{m} \mathcal{E}_{\mathbb{R}}(m)>\mathcal{E}_{\mathbb{R}}(\mu)
$$

violates the assumptions and, as $w \in V$,

$$
\mathcal{I}>E(w, \mathcal{G}) \geq \mathcal{I}
$$

is false. Thus $m=0$ and $u_{n} \rightarrow u$ strongly in $H^{1}(\mathcal{G})$, with $E(u, \mathcal{G}) \leq \mathcal{I}$.

## 4 Proof of Theorem 2.5

In this Section we prove the first of the main results of the paper, Theorem 2.5. We begin with some preliminary well-known facts and some lemmas that are of interest in their own as they display general features that may be shared by other classes of graphs (see Remark 4.3 at the end of this Section). The first lemma establishes a very useful monotonicity property of the functions $\Lambda^{+}$and $\Lambda^{-}$defined in (17).

Lemma 4.1. Let $\mu_{1}, \mu_{2}$ be such that $\mu_{1}<\mu_{2}, M\left(\mu_{1}\right) \neq \emptyset, M\left(\mu_{2}\right) \neq \emptyset$ and $\Lambda^{+}\left(\mu_{1}\right), \Lambda^{-}\left(\mu_{2}\right)$ are attained. Then $\Lambda^{+}\left(\mu_{1}\right)<\Lambda^{-}\left(\mu_{2}\right)$.

Proof. Let $\mu_{1}, \mu_{2}$ be as above and $u_{i} \in M\left(\mu_{i}\right), i=1,2$, satisfy $\mathcal{L}\left(u_{1}\right)=\Lambda^{+}\left(\mu_{1}\right), \mathcal{L}\left(u_{2}\right)=\Lambda^{-}\left(\mu_{2}\right)$. Define $v_{1}, v_{2} \in H_{1}^{1}(\mathcal{G})$ by setting $u_{1}=\sqrt{\mu_{1}} v_{1}, u_{2}=\sqrt{\mu_{2}} v_{2}$, respectively. Then, since $p>2$ and $\mu_{1}<\mu_{2}$,

$$
\mathcal{L}\left(u_{1}\right)=\mathcal{L}\left(\sqrt{\mu_{1}} v_{1}\right)=\mu_{1}^{\frac{p}{2}-1}\left\|v_{1}\right\|_{p}^{p}-\left\|v_{1}^{\prime}\right\|_{2}^{2}<\mu_{2}^{\frac{p}{2}-1}\left\|v_{1}\right\|_{p}^{p}-\left\|v_{1}^{\prime}\right\|_{2}^{2}=\mathcal{L}\left(\sqrt{\mu_{2}} v_{1}\right)
$$

Thus, if we manage to prove that $\mathcal{L}\left(\sqrt{\mu_{2}} v_{1}\right) \leq \mathcal{L}\left(\sqrt{\mu_{2}} v_{2}\right)=\mathcal{L}\left(u_{2}\right)$, we conclude.

To see this we start from the two obvious inequalities

$$
E\left(\sqrt{\mu_{2}} v_{2}, \mathcal{G}\right) \leq E\left(\sqrt{\mu_{2}} v_{1}, \mathcal{G}\right), \quad E\left(\sqrt{\mu_{1}} v_{1}, \mathcal{G}\right) \leq E\left(\sqrt{\mu_{1}} v_{2}, \mathcal{G}\right)
$$

that read, after rearranging terms,

$$
\begin{equation*}
\left\|v_{2}^{\prime}\right\|_{2}^{2}-\left\|v_{1}^{\prime}\right\|_{2}^{2} \leq \frac{2}{p} \mu_{2}^{\frac{p}{2}-1}\left(\left\|v_{2}\right\|_{p}^{p}-\left\|v_{1}\right\|_{p}^{p}\right) \tag{26}
\end{equation*}
$$

and

$$
\left\|v_{1}^{\prime}\right\|_{2}^{2}-\left\|v_{2}^{\prime}\right\|_{2}^{2} \leq \frac{2}{p} \mu_{1}^{\frac{p}{2}-1}\left(\left\|v_{1}\right\|_{p}^{p}-\left\|v_{2}\right\|_{p}^{p}\right)
$$

Coupling them, we see that

$$
\mu_{1}^{\frac{p}{2}-1}\left(\left\|v_{2}\right\|_{p}^{p}-\left\|v_{1}\right\|_{p}^{p}\right) \leq \mu_{2}^{\frac{p}{2}-1}\left(\left\|v_{2}\right\|_{p}^{p}-\left\|v_{1}\right\|_{p}^{p}\right)
$$

from which we deduce $\left\|v_{2}\right\|_{p}^{p}-\left\|v_{1}\right\|_{p}^{p} \geq 0$. Finally, by (26),

$$
\begin{aligned}
\mathcal{L}\left(\sqrt{\mu_{2}} v_{1}\right) & -\mathcal{L}\left(\sqrt{\mu_{2}} v_{2}\right)=\mu_{2}^{\frac{p}{2}-1}\left(\left\|v_{1}\right\|_{p}^{p}-\left\|v_{2}\right\|_{p}^{p}\right)-\left\|v_{1}^{\prime}\right\|_{2}^{2}+\left\|v_{2}^{\prime}\right\|_{2}^{2} \\
& \leq \mu_{2}^{\frac{p}{2}-1}\left(\left\|v_{1}\right\|_{p}^{p}-\left\|v_{2}\right\|_{p}^{p}\right)+\frac{2}{p} \mu_{2}^{\frac{p}{2}-1}\left(\left\|v_{2}\right\|_{p}^{p}-\left\|v_{1}\right\|_{p}^{p}\right) \\
& =\mu_{2}^{\frac{p}{2}-1}\left(1-\frac{2}{p}\right)\left(\left\|v_{1}\right\|_{p}^{p}-\left\|v_{2}\right\|_{p}^{p}\right) \leq 0 .
\end{aligned}
$$

Remark 4.2. Note that, under the assumptions of Theorem $2.5, M(\mu) \neq \emptyset$ for every $\mu \in J$, so that Lemma 4.1 guarantees that $\Lambda^{-}, \Lambda^{+}$are strictly increasing functions on $J$.

We are now ready to prove the first of our main results.
Proof of Theorem 2.5. For every $\mu \in J$, Proposition 3.3 guarantees that $M(\mu)$ is compact, so that $\Lambda^{-}(\mu), \Lambda^{+}(\mu)$ are attained, and Remark 4.2 shows that they are strictly increasing functions on $J$. Let $\bar{\mu}$ be an internal point of $J$. For every $\delta>0$ small we can write, by Lemma 4.1 and the monotonicity of $\Lambda^{-}$,

$$
\Lambda^{+}(\bar{\mu}-2 \delta)<\Lambda^{-}(\bar{\mu}-\delta)<\Lambda^{-}(\bar{\mu})<\Lambda^{-}(\bar{\mu}+\delta) \leq \Lambda^{+}(\bar{\mu}+\delta)
$$

Now if $\Lambda^{+}$is continuous at $\bar{\mu}$, letting $\delta \rightarrow 0$ we obtain simultaneously

$$
\lim _{\mu \rightarrow \bar{\mu}} \Lambda^{-}(\mu)=\Lambda^{-}(\bar{\mu}) \quad \text { and } \quad \Lambda^{-}(\bar{\mu})=\Lambda^{+}(\bar{\mu})
$$

thus proving that also $\Lambda^{-}$is continuous at $\bar{\mu}$. A symmetric computation starting with a point where $\Lambda^{-}$is continuous shows that $\Lambda^{-}$is continuous at $\mu$ if and only if $\Lambda^{+}$is continuous at $\mu$ and moreover that at every $\mu$ where these functions are continuous, $\Lambda^{-}(\mu)=\Lambda^{+}(\mu)$, namely that $\mathcal{L}$ is constant on $M(\mu)$.

Let $Z \subset J$ be the set of points where $\Lambda^{+}$(and hence $\Lambda^{-}$) is not continuous. Since $\Lambda^{+}$is increasing, the set $Z$ is at most countable. Setting $I=J \backslash(Z \cup \partial J)$, the preceding argument shows that $\mathcal{L}$ is constant on $M(\mu)$, for every $\mu \in I$. Hence we can define $\bar{\lambda}: I \rightarrow \mathbb{R}$ by

$$
\bar{\lambda}(\mu)=\mathcal{L}(u), \quad u \in M(\mu)
$$

which is strictly increasing by Remark 4.2.

To conclude, we only have to prove (18). For $\mu \in J$, let $u \in M(\mu)$ such that $\mathcal{L}(u)=\Lambda^{+}(u)$. Let $\varepsilon>0$ and note that

$$
\begin{align*}
E\left(\sqrt{\frac{\mu+\varepsilon}{\mu}} u, \mathcal{G}\right) & =\frac{1}{2}\left(1+\frac{\varepsilon}{\mu}\right) \int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\frac{1}{p}\left(1+\frac{\varepsilon}{\mu}\right)^{p / 2} \int_{\mathcal{G}}|u|^{p} d x \\
& =E(u, \mathcal{G})+\frac{\varepsilon}{2 \mu}\left(\int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\int_{\mathcal{G}}|u|^{p} d x\right)+o(\varepsilon) \\
& =E(u, \mathcal{G})-\frac{\varepsilon}{2} \mathcal{L}(u)+o(\varepsilon)=E(u, \mathcal{G})-\frac{\varepsilon}{2} \Lambda^{+}(\mu)+o(\varepsilon) \tag{27}
\end{align*}
$$

as $\varepsilon \rightarrow 0$. Therefore,

$$
\mathcal{E}_{\mathcal{G}}(\mu+\varepsilon)-\mathcal{E}_{\mathcal{G}}(\mu) \leq E\left(\sqrt{\frac{\mu+\varepsilon}{\mu}} u, \mathcal{G}\right)-E(u, \mathcal{G})=-\frac{\varepsilon}{2} \Lambda^{+}(\mu)+o(\varepsilon)
$$

Since $\mathcal{E}_{\mathcal{G}}$ is concave (Remark 2.4), it has left and right derivatives $\left(\mathcal{E}_{\mathcal{G}}\right)_{-}^{\prime}$ and $\left(\mathcal{E}_{\mathcal{G}}\right)_{+}^{\prime}$ everywhere. Dividing by $\varepsilon$ and letting it tend to zero, we obtain

$$
\begin{equation*}
\left(\mathcal{E}_{\mathcal{G}}\right)_{+}^{\prime}(\mu) \leq-\frac{1}{2} \Lambda^{+}(\mu) \tag{28}
\end{equation*}
$$

Next, for every $\varepsilon>0$, take $u_{\varepsilon} \in M(\mu+\varepsilon)$. Similarly to (27),

$$
E\left(\sqrt{\frac{\mu}{\mu+\varepsilon}} u_{\varepsilon}, \mathcal{G}\right)=E\left(u_{\varepsilon}, \mathcal{G}\right)+\frac{\varepsilon}{2} \mathcal{L}\left(u_{\varepsilon}\right)+o(\varepsilon)
$$

and therefore

$$
\begin{equation*}
\mathcal{E}_{\mathcal{G}}(\mu+\varepsilon)-\mathcal{E}_{\mathcal{G}}(\mu) \geq E\left(u_{\varepsilon}, \mathcal{G}\right)-E\left(\sqrt{\frac{\mu+\varepsilon}{\mu}} u_{\varepsilon}, \mathcal{G}\right)=-\frac{\varepsilon}{2} \mathcal{L}\left(u_{\varepsilon}\right)+o(\varepsilon) \tag{29}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. Let $\left(u_{n}\right)$ be a subsequence of $\left(u_{\varepsilon}\right)$ with $\mu_{n}:=\left\|u_{n}\right\|_{2}^{2} \rightarrow \mu$ as $n \rightarrow \infty$. By Proposition $3.3,\left(u_{n}\right)$ has a subsequence (not relabeled) such that $u_{n}$ converges strongly in $H^{1}(\mathcal{G})$ to some $u \in M(\mu)$. By the continuity of $\mathcal{L}$ and Lemma 4.1,

$$
\Lambda^{+}(\mu)<\Lambda^{-}\left(\mu_{n}\right) \leq \mathcal{L}\left(u_{n}\right)=\mathcal{L}(u)+o(1) \leq \Lambda^{+}(\mu)+o(1)
$$

namely $\mathcal{L}\left(u_{n}\right) \rightarrow \Lambda^{+}(\mu)$ as $n \rightarrow \infty$. Since this happens for every subsequence of ( $u_{\varepsilon}$ ), we deduce that $\mathcal{L}\left(u_{\varepsilon}\right) \rightarrow \Lambda^{+}(\mu)$ as $\varepsilon \rightarrow 0$ and hence, dividing (29) by $\varepsilon$ and letting it tend to 0 , we obtain

$$
\left(\mathcal{E}_{\mathcal{G}}\right)_{+}^{\prime}(\mu) \geq-\frac{1}{2} \Lambda^{+}(\mu)
$$

which coupled with (28), establishes the first part of (18). For the second part one simply starts with $u \in M(\mu)$ such that $\mathcal{L}(u)=\Lambda^{-}(\mu)$ and then works with $\varepsilon<0$, repeating the same arguments.

Remark 4.3. The whole discussion of this Section is rather general, and it can be adapted to apply to other families of graphs (e.g. without half-lines). Specifically, the presence of half-lines affects the previous arguments only through the assumption $\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, which is used to rule out sequences of ground states vanishing weakly in $H^{1}(\mathcal{G})$. Therefore, aiming at a generalization of our results to other classes of graphs, this condition should be replaced by requiring that $\mathcal{E}_{\mathcal{G}}(\mu)$ be smaller than the infimum of the energies attained by sequences converging weakly to 0 in $H_{\mu}^{1}(\mathcal{G})$. To give concrete examples, in the case of periodic graphs without half-lines, this infimum energy is 0 (see e.g. [5], [19]), whereas in the case of binary metric trees it is $\frac{1}{2} \lambda_{1} \mu$, where $\lambda_{1}$ is the bottom of the spectrum of the Laplacian on the graph (see [20]).

## 5 Uniqueness: proof of Theorems 2.7 and 2.8

In this Section we establish uniqueness of ground states of given mass on two specific classes of graphs, taking advantage of the characterization of Lagrange multipliers given in Theorem 2.5. We first discuss the case of graphs with one terminal edge and $N$ half-lines all emanating from the same vertex, proving the results reported in Theorem 2.7. Next we consider the tadpole graph and we provide the proof of Theorem 2.8.

We start with the following simple but general result, that we will use also in the next Section.
Lemma 5.1. Let $\mathcal{G}$ be any metric graph and let $u, v \in H^{1}(\mathcal{G})$ be solutions of (7) having the same mass $\mu$, the same energy level and the same Lagrange multiplier $\lambda$. Then

$$
\begin{equation*}
\int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x=\int_{\mathcal{G}}\left|v^{\prime}\right|^{2} d x \quad \text { and } \quad \int_{\mathcal{G}}|u|^{p} d x=\int_{\mathcal{G}}|v|^{p} d x . \tag{30}
\end{equation*}
$$

Proof. Since the energy level is the same,

$$
\frac{1}{2} \int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\frac{1}{2} \int_{\mathcal{G}}\left|v^{\prime}\right|^{2} d x=\frac{1}{p} \int_{\mathcal{G}}|u|^{p} d x-\frac{1}{p} \int_{\mathcal{G}}|v|^{p} d x
$$

while, from $\mu \mathcal{L}(u)=\lambda=\mu \mathcal{L}(v)$,

$$
\int_{\mathcal{G}}\left|u^{\prime}\right|^{2} d x-\int_{\mathcal{G}}\left|v^{\prime}\right|^{2} d x=\int_{\mathcal{G}}|u|^{p} d x-\int_{\mathcal{G}}|v|^{p} d x
$$

These two equalities immediately imply (30).

### 5.1 Graphs with $N$ half-lines and a terminal edge

For every $N \geq 2$ and $t>0$, let $\mathcal{G}_{N, t}$ be the graph of Theorem 2.7 (Figure 1.a). We identify the terminal edge t of length $t$ with the interval $[0, t]$ so that $x=0$ corresponds to the vertex V and $x=t$ to the tip of the edge. Every half-line is as usual identified with (a copy of) the interval $[0,+\infty)$.

We begin by recalling the shape of ground states on $\mathcal{G}_{N, t}$, and in particular their monotonicity and symmetry properties.

Lemma 5.2. Let $u \in H_{\mu}^{1}\left(\mathcal{G}_{N, t}\right)$ be a ground state of mass $\mu$ on $\mathcal{G}_{N, t}$. Then $u$ is strictly increasing on the terminal edge while on each half-line it is a copy of the same, strictly decreasing, function. In particular, $u$ attains its maximum on the tip of the terminal edge.

Proof. The proof follows working as in the proof of Theorem 2.7 in [6]. See also Theorem 2.9 in [7].

Proof of Theorem 2.7. Let $t>0$ be fixed. The existence statements and the proof of (19) are exactly the content of Theorem 2.6 in [6] (case $N=2$ ) and Theorem 4.4 in [7] (case $N \geq 3$ ).

Let us thus turn to the uniqueness properties. Let $\mu \geq \bar{\mu}$ be such that all ground states with mass $\mu$ have the same Lagrange multiplier $\lambda$. By Theorem 2.5, this is true for all but at most countably many $\mu$. Assume that $u$ and $v$ are ground states of mass $\mu$. Since $u$ solves (7), the mechanical energy is a conserved quantity on each edge and, in particular,

$$
\frac{1}{2}\left|u^{\prime}(x)\right|^{2}+\frac{1}{p}|u(x)|^{p}-\frac{\lambda}{2}|u(x)|^{2}= \begin{cases}0 & \text { on each halfline }  \tag{31}\\ C_{u} & \text { on the terminal edge }\end{cases}
$$

for some $C_{u} \in \mathbb{R}$ and all $x \in \mathcal{G}_{N, t}$. The same holds for $v$, with a possibly different constant $C_{v}$. However, integrating (31) and using (30),

$$
\begin{aligned}
t C_{u} & =\frac{1}{2} \int_{\mathcal{G}_{N, t}}\left|u^{\prime}\right|^{2} d x+\frac{1}{p} \int_{\mathcal{G}_{N, t}}|u|^{p} d x-\frac{\lambda}{2} \mu \\
& =\frac{1}{2} \int_{\mathcal{G}_{N, t}}\left|v^{\prime}\right|^{2} d x+\frac{1}{p} \int_{\mathcal{G}_{N, t}}|v|^{p} d x-\frac{\lambda}{2} \mu=t C_{v}
\end{aligned}
$$

showing that $C_{u}=C_{v}$.
By the Kirchhoff condition, $u^{\prime}$ and $v^{\prime}$ vanish at the tip $x=t$ of the terminal edge, and by Lemma 5.2, they have there a (positive) maximum point. Thus, from (7),

$$
\begin{equation*}
u(t)^{p-1}-\lambda u(t) \geq u^{\prime \prime}(t)+u(t)^{p-1}-\lambda u(t)=0 \tag{32}
\end{equation*}
$$

i.e., $u(t) \geq \lambda^{\frac{1}{p-2}}$, and the same for $v$. Since the function $f(s)=\frac{1}{p} s^{p}-\frac{\lambda}{2} s^{2}$ is injective for $s \geq \lambda^{\frac{1}{p-2}}$, from

$$
\begin{equation*}
f(u(t))=C_{u}=C_{v}=f(v(t)) \tag{33}
\end{equation*}
$$

we deduce that $u(t)=v(t)$. Since the derivatives of $u$ and $v$ at $t$ are both zero, we see that $u \equiv v$ on the terminal edge. But then also $u(0)=v(0)=: a$ and $u^{\prime}(0)=v^{\prime}(0)=: b$. Therefore on each halfline $u$ and $v$ (that solve the same differential equation) start with the same value $a$ and the same derivative $-b / N$, showing that they coincide on the whole of $\mathcal{G}$.

### 5.2 The tadpole graph

We now consider the tadpole graph $\mathcal{T}$ in Figure 1.b. We denote by $h$ the half-line, by $s$ the self-loop of $\mathcal{T}$ and by $2 s:=|\mathbf{s}|$ its length. We identify s with the interval $[-s, s]$ so that $x=-s$ and $x=s$ correspond to the unique vertex V of $\mathcal{T}$, and h , as usual, with $[0,+\infty)$.

The following lemma provides a description of ground states with respect to the structure of the graph.

Lemma 5.3. Let $u \in H_{\mu}^{1}(\mathcal{T})$ be a ground state of mass $\mu$ on $\mathcal{T}$. Then $u$ is strictly decreasing on h , and $u$ is symmetric with respect to the point $x=0$ on s and strictly decreasing on $[0, s]$. In particular, $u$ attains its maximum on s , at $x=0$.

Proof. Let $u \in H_{\mu}^{1}(\mathcal{T})$ be a ground state of mass $\mu$. Since $u$ solves (7), the set $\{x \in \mathcal{T}: u(x)=\sigma\}$ has measure zero for every $\sigma>0$. It is then easy to see that there exists $\tau>0$ such that $A_{\tau}:=\{x \in \mathcal{T}: u(x)>\tau\}$ has measure $2 s=|\mathbf{s}|$. Clearly $u\left(A_{\tau}\right)$ is connected and contains $\|u\|_{\infty}$. Now it is readily seen that almost every value in $u\left(A_{\tau}\right)$ is attained at least twice in $A_{\tau}$. Indeed this is immediate for almost all the values attained in $A_{\tau} \cap \mathrm{s}$. On the other hand, if there exists some value $\sigma \in u\left(A_{\tau}\right)$ attained only in h , then $\max _{x \in \mathrm{~h}} u(x) \geq \sigma>\max _{x \in \mathrm{~s}} u(x)$ and, in particular, $\sigma>u(\mathrm{v})$. Since on h it holds $u(0)=u(\mathrm{~V})$ and $u(x) \rightarrow 0$ as $x \rightarrow+\infty$, it follows that every value between $\max _{x \in \mathrm{~s}} u(x)$ and $\max _{x \in \mathrm{~h}} u(x)$ is attained at least twice in h . Thus

$$
\begin{equation*}
\#\left\{x \in A_{\tau}: u(x)=\sigma\right\} \geq 2 \quad \text { for almost every } \sigma \geq \tau \tag{34}
\end{equation*}
$$

On the other hand, trivially,

$$
\begin{equation*}
\#\left\{x \in \mathcal{T} \backslash A_{\tau}: u(x)=\sigma\right\} \geq 1 \quad \text { for almost every } \sigma \in(0, \tau) \tag{35}
\end{equation*}
$$

Denote by $v$ the restriction of $u$ to $A_{\tau}$ and by $w$ its restriction to $\mathcal{G} \backslash A_{\tau}$. Let $\widehat{v}:[-s, s] \rightarrow \mathbb{R}$ be the symmetric rearrangement of $v$ (see [6]). Since $\widehat{v}$ satisfies $\widehat{v}(-s)=\widehat{v}(s)$, it can be seen as an
element of $H^{1}(\mathbf{s})$. Finally, let $w^{*}:[0,+\infty) \rightarrow \mathbb{R}$ be the decreasing rearrangement of $w$. Plainly, $w^{*}$ is an element of $H^{1}(\mathrm{~h})$. Defining $\varphi: \mathcal{T} \rightarrow \mathbb{R}$ by

$$
\varphi(x)= \begin{cases}\widehat{v}(x) & \text { if } x \in \mathbf{s} \\ w^{*}(x) & \text { if } x \in \mathrm{~h}\end{cases}
$$

we see that $\varphi \in H_{\mu}^{1}(\mathcal{T})$, as $\widehat{v}(\mathrm{v})=w^{*}(\mathrm{v})=\tau$, and

$$
\begin{equation*}
E(\varphi, \mathcal{T})=E(\widehat{v}, \mathbf{s})+E\left(w^{*}, \mathrm{~h}\right) \leq E\left(v, A_{\tau}\right)+E\left(w, \mathcal{T} \backslash A_{\tau}\right)=E(u, \mathcal{T}) \tag{36}
\end{equation*}
$$

We claim that (34) and (35) are in fact equalities for almost every $\sigma$. Indeed, if either of the two holds with the strict inequality on a set of positive measure, then by standard properties of rearrangements (see [6, Proposition 3.1]) we obtain the strict inequality in (36), contradicting the minimality of $u$.

Now suppose that $\left|A_{\tau} \cap \mathrm{h}\right|=: \delta>0$; in this case, $\left|A_{\tau} \cap \mathbf{s}\right|=2 s-\delta$, and $\left|\mathbf{s} \backslash A_{\tau}\right|=\delta$. Since

$$
\begin{equation*}
\#\left\{x \in \mathbf{s} \backslash A_{\tau}: u(x)=\sigma\right\} \geq 2 \quad \text { for almost every } \sigma \in\left(\min _{\mathbf{s}} u, \tau\right) \tag{37}
\end{equation*}
$$

and $\mathbf{s} \backslash A_{\tau} \subset \mathcal{T} \backslash A_{\tau}$, this violates the fact already proved that (35) is an equality. Therefore $\left|A_{\tau} \cap \mathrm{h}\right|=0$, namely $\mathcal{T} \backslash A_{t}=\mathrm{h}$. Since (35) is an equality, this shows that $u$ is strictly decreasing on s.

The symmetry properties of $u$ on $\mathcal{T}$ follow easily by standard phase plane analysis.
Proof of Theorem 2.8. The existence statements are proved in Section 3 in $[7](p \in(2,6))$ and in Theorem 3.3 in $[8](\mathrm{p}=6)$. The rest of the proof is very similar to the one of Theorem 2.7. Let $\mu>0$ be such that all ground states with mass $\mu$ have the same Lagrange multiplier $\lambda$. By Theorem 2.5, this is true for all but at most countably many $\mu$. Assume that $u$ and $v$ are ground states of mass $\mu$.

Using Lemma 5.1, we can prove that the energy constants $C_{u}$ and $C_{v}$ on s coincide. Since $x=0$ is a maximum point for $u$ and $v$ on $\mathbf{s}$, we deduce as in (32) and (33) that $u(0)=v(0)$. Since $u^{\prime}(0)=v^{\prime}(0)$, we see that $u \equiv v$ on s and, in particular, $u(s)=v(s)=: a$ and $u^{\prime}(s)=v^{\prime}(s)=: b<0$. Then $u$ and $v$ start on the halfline with the same value $a$ and, by symmetry of $u$ and $v$ about V and the Kirchhoff condition, with the same derivative $2 b$, showing that $u$ and $v$ coincide on all of $\mathcal{T}$.

## 6 Non-uniqueness: proof of Theorem 2.10

This Section is devoted to the proof of the non-uniqueness result. The proof is rather long and requires several intermediate steps, some of which are general in nature and do not use the specific form of the graph $\mathcal{G}$ mentioned in Theorem 2.10.

From now on, let $p \in(2,6)$ and $\mu>0$ be fixed. We begin by proving some preliminary lemmas. The problem they address can be described in the following way: we consider a graph $\mathcal{G}_{\ell}$ containing an edge $\mathrm{e}_{\ell}$ of variable length $\ell$ and we set

$$
V_{\ell}=\left\{u \in H_{\mu}^{1}\left(\mathcal{G}_{\ell}\right):\|u\|_{L^{\infty}\left(\mathcal{G}_{\ell}\right)}=\|u\|_{L^{\infty}\left(\mathrm{e}_{\ell}\right)}\right\}, \quad \mathcal{E}_{\ell}(\mu)=\inf _{u \in V_{\ell}} E\left(u, \mathcal{G}_{\ell}\right) .
$$

We are interested in the behavior of $\mathcal{E}_{\ell}(\mu)$ as $\ell \rightarrow 0$, or $\ell \rightarrow \infty$ when $\mathrm{e}_{\ell}$ is either a terminal edge or a self-loop. The study of these doubly constrained problems is central in the proof of Theorem 2.10 .

Let us start with the discussion of the regime $\ell \rightarrow \infty$.

Lemma 6.1. Let $\mathcal{G}_{\ell}$ be a graph containing a bounded edge $\mathrm{e}_{\ell}$ of (variable) length $\ell$. There results

$$
\limsup _{\ell \rightarrow \infty} \mathcal{E}_{\ell}(\mu) \leq \begin{cases}\mathcal{E}_{\mathbb{R}^{+}}(\mu) & \text { if } \mathrm{e}_{\ell} \text { is a terminal edge }  \tag{38}\\ \mathcal{E}_{\mathbb{R}}(\mu) & \text { otherwise }\end{cases}
$$

The limit holds uniformly with respect to the lengths of the other edges of $\mathcal{G}_{\ell}$.
Proof. It is essentially Lemma 3.2 in [9]. We give a short proof for completeness. Assume first that $\mathbf{e}_{\ell}$ is a terminal edge of $\mathcal{G}_{\ell}$. Let $\phi$ be the half soliton of mass $\mu$ on $\mathbb{R}^{+}$(Remark 2.1). For every $\varepsilon>0$, by standard density arguments, there exists $\phi_{\varepsilon} \in H_{\mu}^{1}\left(\mathbb{R}^{+}\right)$with compact support, such that

$$
E\left(\phi_{\varepsilon}, \mathbb{R}^{+}\right) \leq(1-\varepsilon) E\left(\phi, \mathbb{R}^{+}\right)=(1-\varepsilon) \mathcal{E}_{\mathbb{R}^{+}}(\mu)
$$

Now, for every $\ell$ large enough, the length of the support of $\phi_{\varepsilon}$ becomes smaller than $\ell$ : thus we can fit $\phi_{\varepsilon}$ on $\mathrm{e}_{\ell}$ so that its maximum is attained at the tip of $\mathrm{e}_{\ell}$. Setting $\phi_{\varepsilon}$ equal to zero on $\mathcal{G}_{\ell} \backslash \mathrm{e}_{\ell}$, we may regard $\phi_{\varepsilon}$ as a function in $V_{\ell}$. Therefore

$$
\mathcal{E}_{\ell}(\mu) \leq E\left(\phi_{\varepsilon}, \mathcal{G}_{\ell}\right)=E\left(\phi_{\varepsilon}, \mathbb{R}^{+}\right) \leq(1-\varepsilon) \mathcal{E}_{\mathbb{R}^{+}}(\mu)
$$

which proves, via the arbitrariness of $\varepsilon$ and $\ell$, that $\limsup _{\ell \rightarrow \infty} \mathcal{E}_{\ell}(\mu) \leq \mathcal{E}_{\mathbb{R}^{+}}(\ell)$.
If $e_{\ell}$ is not a terminal edge, we repeat the preceding discussion starting this time from the soliton of mass $\mu$ centered at zero. The same construction as above allows one to construct a function $\phi_{\varepsilon} \in V_{\ell}$ such that $E\left(\phi_{\varepsilon}, \mathcal{G}_{\ell}\right) \leq(1-\varepsilon) \mathcal{E}_{\mathbb{R}}(\mu)$ for every $\ell$ large, from which the required inequality follows.

The uniformity of the limit is obvious, since the construction used in the proof does not depend on the lengths of the other edges of $\mathcal{G}_{\ell}$.

Remark 6.2. If $\mathcal{G}_{\ell}$ contains at least one half-line, it is well known (see e.g. Theorem 2.2. in [6]) that $\mathcal{E}_{\mathcal{G}_{\ell}}(\mu) \geq \mathcal{E}_{\mathbb{R}^{+}}(\mu)$. Therefore in this case the first inequality in (38) becomes

$$
\lim _{\ell \rightarrow \infty} \mathcal{E}_{\ell}(\mu)=\mathcal{E}_{\mathbb{R}^{+}}(\mu)
$$

Next we establish an estimate from below when $\mathrm{e}_{\ell}$ is a self-loop.
Lemma 6.3. Let $\mathcal{G}_{\ell}$ be a noncompact graph containing a self-loop $\mathrm{e}_{\ell}$ of (variable) length $\ell$. There results

$$
\liminf _{\ell \rightarrow \infty} \mathcal{E}_{\ell}(\mu) \geq \mathcal{E}_{\mathbb{R}}(\mu)
$$

The limit holds uniformly with respect to the lengths of the other edges of $\mathcal{G}_{\ell}$.
Proof. For every $u \in V_{\ell}$, let $\delta_{\ell}=\delta_{\ell}(u)=\min _{\mathrm{e}_{\ell}} u$. Since

$$
\mu \geq \int_{\mathbf{e}_{\ell}}|u|^{2} d x \geq \ell \delta_{\ell}^{2}
$$

we see that $\delta_{\ell} \rightarrow 0$ as $\ell \rightarrow \infty$. Let $p=p_{\ell} \in \mathbf{e}_{\ell}$ be a point where $u(p)=\delta_{\ell}$ and let $\mathcal{G}_{\ell}^{\prime}$ be the graph obtained from $\mathcal{G}$ with the addition of an extra terminal edge e of length 1 with one endpoint attached to $\mathcal{G}_{\ell}$ at $p$. On $\mathcal{G}_{\ell}^{\prime}$ define a function $v$ by

$$
v(x)= \begin{cases}u(x) & \text { if } x \in \mathcal{G}_{\ell} \\ \delta_{\ell}(1-x) & \text { if } x \in \mathrm{e} \sim[0,1]\end{cases}
$$

Clearly $\nu_{\ell}:=\|v\|_{L^{2}\left(\mathcal{G}_{\ell}^{\prime}\right)}=\mu+O\left(\delta_{\ell}^{2}\right)$ as $\ell \rightarrow \infty$ and, likewise,

$$
\begin{equation*}
E\left(v, \mathcal{G}_{\ell}^{\prime}\right)=E\left(u, \mathcal{G}_{\ell}\right)+O\left(\delta_{\ell}^{2}\right) \tag{39}
\end{equation*}
$$

Now

$$
\#\left\{x \in \mathcal{G}_{\ell}: u(x)=t\right\} \geq 2 \quad \text { for every } t \in\left(\delta_{\ell},\|u\|_{\infty}\right)
$$

since $\mathbf{e}_{\ell}$ is a self-loop on which $u$ attains its maximum while, obviously,

$$
\#\left\{x \in \mathcal{G}_{\ell}: u(x)=t\right\} \geq 1 \quad \text { for every } t \in\left(0, \delta_{\ell}\right)
$$

The function $v$ however takes every value $t \in\left[0, \delta_{\ell}\right)$ also on the extra edge $\mathbf{e}$, so that

$$
\#\left\{x \in \mathcal{G}_{\ell}^{\prime}: v(x)=t\right\} \geq 2 \quad \text { for almost every } t \in\left(0,\|v\|_{\infty}\right) .
$$

By (14),

$$
E\left(v, \mathcal{G}_{\ell}^{\prime}\right) \geq \mathcal{E}_{\mathbb{R}}\left(\nu_{\ell}\right)=\mathcal{E}_{\mathbb{R}}(\mu)+O\left(\delta_{\ell}^{2}\right)
$$

and, in view of (39),

$$
E\left(u, \mathcal{G}_{\ell}\right)=E\left(v, \mathcal{G}_{\ell}^{\prime}\right)+O\left(\delta_{\ell}^{2}\right) \geq \mathcal{E}_{\mathbb{R}}(\mu)+O\left(\delta_{\ell}^{2}\right)
$$

Letting $\ell \rightarrow \infty$, we conclude. Note that the argument does not depend on the lengths of the other edges, so that the limit is uniform.

To proceed with the limits as $\ell \rightarrow 0$ we need the following estimate. We recall from [7] that the compact core of a noncompact graph $\mathcal{G}$ is the graph obtained from $\mathcal{G}$ by removing every half-line.

Lemma 6.4. Let $\mathcal{G}$ be a graph made up of a compact core $\mathcal{K}$ of length $L$ and $N \geq 1$ half-lines. For every $\mu>0$, there exists $\delta=\delta(L, N, \mu)>0$ such that if

$$
V=\left\{u \in H_{\mu}^{1}(\mathcal{G}):\|u\|_{L^{\infty}(\mathcal{G})}=\|u\|_{L^{\infty}(\mathcal{K})}\right\}
$$

then

$$
\inf _{u \in V} E(u, \mathcal{G}) \leq-\delta .
$$

Proof. Let $\phi_{m}$ be a half soliton of mass $m$, and recall from Remark 2.1 that $\max \phi_{m}=\phi_{m}(0)=$ $\mathrm{cm}^{\alpha}$, with $\alpha=2 /(6-p)$ and $c$ depending only on $p$. Let

$$
v(x)= \begin{cases}\phi_{m}(x) & \text { on each half-line of } \mathcal{G} \\ c m^{\alpha} & \text { on } \mathcal{K} .\end{cases}
$$

Clearly $v \in V$. Imposing that the mass of $v$ is $\mu$ amounts to

$$
\begin{equation*}
c^{2} m^{2 \alpha} L+N m=\mu, \tag{40}
\end{equation*}
$$

while the energy of $v$ (by (8)) is

$$
E(v, \mathcal{G})=-\frac{1}{p} c^{p} m^{\alpha p} L-N \theta_{p} 2^{2 \beta} m^{2 \beta+1} \leq-N \theta_{p} 2^{2 \beta} m^{2 \beta+1}
$$

Now from (40), since $m \leq \mu$,

$$
\mu=c^{2} m^{2 \alpha} L+N m \leq c^{2} \mu^{2 \alpha-1} m L+N m,
$$

namely

$$
m \geq \frac{\mu}{c^{2} \mu^{2 \alpha-1} L+N}
$$

Inserting this in the estimate for $E$ yields

$$
\inf _{u \in V} E(u, \mathcal{G}) \leq E(v, \mathcal{G}) \leq-N \theta_{p} 2^{2 \beta} \frac{\mu^{2 \beta+1}}{\left(c^{2} \mu^{2 \alpha-1} L+N\right)^{2 \beta+1}}=:-\delta,
$$

and the claim is proved. Note also that the estimate is sharp if $L=0$, namely if the graph consists of $N$ half-lines emanating from a single vertex, for in this case the estimate reduces to

$$
\inf _{u \in V} E(u, \mathcal{G}) \leq-\theta_{p}\left(\frac{2}{N}\right)^{2 \beta} \mu^{2 \beta+1}
$$

which cannot be improved, due to (14).
Lemma 6.5. Let $\mathcal{G}_{\ell}$ be a graph containing either a terminal edge or a self-loop $\mathrm{e}_{\ell}$ of (variable) length $\ell$ attached at some fixed vertex v and let

$$
V_{0}=\left\{u \in H_{\mu}^{1}\left(\mathcal{G}_{0}\right):\|u\|_{L^{\infty}\left(\mathcal{G}_{0}\right)}=u(\mathrm{v})\right\}, \quad \mathcal{E}_{0}(\mu)=\inf _{u \in V_{0}} E\left(u, \mathcal{G}_{0}\right)
$$

There results

$$
\begin{equation*}
\lim _{\ell \rightarrow 0} \mathcal{E}_{\ell}(\mu)=\mathcal{E}_{0}(\mu) . \tag{41}
\end{equation*}
$$

The limit holds uniformly with respect to the lengths of the other edges of $\mathcal{G}_{\ell}$.
Proof. We identify the edge $\mathrm{e}_{\ell}$ with the interval $[0, \ell]$ in such a way that V corresponds to $x=0$ when $\mathrm{e}_{\ell}$ is a terminal edge, and to $x=0$ and $x=\ell$ when $\mathrm{e}_{\ell}$ is a self-loop.

For every $\ell>0$, let $u_{\ell} \in V_{\ell}$ satisfy $E\left(u_{\ell}, \mathcal{G}_{\ell}\right) \leq \mathcal{E}_{\ell}(\mu)+\sqrt{\ell}$. By Lemma 3.1 and the uniform boundedness of $\mathcal{E}_{\ell}(\mu)$ as $\ell \rightarrow 0$, we can assume that $\left\|u_{\ell}\right\|_{H^{1}\left(\mathcal{G}_{\ell}\right)}$ is uniformly bounded with respect to $\ell$. Since $\left\|u_{\ell}\right\|_{\infty}$ is attained on $\mathrm{e}_{\ell}$,

$$
\left\|u_{\ell}\right\|_{\infty} \leq u_{\ell}(0)+C \sqrt{\ell}=u_{\ell}(\mathrm{v})+C \sqrt{\ell}
$$

for some $C>0$ independent of $\ell$. Then, by Lemma 6.4,

$$
\begin{aligned}
-\delta+\sqrt{\ell} & \geq \mathcal{E}_{\ell}(\mu)+\sqrt{\ell} \geq E\left(u_{\ell}, \mathcal{G}_{\ell}\right) \geq-\frac{1}{p} \int_{\mathcal{G}_{\ell}}\left|u_{\ell}\right|^{p} d x \\
& \geq-\frac{1}{p}\left\|u_{\ell}\right\|_{\infty}^{p-2} \mu \geq-\frac{1}{p}\left(u_{\ell}(\mathrm{v})+C \sqrt{\ell}\right)^{p-2} \mu
\end{aligned}
$$

from which we see that $\liminf _{\ell \rightarrow 0} u_{\ell}(\mathrm{v})>0$.
Let $A_{\ell}=\left\{x \in \mathcal{G}_{0}: u_{\ell}(x) \geq u_{\ell}(\mathrm{v})\right\}$. Since

$$
\mu \geq \int_{A_{\ell}}\left|u_{\ell}\right|^{2} d x \geq\left|u_{\ell}(\mathrm{v})\right|^{2}\left|A_{\ell}\right|
$$

and $u_{\ell}(\mathrm{v})$ is bounded away from 0 , we deduce that $\left|A_{\ell}\right| \leq C$ for every $\ell$, for some $C$ independent of $\ell$.

Notice that as $\ell \rightarrow 0$, by the uniform boundedness of $u_{\ell}$,

$$
\begin{equation*}
\int_{\mathbf{e}_{\ell}}\left|u_{\ell}\right|^{q} d x \leq \ell\left\|u_{\ell}\right\|_{\infty}^{q}=o(1) \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq \int_{A_{\ell}}\left|u_{\ell}\right|^{q}-\left|u_{\ell}(\mathrm{v})\right|^{q} d x \leq\left(\left(u_{\ell}(\mathrm{v})+C \sqrt{\ell}\right)^{q}-u_{\ell}(\mathrm{v})^{q}\right)\left|A_{\ell}\right|=o(1) \tag{43}
\end{equation*}
$$

for every $q \geq 1$.
Now define a function $v_{\ell}: \mathcal{G}_{0} \rightarrow \mathbb{R}$ as

$$
v_{\ell}(x)=\min \left\{u_{\ell}(x), u_{\ell}(\mathrm{v})\right\}= \begin{cases}u_{\ell}(\mathrm{v}) & \text { if } x \in A_{\ell} \\ u_{\ell}(x) & \text { if } x \in \mathcal{G}_{0} \backslash A_{\ell}\end{cases}
$$

Clearly, $v_{\ell} \in V_{0}$ and

$$
\int_{\mathcal{G}_{0}}\left|v_{\ell}^{\prime}\right|^{2} d x \leq \int_{\mathcal{G}_{\ell}}\left|u_{\ell}^{\prime}\right|^{2} d x
$$

Furthermore, since as $\ell \rightarrow 0$

$$
\begin{aligned}
\int_{\mathcal{G}_{0}}\left|v_{\ell}\right|^{q} d x & =\int_{\mathcal{G}_{0} \backslash A_{\ell}}\left|v_{\ell}\right|^{q} d x+\int_{A_{\ell}}\left|v_{\ell}\right|^{q} d x \\
& =\int_{\mathcal{G}_{0} \backslash A_{\ell}}\left|u_{\ell}\right|^{q} d x+\int_{A_{\ell}}\left|u_{\ell}\right|^{q} d x+\int_{A_{\ell}}\left|v_{\ell}\right|^{q} d x-\int_{A_{\ell}}\left|u_{\ell}\right|^{q} d x \\
& =\int_{\mathcal{G}_{\ell}}\left|u_{\ell}\right|^{q} d x-\int_{e_{\ell}}\left|u_{\ell}\right|^{q} d x+\int_{A_{\ell}}\left|u_{\ell}(\mathrm{v})\right|^{q} d x-\int_{A_{\ell}}\left|u_{\ell}\right|^{q} d x \\
& =\int_{\mathcal{G}_{\ell}}\left|u_{\ell}\right|^{q} d x+o(1)
\end{aligned}
$$

for every $q \geq 1$ by (42) and (43), we see that

$$
\int_{\mathcal{G}_{0}}\left|v_{\ell}\right|^{2} d x=\int_{\mathcal{G}_{\ell}}\left|u_{\ell}\right|^{2} d x+o(1)=\mu+o(1)
$$

and

$$
\int_{\mathcal{G}_{0}}\left|v_{\ell}\right|^{p} d x=\int_{\mathcal{G}_{\ell}}\left|u_{\ell}\right|^{p} d x+o(1)
$$

Therefore, by our choice of $u_{\ell}$,

$$
\mathcal{E}_{\ell}(\mu)+\sqrt{\ell} \geq E\left(u_{\ell}, \mathcal{G}_{\ell}\right) \geq E\left(v_{\ell}, \mathcal{G}_{0}\right)+o(1) \geq \mathcal{E}_{0}(\mu+o(1))+o(1)=\mathcal{E}_{0}(\mu)+o(1)
$$

showing that

$$
\begin{equation*}
\liminf _{\ell \rightarrow 0} \mathcal{E}_{\ell}(\mu) \geq \mathcal{E}_{0}(\mu) \tag{44}
\end{equation*}
$$

On the other hand, given any $\varepsilon>0$ and $u \in V_{0}$ such that $E\left(u, \mathcal{G}_{0}\right) \leq \mathcal{E}_{0}(\mu)+\varepsilon$, we can extend $u$ to a function $u_{\ell}$ on $\mathcal{G}_{\ell}$ by setting $u_{\ell}(x)=u_{\ell}(0)=u(\mathrm{v})$ on $\mathbf{e}_{\ell}$. Now $u_{\ell} \in V_{\ell}$ and $\left\|u_{\ell}\right\|_{2}^{2}=\|u\|_{2}^{2}+o(1)=$ $\mu+o(1)$ as $\ell \rightarrow 0$, so that

$$
\mathcal{E}_{\ell}(\mu)+o(1)=\mathcal{E}_{\ell}(\mu+o(1)) \leq E\left(u_{\ell}, \mathcal{G}_{\ell}\right) \leq E\left(u, \mathcal{G}_{0}\right) \leq \mathcal{E}_{0}(\mu)+\varepsilon
$$

whence

$$
\limsup _{\ell \rightarrow 0} \mathcal{E}_{\ell}(\mu) \leq \mathcal{E}_{0}(\mu)
$$

This, together with (44), proves (41).
We now turn our attention to the graph of Figure 2. It is made up of $N \geq 2$ half-lines, a terminal edge $t$ and a bounded edge $r$ all emanating from a single vertex V . A self-loop s is attached at the tip W of the bounded edge r . We denote by $r, s, t$ the lengths of the edges $\mathrm{r}, \mathrm{s}, \mathrm{t}$ respectively. The graph itself will be denoted by $\mathcal{G}$ for generic values of $r, s, t$, and by $\mathcal{G}(r, s, t)$ if some specific values of the lengths play a role.

Next we define

$$
V_{\mathrm{t}}=\left\{u \in H_{\mu}^{1}(\mathcal{G}):\|u\|_{L^{\infty}(\mathcal{G})}=\|u\|_{L^{\infty}(\mathrm{t})}\right\}
$$

and

$$
V_{\mathbf{s}}=\left\{u \in H_{\mu}^{1}(\mathcal{G}):\|u\|_{L^{\infty}(\mathcal{G})}=\|u\|_{L^{\infty}(\mathbf{s})}\right\}
$$

and we consider the infimum of the energies on $V_{\mathrm{t}}$ and $V_{\mathrm{s}}$ as functions of the lengths $r, s, t$. Precisely, we define $\mathcal{F}_{\mathrm{t}}, \mathcal{F}_{\mathrm{s}}:(0,+\infty)^{3} \rightarrow \mathbb{R}$ as

$$
\mathcal{F}_{\mathrm{t}}(r, s, t)=\inf _{u \in V_{\mathrm{t}}} E(u, \mathcal{G}), \quad \mathcal{F}_{\mathbf{s}}(r, s, t)=\inf _{u \in V_{\mathbf{s}}} E(u, \mathcal{G}),
$$

that are easily shown to be continuous.
We begin by observing that if $\mathcal{G}_{0}=\mathcal{G}(r, s, 0)$ and

$$
V_{0}=\left\{u \in H_{\mu}^{1}\left(\mathcal{G}_{0}\right):\|u\|_{L^{\infty}\left(\mathcal{G}_{0}\right)}=u(\mathrm{v})\right\}
$$

then every $v \in V_{0}$ satisfies

$$
\#\left\{x \in \mathcal{G}_{0}: v(x)=\tau\right\} \geq N \quad \text { for almost every } \tau \in\left(0,\|v\|_{\infty}\right)
$$

Thus, by (14),

$$
\inf _{v \in V_{0}} E\left(v, \mathcal{G}_{0}\right) \geq\left(\frac{2}{N}\right)^{2 \beta} \mathcal{E}_{\mathbb{R}}(\mu)
$$

and the conclusion of Lemma 6.5 reads

$$
\begin{equation*}
\lim _{t \rightarrow 0} \mathcal{F}_{\mathrm{t}}(r, s, t) \geq\left(\frac{2}{N}\right)^{2 \beta} \mathcal{E}_{\mathbb{R}}(\mu) \tag{45}
\end{equation*}
$$

Similarly, if this time $\mathcal{G}_{0}=\mathcal{G}(r, 0, t)$ and

$$
W_{0}=\left\{u \in H_{\mu}^{1}\left(\mathcal{G}_{0}\right):\|u\|_{L^{\infty}\left(\mathcal{G}_{0}\right)}=u(\mathrm{w})\right\},
$$

then by Lemma 6.5,

$$
\begin{equation*}
\lim _{s \rightarrow 0} \mathcal{F}_{\mathbf{s}}(r, s, t)=\inf _{u \in W_{0}} E\left(u, \mathcal{G}_{0}\right) . \tag{46}
\end{equation*}
$$

The next lemma is crucial for the proof of Theorem 2.10.
Lemma 6.6. For every $r$ large enough and every $\varepsilon>0$ small enough, there exist $\bar{s}=\bar{s}(r, \varepsilon)$ and $\bar{t}=\bar{t}(r, \varepsilon)$ such that

$$
\mathcal{F}_{\mathrm{t}}(r, \bar{s}, \bar{t})=\mathcal{F}_{\mathbf{s}}(r, \bar{s}, \bar{t})=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon
$$

Proof. Let $2 \varepsilon_{0}=\mathcal{E}_{\mathbb{R}}(\mu)-\mathcal{E}_{\mathbb{R}^{+}}(\mu)$ and let $r_{0}$ be so large that

$$
\begin{equation*}
\inf _{u \in W_{0}} E\left(u, \mathcal{G}_{0}\right) \leq \mathcal{E}_{\mathbb{R}^{+}}(\mu)+\varepsilon_{0} . \tag{47}
\end{equation*}
$$

The choice of $r_{0}$ is possible since, as in Lemma 6.1, when $r \rightarrow \infty$ the above infimum tends to $\mathcal{E}_{\mathbb{R}^{+}}(\mu)$. Fix $r \geq r_{0}$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$. By (45),

$$
\begin{equation*}
\lim _{t \rightarrow 0} \mathcal{F}_{\mathrm{t}}(r, s, t) \geq\left(\frac{2}{N}\right)^{2 \beta} \mathcal{E}_{\mathbb{R}}(\mu)>\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon \tag{48}
\end{equation*}
$$

while by Lemma 6.1 and Remark 6.2,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{F}_{\mathrm{t}}(r, s, t)=\mathcal{E}_{\mathbb{R}^{+}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon \tag{49}
\end{equation*}
$$

Similarly, by our choice of $r_{0},(46)$ and (47) show that

$$
\begin{equation*}
\lim _{s \rightarrow 0} \mathcal{F}_{\mathbf{s}}(r, s, t) \leq \mathcal{E}_{\mathbb{R}^{+}}(\mu)+\varepsilon_{0}<\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon \tag{50}
\end{equation*}
$$

while by Lemma 6.3,

$$
\begin{equation*}
\liminf _{s \rightarrow \infty} \mathcal{F}_{\mathbf{s}}(r, s, t) \geq \mathcal{E}_{\mathbb{R}}(\mu) \tag{51}
\end{equation*}
$$

Now for every fixed $r \in\left(r_{0},+\infty\right)$ and $\varepsilon \in\left(0, \varepsilon_{0}\right)$, define $F:(0,+\infty)^{2} \rightarrow \mathbb{R}^{2}$ by

$$
F(s, t)=\left(F_{1}(s, t), F_{2}(s, t)\right)=\left(\mathcal{F}_{\mathrm{t}}(r, s, t)-\mathcal{E}_{\mathbb{R}}(\mu)+\varepsilon, \mathcal{F}_{\mathbf{s}}(r, s, t)-\mathcal{E}_{\mathbb{R}}(\mu)+\varepsilon\right)
$$

The limit relations (48)-(51) show that for every $r>r_{0}$ and every $\varepsilon<\varepsilon_{0}$, there exist $s_{1}, s_{2}$ and $t_{1}, t_{2}$ such that on $\left[s_{1}, s_{2}\right] \times\left[t_{1}, t_{2}\right]$ the map $F$ satisfies

$$
F_{1}>0 \text { on }\left[s_{1}, s_{2}\right] \times\left\{t_{1}\right\}, \quad F_{1}<0 \text { on }\left[s_{1}, s_{2}\right] \times\left\{t_{2}\right\}
$$

while

$$
F_{2}<0 \text { on }\left\{s_{1}\right\} \times\left[t_{1}, t_{2}\right], \quad F_{2}>0 \text { on }\left\{s_{2}\right\} \times\left[t_{1}, t_{2}\right] .
$$

Hence, by the Brouwer-Miranda Theorem ([27]), there exist $(\bar{s}, \bar{t}) \in\left[s_{1}, s_{2}\right] \times\left[t_{1}, t_{2}\right]$ (of course depending on $r$ and $\varepsilon$ ) such that

$$
F(\bar{s}, \bar{t})=(0,0) .
$$

Explicitly, this means that

$$
\mathcal{F}_{\mathbf{t}}(r, \bar{s}, \bar{t})=\mathcal{F}_{\mathbf{s}}(r, \bar{s}, \bar{t})=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon,
$$

as we wanted to prove.
The next result shows that the values $\mathcal{F}_{\mathrm{t}}(r, \bar{s}, \bar{t})$ and $\mathcal{F}_{\mathbf{s}}(r, \bar{s}, \bar{t})$ are achieved by functions that are in fact ground states of $E$ on $\mathcal{G}(r, \bar{s}, \bar{t})$. To simplify notation we write $\mathcal{G}, V_{\mathrm{t}}, \mathcal{F}_{\mathrm{t}}$ for $\mathcal{G}(r, \bar{s}, \bar{t}), V_{\mathrm{t}}(r, \bar{s}, \bar{t}), \mathcal{F}_{\mathrm{t}}(r, \bar{s}, \bar{t})$ and so on.

Theorem 6.7. For every $r$ large enough and every $\varepsilon>0$ small enough, let $\bar{s}$ and $\bar{t}$ be the lengths provided by the preceding lemma. Then the values $\mathcal{F}_{\mathrm{t}}$ and $\mathcal{F}_{\mathrm{s}}$ are achieved. The functions $u$ and $v$ (depending on $r$ and $\varepsilon$ ) that achieve $\mathcal{F}_{\mathrm{t}}$ and $\mathcal{F}_{\mathrm{s}}$ are ground states of $E(\cdot, \mathcal{G})$ over $H_{\mu}^{1}(\mathcal{G})$.

Proof. The first part follows immediately from Theorem 3.4 since $\mathcal{F}_{\mathrm{t}}=\mathcal{F}_{\mathrm{s}} \leq \mathcal{E}_{\mathbb{R}}(\mu)$. We now prove the second part, namely that $u$ and $v$ are ground states on $H_{\mu}^{1}(\mathcal{G})$. First note that since $E(u, \mathcal{G})=\mathcal{F}_{\mathrm{t}}=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon$, then $\mathcal{E}_{\mathcal{G}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, and therefore $\mathcal{E}_{\mathcal{G}}(\mu)$ is achieved by some function $w$ (Theorem 3.3. in [7]). By Lemma A.1, the maximum of $w$ is attained either on t or on $\mathbf{s}$. Suppose it is attained on t (the other case works in the same way). Thus, $w \in V_{\mathrm{t}}$ and then

$$
\mathcal{E}_{\mathcal{G}}(\mu) \leq \mathcal{F}_{\mathrm{t}} \leq E(w, \mathcal{G})=\mathcal{E}_{\mathcal{G}}(\mu)
$$

showing that $\mathcal{F}_{\mathrm{t}}=\mathcal{E}_{\mathcal{G}}(\mu)$. Therefore $E(u, \mathcal{G})=\mathcal{F}_{\mathrm{t}}=\mathcal{E}_{\mathcal{G}}(\mu)$, and $u$ is a ground state. Since $E(v, \mathcal{G})=\mathcal{F}_{\mathrm{s}}=\mathcal{F}_{\mathrm{t}}$, also $v$ is a ground state.

We now analyze the behavior of the minimizers found in the preceding theorem when $r \rightarrow \infty$ and $\varepsilon \rightarrow 0$. To this aim we take two sequences $r_{n} \rightarrow \infty$ and $\varepsilon_{n} \rightarrow 0$ and we let $\bar{s}_{n}$ and $\bar{t}_{n}$ be the values provided by Lemma 6.6. We set $\mathcal{G}_{n}=\mathcal{G}\left(r_{n}, \bar{s}_{n}, \bar{t}_{n}\right)$ and we call $u_{n}$ and $v_{n}$ the functions in $V_{\mathrm{t}}\left(r_{n}, \bar{s}_{n}, \bar{t}_{n}\right)$ and $V_{\mathbf{s}}\left(r_{n}, \bar{s}_{n}, \bar{t}_{n}\right)$ that satisfy $E\left(u_{n}, \mathcal{G}_{n}\right)=E\left(v_{n}, \mathcal{G}_{n}\right)=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon_{n}$ provided by Theorem 6.7.

We begin by studying the asymptotic behavior as $n \rightarrow \infty$ of $u_{n}$ and $v_{n}$. We recall that $\mathcal{G}_{N, t}$ denotes the graph made up of $N$ half-lines and a terminal edge of length $t$, all emanating from the same vertex V (Figure 1.a).

Lemma 6.8. Let $\left(r_{n}\right)$ and $\left(\varepsilon_{n}\right)$ be sequences such that $r_{n} \rightarrow \infty$ and $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. Then, up to subsequences,
i) $\bar{s}_{n} \rightarrow \infty$;
ii) $\bar{t}_{n} \rightarrow t \in \mathbb{R}$, where $t$ is such that

$$
\begin{equation*}
\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu)=\mathcal{E}_{\mathbb{R}}(\mu) \tag{52}
\end{equation*}
$$

Proof. Assume that $\left(\bar{s}_{n}\right)$ is bounded and let $\mathcal{T}_{n}$ be the tadpole graph with a self-loop of length $\bar{s}_{n}$. From [7], we know that there is $\delta>0$ so that

$$
\mathcal{E}_{\mathcal{T}_{n}}(\mu) \leq \mathcal{E}_{\mathbb{R}}(\mu)-2 \delta
$$

for every $n$. By the usual density arguments, there exists $w_{n} \in H_{\mu}^{1}\left(\mathcal{T}_{n}\right)$ with compact support, such that

$$
E\left(w_{n}, \mathcal{T}_{n}\right) \leq \mathcal{E}_{\mathcal{T}_{n}}(\mu)+\delta
$$

Now, for every $r_{n}$ large enough, the length of the support of $w_{n}$ becomes smaller than $r_{n}$ : thus, we can view $w_{n}$ as an element of $\mathcal{G}_{n}$ by setting it equal to zero on $\mathcal{G}_{n} \backslash \operatorname{spt}\left(w_{n}\right)$. Therefore

$$
\mathcal{E}_{\mathcal{G}_{n}}(\mu) \leq E\left(w_{n}, \mathcal{G}_{n}\right)=E\left(w_{n}, \mathcal{T}_{n}\right) \leq \mathcal{E}_{\mathcal{T}_{n}}(\mu)+\delta \leq \mathcal{E}_{\mathbb{R}}(\mu)-\delta
$$

for every $n$, which is impossible since $\mathcal{E}_{\mathcal{G}_{n}}(\mu)=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon_{n} \rightarrow \mathcal{E}_{\mathbb{R}}(\mu)$ as $n \rightarrow \infty$ by assumption. Point $i$ ) is proved.

To prove $i i$ ) first note that if (along some subsequence) $\bar{t}_{n} \rightarrow \infty$, then, by Remark $6.2, \mathcal{E}_{\mathcal{G}_{n}}(\mu) \rightarrow$ $\mathcal{E}_{\mathbb{R}^{+}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$, contradicting again the assumptions. Thus $\bar{t}_{n}$ must be bounded and we can assume that it converges to some $t$ as $n \rightarrow \infty$. We are left to show that (52) holds. The inequality $\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu) \leq \mathcal{E}_{\mathbb{R}}(\mu)$ is always true by Theorem 2.7. Assume that the strict inequality holds. Since by continuity

$$
\mathcal{E}_{\mathcal{G}_{N+1, \bar{t}_{n}}}(\mu)=\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu)+o(1)
$$

as $n \rightarrow \infty$, we also have $\mathcal{E}_{\mathcal{G}_{N+1, \bar{t}_{n}}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$ for every $n$ large, and therefore this level is achieved by some $v_{n} \in H_{\mu}^{1}\left(\mathcal{G}_{N+1, \bar{t}_{n}}\right)$ (Theorem 2.7). By Lemma 5.2, the maximum of $v_{n}$ is attained at the tip of the terminal edge $\mathrm{t}_{n}$ of $\mathcal{G}_{N+1, \bar{t}_{n}}$. Once again by density arguments, it is easy to see that there exist functions $w_{n} \in H_{\mu}^{1}\left(\mathcal{G}_{N+1, \bar{t}_{n}}\right)$ with compact support such that

$$
E\left(w_{n}, \mathcal{G}_{N+1, \bar{t}_{n}}\right)=E\left(v_{n}, \mathcal{G}_{N+1, \bar{t}_{n}}\right)+o(1)
$$

as $n \rightarrow \infty$ (it is enough to take, for instance, $w_{n}=\frac{\sqrt{\mu}}{\left\|\left(v_{n}-\delta_{n}\right)^{+}\right\|_{2}}\left(v_{n}-\delta_{n}\right)^{+}$with $\delta_{n} \rightarrow 0$ ). Since $v_{n}$ attains its maximum on the tip of $\mathrm{t}_{n}$, so does $w_{n}$ and, once extended to 0 , the function $w_{n}$ can be seen as an element of $V_{\mathrm{t}}\left(r_{n}, \bar{s}_{n}, \bar{t}_{n}\right)$. Then, as $n \rightarrow \infty$,

$$
\begin{aligned}
\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon_{n} & =\mathcal{E}_{\mathcal{G}_{n}}(\mu) \leq E\left(w_{n}, \mathcal{G}_{n}\right)=E\left(w_{n}, \mathcal{G}_{N+1, \bar{t}_{n}}\right)=E\left(v_{n}, \mathcal{G}_{N+1, \bar{t}_{n}}\right)+o(1) \\
& =\mathcal{E}_{\mathcal{G}_{N+1, \bar{t}_{n}}}(\mu)+o(1)=\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu)+o(1)
\end{aligned}
$$

contradicting the strict inequality $\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu)<\mathcal{E}_{\mathbb{R}}(\mu)$.
The next two lemmas establish the asymptotic behavior of the Lagrange multipliers $\mathcal{L}\left(u_{n}\right)$ and $\mathcal{L}\left(v_{n}\right)$.
Lemma 6.9. Let $u_{n}$ be the ground state on $\mathcal{G}_{n}$ found in Theorem 6.7. Then

$$
\mathcal{L}\left(u_{n}\right) \rightarrow \mathcal{L}(w)
$$

where $w$ is a ground state of mass $\mu$ on $\mathcal{G}_{N+1, t}$.
Proof. The functions $u_{n}$ satisfy $E\left(u_{n}, \mathcal{G}_{n}\right)=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon_{n}$ and, as minimizers of $E$ over $V_{\mathrm{t}}\left(r_{n}, \bar{s}_{n}, \bar{t}_{n}\right)$, attain their $L^{\infty}$ norm on $\mathrm{t}_{\mathrm{n}}$. Since $\bar{s}_{n} \rightarrow \infty$, clearly $\delta_{n}:=\min _{\mathrm{s}_{\mathrm{n}}} u_{n} \rightarrow 0$ as $n \rightarrow \infty$.

We consider the graph $\mathcal{G}_{N+1, t}$ obtained from $\mathcal{G}_{n}$ by replacing the terminal edge $\mathrm{t}_{\mathrm{n}}$ with a terminal edge $t$ of length $t$ (identified with the interval $[0, t]$ ) and by replacing the self-loop $\mathrm{s}_{\mathrm{n}}$ with a half-line (identified with the interval $\left[r_{n},+\infty\right)$ ).

For every $n$, let $\psi_{n} \in H^{1}\left(\mathbb{R}^{+}\right)$be the function constructed via Lemma A.2. We define a sequence $\bar{w}_{n} \in H^{1}\left(\mathcal{G}_{N+1, t}\right)$ by

$$
\bar{w}_{n}(x)= \begin{cases}u_{n}\left(\frac{\bar{t}_{n}}{t} x\right) & \text { on the bounded edge } \mathrm{t} \text { of length } t \\ u_{n}(x) & \text { on the half-lines and on the edge } \mathrm{r}_{\mathrm{n}} \text { of length } r_{n} \\ \psi_{n}\left(x-r_{n}\right) & \text { on the half-line }\left[r_{n},+\infty\right)\end{cases}
$$

Since $\bar{t}_{n} \rightarrow t$ and $\delta_{n} \rightarrow 0$, by Lemma A. 2 it is readily seen that $\nu_{n}:=\left\|\bar{w}_{n}\right\|_{2}^{2}=\mu+o(1)$ as $n \rightarrow \infty$. Finally, set

$$
w_{n}=\sqrt{\frac{\mu}{\nu_{n}}} \bar{w}_{n} \in H_{\mu}^{1}\left(\mathcal{G}_{N+1, t}\right)
$$

By the properties of $u_{n}, \bar{t}_{n}, \delta_{n}$, and Lemma A.2, one easily checks that as $n \rightarrow \infty$,

$$
\begin{equation*}
\int_{\mathcal{G}_{N+1, t}}\left|w_{n}^{\prime}\right|^{2} d x=\int_{\mathcal{G}_{n}}\left|u_{n}^{\prime}\right|^{2} d x+o(1) \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathcal{G}_{N+1, t}}\left|w_{n}\right|^{p} d x=\int_{\mathcal{G}_{n}}\left|u_{n}\right|^{p} d x+o(1) . \tag{54}
\end{equation*}
$$

From this and (52) it follows that

$$
E\left(w_{n}, \mathcal{G}_{N+1, t}\right)=E\left(u_{n}, \mathcal{G}_{n}\right)+o(1)=\mathcal{E}_{\mathbb{R}}(\mu)-\varepsilon_{n}+o(1)=\mathcal{E}_{\mathcal{G}_{N+1, t}}+o(1)
$$

namely that $w_{n}$ is a minimizing sequence for $E$ on $H_{\mu}^{1}\left(\mathcal{G}_{N+1, t}\right)$. By construction, $w_{n}$ attains its $L^{\infty}$ norm on the bounded edge. This shows that minimizing $E$ on $H_{\mu}^{1}\left(\mathcal{G}_{N+1, t}\right)$ is the same as minimizing it among functions that attain their maximum on the bounded edge. For this reason, by Theorem 3.4, $w_{n}$ converges strongly (up to subsequences) in $H^{1}\left(\mathcal{G}_{N+1, t}\right)$ to a ground state $w$. Thus, by (53) and (54),

$$
\mu \mathcal{L}\left(u_{n}\right)=\int_{\mathcal{G}_{n}}\left|u_{n}\right|^{p} d x-\int_{\mathcal{G}_{n}}\left|u_{n}^{\prime}\right|^{2} d x \rightarrow \int_{\mathcal{G}_{N+1, t}}|w|^{p} d x-\int_{\mathcal{G}_{N+1, t}}\left|w^{\prime}\right|^{2} d x=\mu \mathcal{L}(w)
$$

when $n \rightarrow \infty$, as we wanted to prove.
Lemma 6.10. Let $\phi_{\mu}$ be the soliton of mass $\mu$ on $\mathbb{R}$ centered at 0 , so that $E\left(\phi_{\mu}, \mathbb{R}\right)=\mathcal{E}_{\mathbb{R}}(\mu)$, and let $v_{n}$ be the ground state on $\mathcal{G}_{n}$ found in Theorem 6.7. Then

$$
\mathcal{L}\left(v_{n}\right) \rightarrow \mathcal{L}\left(\phi_{\mu}\right)
$$

as $n \rightarrow \infty$.
Proof. As in the preceding lemma, $\delta_{n}:=\min _{\mathrm{s}_{\mathrm{n}}} v_{n} \rightarrow 0$ as $n \rightarrow \infty$. Denote by $p_{n} \in \mathrm{~s}_{\mathrm{n}}$ a point where $u\left(p_{n}\right)=\delta_{n}$. We attach a terminal edge of unitary length to $\mathcal{G}_{n}$ at $p_{n}$ and we call $\mathcal{G}_{n}^{\prime}$ the new graph. Following step by step the procedure used in the proof of Lemma 6.3 we can construct a function $w_{n} \in H^{1}\left(\mathcal{G}_{n}^{\prime}\right)$ such that, as $n \rightarrow \infty$,
i) $\nu_{n}:=\left\|w_{n}\right\|_{L^{2}\left(\mathcal{G}_{n}^{\prime}\right)}^{2}=\mu+o(1)$
ii) $\left\|w_{n}^{\prime}\right\|_{L^{2}\left(\mathcal{G}_{n}^{\prime}\right)}=\left\|v_{n}^{\prime}\right\|_{L^{2}\left(\mathcal{G}_{n}\right)}+o(1), \quad\left\|w_{n}\right\|_{L^{p}\left(\mathcal{G}_{n}^{\prime}\right)}=\left\|v_{n}\right\|_{L^{p}\left(\mathcal{G}_{n}\right)}+o(1)$
iii) $\#\left\{x \in \mathcal{G}_{n}^{\prime}: w_{n}(x)=\tau\right\} \geq 2 \quad$ for almost every $\tau \in\left(0,\left\|w_{n}\right\|_{\infty}\right)$.

Now let $\widehat{w}_{n}$ be the symmetric rearrangement of $w_{n}$ on $\mathbb{R}$. By standard properties (see e.g. [6]) and the preceding relations,

$$
E\left(\widehat{w}_{n}, \mathbb{R}\right) \leq E\left(w_{n}, \mathcal{G}_{n}^{\prime}\right)=E\left(v_{n}, \mathcal{G}_{n}\right)+o(1)=\mathcal{E}_{\mathbb{R}}(\mu)+o(1)
$$

On the other hand, $E\left(\widehat{w}_{n}, \mathbb{R}\right) \geq \mathcal{E}_{\mathbb{R}}\left(\nu_{n}\right)=\mathcal{E}_{\mathbb{R}}(\mu+o(1))=\mathcal{E}_{\mathbb{R}}(\mu)+o(1)$. Therefore $E\left(\widehat{w}_{n}, \mathbb{R}\right) \rightarrow \mathcal{E}_{\mathbb{R}}(\mu)$ as $n \rightarrow \infty$ from which one easily deduces that

$$
\widehat{w}_{n} \rightarrow \phi_{\mu} \quad \text { in } H^{1}(\mathbb{R})
$$

as $n \rightarrow \infty$. Finally we observe that

$$
\begin{aligned}
\frac{1}{2} \int_{\mathcal{G}_{n}}\left|v_{n}^{\prime}\right|^{2} d x & =\mathcal{E}_{\mathbb{R}}(\mu)+\frac{1}{p} \int_{\mathcal{G}_{n}}\left|v_{n}\right|^{p} d x+o(1)=\mathcal{E}_{\mathbb{R}}(\mu)+\frac{1}{p} \int_{\mathcal{G}_{n}^{\prime}}\left|w_{n}\right|^{p} d x+o(1) \\
& =\mathcal{E}_{\mathbb{R}}(\mu)+\frac{1}{p} \int_{\mathbb{R}}\left|\widehat{w}_{n}\right|^{p} d x+o(1)=\mathcal{E}_{\mathbb{R}}(\mu)+\frac{1}{p} \int_{\mathbb{R}}\left|\phi_{\mu}\right|^{p} d x+o(1) \\
& =\frac{1}{2} \int_{\mathbb{R}}\left|\phi_{\mu}^{\prime}\right|^{2} d x+o(1)
\end{aligned}
$$

and from this it follows that as $n \rightarrow \infty$,

$$
\mu \mathcal{L}\left(v_{n}\right)=\int_{\mathcal{G}_{n}}\left|v_{n}\right|^{p} d x-\int_{\mathcal{G}_{n}}\left|v_{n}^{\prime}\right|^{2} d x \rightarrow \int_{\mathbb{R}}\left|\phi_{\mu}\right|^{p} d x-\int_{\mathbb{R}}\left|\phi_{\mu}^{\prime}\right|^{2} d x=\mu \mathcal{L}\left(\phi_{\mu}\right),
$$

as we wanted to prove.
End of the proof of Theorem 2.10. For every $\mu>0$ we can choose $r$ so large and $\varepsilon$ so small that, by Theorem 6.7, the graph $\mathcal{G}:=\mathcal{G}(r, \bar{s}, \bar{t})$ admits two ground states $u, v \in H_{\mu}^{1}(\mathcal{G})$. Of course $u$ and $v$ satisfy (7) with Lagrange multipliers $\mathcal{L}(u)$ and $\mathcal{L}(v)$ respectively.

Let $w$ be the ground state in $H_{\mu}^{1}\left(\mathcal{G}_{N+1, t}\right)$ found in Lemma 6.9, and recall that $E\left(w, \mathcal{G}_{N+1, t}\right)=$ $\mathcal{E}_{\mathcal{G}_{N+1, t}}(\mu)=\mathcal{E}_{\mathbb{R}}(\mu)$ by construction.

By Lemma 6.9 and 6.10 , taking (if necessary) $r$ even larger and $\varepsilon$ even smaller, we can make sure that $\mathcal{L}(u)$ is as close as we wish to $\mathcal{L}(w)$, and that $\mathcal{L}(v)$ is similarly close to $\mathcal{L}\left(\phi_{\mu}\right)$.

Therefore, if we manage to show that $\mathcal{L}(w) \neq \mathcal{L}\left(\phi_{\mu}\right)$, then we obtain at the same time that $u \neq v$ and that $\mathcal{L}(u) \neq \mathcal{L}(v)$, concluding the proof of Theorem 2.10.

To this purpose, we assume that $\mathcal{L}(w)=\mathcal{L}\left(\phi_{\mu}\right)=: \lambda$ and we seek a contradiction. Using the fact that $w$ and $\phi_{\mu}$ have the same mass, the same energy and the same Lagrange multiplier, one shows as in Lemma 5.1 that

$$
\int_{\mathcal{G}_{N+1, t}}\left|w^{\prime}\right|^{2} d x=\int_{\mathbb{R}}\left|\phi_{\mu}^{\prime}\right|^{2} d x \quad \text { and } \quad \int_{\mathcal{G}_{N+1, t}}|w|^{p} d x=\int_{\mathbb{R}}\left|\phi_{\mu}\right|^{p} d x
$$

Let $C$ be the mechanical energy conserved by $w$ on the bounded edge of $\mathcal{G}_{N+1, t}$. Integrating the energy conservation equality we thus see that

$$
\begin{aligned}
\frac{1}{2} \lambda \mu & =\frac{1}{2} \int_{\mathbb{R}}\left|\phi_{\mu}^{\prime}\right|^{2} d x+\frac{1}{p} \int_{\mathbb{R}}\left|\phi_{\mu}\right|^{p} d x \\
& =\frac{1}{2} \int_{\mathcal{G}_{N+1, t}}\left|w^{\prime}\right|^{2} d x+\frac{1}{p} \int_{\mathcal{G}_{N+1, t}}|w|^{p} d x=\frac{1}{2} \lambda \mu+C \ell,
\end{aligned}
$$

namely that $C=0$. This means that on the bounded edge $w$ coincides with the soliton $\phi_{\mu}$. Plainly, also on each half-line $w$ coincides with $\phi_{\mu}$. Then, by the Kirchhoff condition, the vertex of $\mathcal{G}_{N+1, t}$ is an absolute maximum point of $w$, and this violates the fact already proved that $w$ achieves its absolute maximum at the tip of the bounded edge.

## A Appendix

We prove here two technical results that are used in the preceding Section. We start by describing the location of maximum points of ground states on the graph $\mathcal{G}=\mathcal{G}(r, s, t)$ of Figure 2.

Lemma A.1. Let $u$ be a ground state of mass $\mu$ on $\mathcal{G}$ such that $E(u, \mathcal{G})<\mathcal{E}_{\mathbb{R}}(\mu)$. Then $u$ attains its maximum in $\mathrm{s} \cup \mathrm{t}$.

Proof. The function $u$ attains its maximum in $\mathrm{r} \cup \mathrm{s} \cup \mathrm{t}$ by Proposition 2.5 in [7]. Assume that $u$ attains it in r only, and call $p$ the maximum point. Set $\alpha=u(\mathrm{v})$ and identify the part of r between $p$ and W with the interval $[p, r]$. Two alternatives may occur.
i) If $\min _{[p, r] \cup s} u \leq \alpha$, then

$$
\#\{x \in \mathcal{G}: u(x)=\tau\} \geq 2 \quad \text { for every } \tau \in\left(\alpha,\|u\|_{\infty}\right)
$$

because each of these values $\tau$ is attained at least once in r between V and $p$ and at least once in $[p, r] \cup \mathrm{s}$. Since there are $N \geq 2$ half-lines starting from V we conclude that

$$
\#\left\{x \in \mathcal{G}_{r}: u(x)=\tau\right\} \geq 2 \quad \text { for every } \tau \in\left(0,\|u\|_{\infty}\right)
$$

and then, by $\left[9\right.$, Lemma 2.1]), $E(u, \mathcal{G}) \geq \mathcal{E}_{\mathbb{R}}(\mu)$, contrary to the assumptions.
ii) If $\min _{[p, r] \cup \mathrm{s}} u>\alpha$, let $q \in[0, p)$ be the last point where $u(q)=\alpha$. Since $u$ solves (7), its level sets have measure 0 and hence there exists $\tau$ such that

$$
A_{\tau}=\{x \in[q, r] \cup \mathrm{s}: u(x) \geq \tau\}
$$

has measure $s$. Note that $\tau>\alpha$ because $u(x)>\alpha$ in $(q, r] \cup \mathbf{s}$, that has measure greater than $s$, and that

$$
\begin{equation*}
\left|A_{\tau} \cap[q, r]\right|>0, \tag{55}
\end{equation*}
$$

since otherwise it would be $A_{\tau}=\mathbf{s}$, and then $u$ would attain its maximum in $\mathbf{s}$, contradicting the assumption. This also shows that $\min _{\mathrm{s}} u<\tau$. Then

$$
\#\left\{x \in A_{\tau}: u(x)=\sigma\right\} \geq 2 \quad \text { for every } \sigma \in\left(\tau,\|u\|_{\infty}\right)
$$

We now consider the symmetric rearrangement $\widehat{u}$ of $u_{\left.\right|_{A_{\tau}}}$, that can be seen as a function on s and satisfies $\min _{\mathbf{s}} \widehat{u}=\tau$. Finally we consider the decreasing rearrangement $u^{*}$ of $u$ restricted to $[q, r] \cup s \backslash A_{\tau}$. This is a function defined in $[0, r-q]$ and satisfies $u^{*}(0)=\tau$ and $u^{*}(r-q)=\alpha$. Note that due to (55), $[q, r] \cup \mathbf{s} \backslash A_{\tau}$ intersects s in a set of positive measure and therefore every value attained by $u$ in this intersection is attained at least twice. Thus, by the usual properties of rearrangements, $\left\|\left(u^{*}\right)^{\prime}\right\|_{L^{2}(0, r-q)}<\left\|u^{\prime}\right\|_{L^{2}\left([q, r] \cup s \backslash A_{\tau}\right)}$. Defining $v: \mathcal{G} \rightarrow \mathbb{R}$ as

$$
v(x)= \begin{cases}\widehat{u}(x) & \text { if } x \in \mathbf{s} \\ u^{*}(r-x) & \text { if } x \in[q, r] \\ u(x) & \text { elsewhere in } \mathcal{G}\end{cases}
$$

we obtain that $v \in H_{\mu}^{1}(\mathcal{G})$ and $E(v, \mathcal{G})<E(u, \mathcal{G})$, contradicting the minimality of $u$.
The next result is used in the proof of Lemma 6.9.
Lemma A.2. Let $\mathbf{s}$ be a self-loop of length $s$ and let $u$ be a nonnegative function in $H^{1}(\mathbf{s})$. Set $\delta=\min _{\mathbf{s}} u$ and let $p$ be a fixed point on $\mathbf{s}$. Then there exists a function $\psi \in H^{1}\left(\mathbb{R}^{+}\right)$such that
i) $\psi(0)=u(p)$;
ii) $\int_{0}^{+\infty}|\psi|^{2} d x=\int_{\mathbf{s}}|u|^{2} d x+\frac{1}{2} \delta^{2}$;
iii) $\int_{0}^{+\infty}\left|\psi^{\prime}\right|^{2} d x \leq \int_{\mathbf{s}}\left|u^{\prime}\right|^{2} d x+\frac{1}{2} \delta^{2}$;
iv) $\int_{0}^{+\infty}|\psi|^{p} d x=\int_{\mathbf{s}}|u|^{p} d x+\frac{1}{p} \delta^{p}$.

Proof. Let $\tau=u(p)$, consider the level set $A_{\tau}=\{x \in \mathrm{~s}: u(x) \geq \tau\}$ and let $\ell=\left|A_{\tau}\right| \geq 0$. If $\ell>0$, then define $\widehat{u}:[0, \ell] \rightarrow \mathbb{R}$ to be the symmetric rearrangement of $u$ restricted to $A_{\tau}$. Thus,

$$
\begin{equation*}
\int_{0}^{\ell}|\widehat{u}|^{q} d x=\int_{A_{\tau}}|u|^{q} d x \quad \forall q \in[1,+\infty) \tag{56}
\end{equation*}
$$

and, since $\#\left\{u^{-1}(\sigma)\right\} \geq 2$ for almost every $\sigma \in\left(\tau,\|u\|_{\infty}\right)$ as s is a self-loop,

$$
\begin{equation*}
\int_{0}^{\ell}\left|(\widehat{u})^{\prime}\right|^{2} d x \leq \int_{A_{\tau}}\left|u^{\prime}\right|^{2} d x . \tag{57}
\end{equation*}
$$

Next, define $u^{*}:[\ell, r] \rightarrow \mathbb{R}$ to be the decreasing rearrangement of $u$ restricted to $\mathbf{s} \backslash A_{\tau}$, that satisfies the two above properties as well. We note that $\widehat{u}(0)=u(p)=\widehat{u}(\ell)$ and that $u^{*}(\ell)=\widehat{u}(\ell)$, $u^{*}(s)=\delta$. Finally define $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}$ by

$$
\psi(x)= \begin{cases}\widehat{u}(x) & \text { if } x \in[0, \ell) \\ u^{*}(x) & \text { if } x \in[\ell, s] \\ \delta e^{s-x} & \text { if } x>s\end{cases}
$$

(if $\ell=0$ then simply neglect $\widehat{u}$ in the definition of $\psi$ ). Plainly, $\psi \in H^{1}\left(\mathbb{R}^{+}\right)$and $\psi(0)=u(p)$. Furthermore, by (56) and a direct computation,

$$
\int_{0}^{+\infty}|\psi|^{q} d x=\int_{0}^{\ell}|\widehat{\mid}|^{q} d x+\int_{\ell}^{s}\left|u^{*}\right|^{q} d x+\frac{\delta^{q}}{q}=\int_{\mathbf{s}}|u|^{q} d x+\frac{\delta^{q}}{q}, \quad \forall q \in[1,+\infty)
$$

while, by (57),

$$
\int_{0}^{+\infty}\left|\psi^{\prime}\right|^{2} d x=\int_{0}^{\ell}\left|(\widehat{u})^{\prime}\right|^{2} d x+\int_{\ell}^{s}\left|\left(u^{*}\right)^{\prime}\right|^{2} d x+\frac{\delta^{2}}{2} \leq \int_{\mathbf{s}}\left|u^{\prime}\right|^{2} d x+\frac{\delta^{2}}{2}
$$

from which $i i$ ), $i i i$ ) and $i v$ ) follow.
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