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Abstract.  

Cardiovascular Diseases represent the leading cause of deaths in the world. Ar-

terial Blood Pressure (ABP) is an important physiological parameter that should 

be properly monitored for the purposes of prevention. This work applies the neu-

ral network output-error (NNOE) model to ABP forecasting. Three input config-

urations are proposed based on ECG and PPG for estimating both systolic and 

diastolic blood pressures. The double channel configuration is the best perform-

ing one by means of the mean absolute error w.r.t the corresponding invasive 

blood pressure signal (IBP); indeed, it is also proven to be compliant with the 

ANSI/AAMI/ ISO 81060- 2:2013 regulation for non invasive ABP techniques. 

Both ECG and PPG correlations to IBP signal are further analyzed using Spear-

man’s correlation coefficient. Despite it suggests PPG is more closely related to 

ABP, its regression performance is worse than ECG input configuration one. 

However, this behavior can be explained looking to human biology and ABP 

computation, which is based on peaks (systoles) and valleys (diastoles) extrac-

tion. 

Keywords: arterial blood pressure, electrocardiogram, machine learning, neural 

networks output error, photoplethysmogram, system identification. 

1 Introduction 

Cardiovascular diseases (CVDs) represent the most meaningful worldwide health prob-

lem. Indeed, they generate a heavy impact on people's life expectancy, on sick’s life 

quality and on the use of health resources. The definition of CVDs includes pathologies 

affecting both the heart and the blood vessels. The most frequent pathology affects the 

arterial blood pressure (ABP). Hypertension consists of a persistent increase in blood 

pressure that acts on the heart. This condition may cause serious complications to the 



2 

heart and to other organs such as the kidneys, the brain and the eyes. Globally, hyper-

tension kills roughly 8 million people per year [1][2]. 

Blood pressure is determined by the set of forces acting on the wall of the vessels: 

on one hand, the hydrostatic pressure exerted by the blood; on the other side, the re-

sistance opposed by the vessel wall. The hydrostatic pressure depends on the strength 

and frequency with which the heart contracts by pumping the oxygenated blood, while 

the peripheral resistances depend on the extent of the blood flow, the elasticity and the 

diameter of the vessel wall: the smaller the vessel diameter, the higher the pressure 

inside them [3]. The complex physiological regulation system involves the autonomic 

nervous system (the part of the central nervous system responsible for controlling in-

voluntary actions), some hormones and neuromodulators produced by the adrenal gland 

and the kidney that regulates the volume (total volume of blood) [4]. When one of these 

regulating elements is not able to respond appropriately to blood pressure variations, 

arterial hypertension may occur. The measurement of ABP consists of two quantities: 

the systole (SBP), determined by the peak pressure that is observed following the con-

traction of the left ventricle and the diastolic pressure (DBP), calculated during the re-

laxation phase. Due to ageing, diastolic blood pressure tends to decrease, while, at the 

same time, SBP increases; therefore, it is desirable to prevent the onset of the disease 

and report values out of the norm to ensure non-reversible damage. American Heart 

Association (AHA) classifies hypertension into four different stages, which character-

ize the individual's health status in relation to blood pressure values [5]. This is a great 

way to easily identify the severity level and find the most appropriate cure in a timely 

manner. Due to the importance of prevention, and to avoid the degeneration of hyper-

tension, it is necessary to constantly keep both the pressure values under control [6].    

Currently, there are two methodologies for ABP measurement. On one hand, an in-

vasive method, based on an intra-arterial blood pressure (IBP) technique, which repre-

sents a direct measurement by inserting a cannula needle in a suitable artery. This 

method is employed in the Intensive Care Unit (ICU) and in the operating theatre and 

shows continuous patient monitoring of the arterial blood pressure together with its 

waveform visualization on a display. Unfortunately, this procedure may lead to pains 

and infections [7].  On the other hand, a non-invasive indirect method based on Korot-

koff sounds. The most common device for indirect measurement is the sphygmoma-

nometer, which returns the systolic and diastolic pressure values through the compres-

sion and decompression of a cuff, positioned around the patient's arm [8];  however, 

this procedure may lead to the misclassification of large numbers of patients because 

the model has inaccuracies. The non-invasive method proposed in this paper is based 

on the use of artificial neural networks (ANNs), which have been recently applied to 

medical problems, particularly in the fields of radiology, urology and cardiology. An 

ANN is a distributed network capable of identifying relationships in input data that are 

not easily evident with current common analytical techniques; in this sense, artificial 

neural networks can predict the relationships that exist between inputs and outputs [9]. 

In cardiology, artificial neural networks have been successfully applied to the diagnosis 

and treatment of coronary artery disease and myocardial infarction, in electrocardio-

graphic interpretation and in arrhythmia detection and in image analysis in cardiac ra-

diography [10]. Another application, related to blood, is a non-invasive practice for 
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determining hemoglobin concentration [11]. The trained model can be embedded in 

wearable devices, such as the ECG Watch [12] and the VITAL-ECG [13][14][15], for 

providing an anytime, everywhere, unobtrusive blood pressure measurement feature. 

In the proposed work, the neural network output error (NNOE) model, a recurrent neu-

ral network, has been implemented. NNOE is able to learn the physiological relation 

that exists between the inputs, the electrocardiographic (ECG) and the photoplethys-

mographic (PLETH/PPG) signals, and the output (the ABP value) [16]. The former  

represents the electrical signals in the heart, which are a consequence of cardiac muscle 

depolarization followed by repolarization during each cardiac cycle (heartbeat) [17]; 

PPG detects blood volume changes in the microvascular bed of tissue, in an optical way 

[18]. The rest of the paper is organized as follows: Sec. 2 carries out an analysis about 

the methodology for ABP estimation: the dataset used for the experiments is presented, 

the data pre-processing is detailed and the neural network architecture is accurately 

explained together with the chosen evaluation metrics. Sec. 3 details the experimental 

results, followed by the conclusions in Sec. 4. 

2 Methodology 

Fig. 1 shows the proposed framework, which is made of four main processing units: 

1. Dataset description: data are extracted from MIMIC Database [19], in par-

ticular ECG, PPG are chosen as input and the IBP as target. 

2. Data pre-processing: all signals are filtered with a moving mean; ECG is 

also filtered with a high-pass filter to remove disturbances that characterize 

the signal. 

3. Neural Network: NNOE Neural Network Output Error [20], a recurrent 

neural network used to predict the values of IBP, both systolic and diastolic 

blood pressure values. 

4. Metrics: SSE (sum-squared error) for MLP training and MAE (mean abso-

lute error) to evaluate the quality of the forecasting. 

 
Fig. 1. Methodology of the proposed work 
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2.1 Dataset description  

The goal of the work is to obtain a neural network trained in a way that, given the 

ECG and PPG inputs, returns a sufficiently accurate estimation of the ABP signal. Sub-

sequently, the systolic and diastolic pressure is extracted from the peaks (SBP) and the 

valleys (DBP) of the ABP predicted signal.   

The MIMIC (Multi-parameter Intelligent Monitoring for Intensive Care) Database 

is a collection of physiological signals from about 100 different patients, registered in 

the Intensive Care Units of medicine, surgery and cardiology of Boston's Beth Israel 

Hospital [19][21]. The recordings include continuous signals and periodic measure-

ments extracted from the patient monitors and clinical data obtained from the records 

of each patient. The length of the data can vary from 20 to 40 hours, and the recordings 

from the patient monitors are divided into files of 10 minutes, which can be concate-

nated to obtain a single continuous signal. Fig. 2 shows the extracted signals from the 

MIMIC Database of a single patient (ECG, PPG and IBP). ECG and PPG represent the 

input signals, while IBP is the output. In this study, twenty-nine patients are considered. 

The results are analyzed comparing three different neural network configurations:  

 ECG signal as input; 

 PPG signal as input; 

 ECG / PPG synchronized as an input (double channel). 

 

 
Fig. 2. Input signals (ECG and PPG) and output signal (IBP) 

 

 

2.2 Data pre-processing 

The ECG signal can mainly contain three types of noise: 

 Baseline wander: low frequency noise around 0.5-0.6 Hz, which results in an 

oscillation around the baseline; it may be due to the use of incorrect electrodes 

(electrode-skin impedance), patient movements or breathing. 
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 Power line interference: around 50-60 Hz due to the electrical network; it can 

be removed using a notch filter with a cutoff frequency of 50-60 Hz. 

 Electromyography disturbance: a high frequency noise, above 100 Hz, re-

moved using a low pass filter having an appropriate cutoff frequency. 

By analyzing the signals in the database, a high-pass filter is applied to the ECG signal 

to remove the baseline wander. Fig. 3 shows the signal improvement after the disturb-

ance removal. 

 
Fig. 3.  Baseline wander removal from ECG signal 

In addition, a moving mean filter is applied for removing the remaining noise in the 

three signals (ECG, PPG and ABP). The filter, with a window of 3 samples, repre-

sents the simplest form of a low-pass filter.  

 

 

2.3 Neural Network Architecture – NNOE 

There are basically two approaches to forecasting, which depend on the application 

[20]: the former uses the actual and previous values of the output in the regression vec-

tor (e.g. NARX and NARMAX), the latter uses only the previous predictions in the 

regression vector (e.g. NNOE). Obviously only the second case can be considered for 

ABP estimation, because the actual blood pressure information is not available. 

The goal of the neural network output error (NNOE) is to implement a generic model 

structure for the identification of nonlinear dynamic systems in a stochastic environ-

ment. The basic structure of the neural network is a multilayer perceptron (MLP, [22]), 

which has the ability to model very complex continuous functional relationships. 

Fig. 4 shows the workflow of the dynamical system identification. 

 

 
Fig. 4. Dynamical system identification 

The experimental phase consists of the dataset collection, called 𝑍𝑁, which describes 

the entire system with a sampling frequency: 

 𝑍𝑁 = {[𝑢(𝑡), 𝑦(𝑡)|𝑡=1,…,𝑁]} (1) 
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𝑢(𝑡) and 𝑦(𝑡)  represent the control signal and the measured output signal, respectively, 

where 𝑡 specifies sampling instant. 

For the selection of the model structure, a number of regressors is chosen based on 

the idea of a linear system identification, determining the network architecture optimi-

zation with the given regressors as inputs. For NNOE, the shape of the regression vector 

is given by: 

 
𝜑(𝑡) = [�̂�(𝑡 − 1|𝜃) … �̂�(𝑡 − 𝑛|𝜃)   𝑢(𝑡 − 𝑑) … 𝑢(𝑡 − 𝑑 − 𝑚)]𝑇 (2) 

 

where 𝜃 is a vector containing the weights, 𝑛 is the y-predicted lag, 𝑚 is the input lag 

and 𝑑 the delay to obtain the prediction. The vector of prediction is given by: 

 

 �̂�(𝑡|𝜃) = 𝑔(𝜑(𝑡), 𝜃) (3) 

 

where 𝑔 is  the function realized by the artificial neural network.  

The most common method of validation is the investigation of the residuals (prediction 

errors) by cross-validation on a test set.  

NNOE has a predictor with a feedback through the choice of regressors, which in the 

neural network terminology means that the networks become recurrent: future network 

inputs will depend on present and past network outputs (see Fig. 5).  

 
Fig. 5. Structure of NNOE model 

2.4 Metrics 

Two metrics are considered in this paper: the Sum of Squares Error (SSE) for the MLP 

training and the Mean Absolute Error (MAE) for the evaluation of the results. Both 

metrics express how much the network prediction is similar to the desired output (tar-

get). 

The SSE metric quantifies how a dataset varies around a central number (like the 

mean). Generally, a lower residual sum of squares indicates that the regression model 

can better explain the data while a higher residual sum of squares indicates that the 

model poorly explains the data [23][24] . 
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𝑆𝑆𝐸 =  ∑ (𝑦𝑖 − 𝑦�̃�)
2

𝑛

𝑖
 

(4) 

MAE, instead, measures the average magnitude of the errors in a set of predictions, 

without considering their direction. It represents the average over the test sample of the 

absolute differences between prediction and actual observation where all individual dif-

ferences have equal weight [25]. 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑦𝑖 − 𝑦�̃�|

𝑛

𝑖
 

 

(5) 

3 Results 

In the following, three NNOE configurations have been compared with regard to the 

inputs; as shown in Fig. 6, the first one uses only ECG, the second one only PPG, while 

the latter both ECG and PPG as inputs. 

 

 
Fig. 6. NNOE input configurations. Single channel: ECG (left) or PPG (center); double 

channel: ECG and PPG (right). 

The network optimal architecture is determined using a trial-and-error approach, 

where different numbers of hidden neurons and regressors were tested w.r.t. MAE. At 

the end, the chosen neural architecture consists of a multilayer perceptron (MLP) with 

fifty neurons and three regressors.   

Fig. 7 and Fig. 8 show the MAE for SBP and DBP, respectively; for each patient (x 

axis) the MAEs of the three input configurations are grouped: 

 the blue bar represents the network error with the electrocardiogram signal 

as input; 

  the orange bar gives the performances with photoplethysmogram as input 

signal;  

 the yellow bar shows the network MAE with the double channel (ECG and 

PPG).  

To evaluate each input configuration quality, the MAEs have been averaged for all 

patients (excluding the outliers) as shown in Table 1: the double channel configuration 

has the best performance, with an average value of 2.42 and 3.17 for SBP and DBP, 

respectively. 
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Table 1. Systolic and diastolic blood pressure MAE (in mmHg) for the three different inputs. 

Inputs  MAE (SBP) MAE (DBP) 

PPG 3.03 5.72 

ECG 3.94 5.49 

ECG/PPG 2.42 3.17 

 

 
Fig. 7. Mean absolute error for SBP for every patient. 

 
Fig. 8. Mean absolute error for DBP for every patient.  

Because the analysis based only on the MAE metric is not sufficient to assess the qual-

ity of the proposed method, a deeper comparison between the desired target (IBP) and 

the NNOE predicted signal is performed. Fig. 9 shows the target-output signals plot for 

each input configuration for patient 2 (which has the lowest MAEs): the blue solid line 

represents the desired output (target) while the red dashed line the prediction signals. 

As can be seen, the double channel (ECG/PPG) is the best performing one. 
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Fig. 9. Output vs. target signals for each input configuration: ECG (a), PPG (b), ECG/PPG 

(c). 

3.1 Discussion 

Some considerations can be drawn just by considering one patient (here patient 2). The 

Spearman’s rank correlation coefficient measures the non linear correlation between 

two variables. For ECG and ABP, it is equal to 0.17, while for PPG and ABP, it is equal 

to 0.37. Hence, PPG is more correlated to ABP than ECG. Furthermore, the test SSE 

for the NNOE model of the relationship between PPG and ABP is equal to 3.19 × 104, 

and for the relationship between ECG and ABP is equal to 3.42 × 104. All these esti-

mates prove PPG is better related to ABP than ECG. So, why does ECG yield a better 

estimation of ABP? To answer this question, it must be considered that the goal of the 

algorithm is the accurate evaluation of SBP and DBP.  As seen before, the most difficult 

evaluation is SBP, which depends on the slope of the signal, i.e. its derivative. This first 

order rate is proportional to the latency time of the phenomenon. ECG is immediately 

related to ABP, because the pressure depends on the heartbeat. On the contrary, PPG 

depends on the level of oxygen in blood, which in turn depends on the global cardio-

circulatory apparatus: hence it requires a longer time to follow the blood pressure rate 

of change. These considerations are also confirmed in Fig. 2, which shows that the PPG 

signal has a slower rate of change in the peaks than the other two signals. It can be 

deduced that the PPG inertia prevents from the accurate synchronous detection of the 
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pressure peaks. Concluding, despite the fact that PPG better represents the ABP signal, 

ECG better estimates the ABP peaks. In the case of two channels, the pros of both ECG 

and PPG yield the best result. 

4 Conclusion 

In this paper, a non invasive blood pressure estimation technique is presented. To 

determine the best input among a single (ECG or PPG) and a double channel (synchro-

nized ECG and PPG) configurations, a comparative analysis is carried out. Because the 

goal is the ABP forecasting, the NNOE method is used, which is a recurrent neural 

network, based on MLP, employing only the previous predictions in the regression vec-

tor. The algorithm is tested on twenty-nine subjects by always using the IBP as target 

signal for training. From each predicted signal, peaks and valleys have been extracted 

to compute the corresponding SBP and DBP values; then, they are compared with ABP 

ones in terms of MAE as required by ANSI/AAMI/ ISO 81060- 2:2013 regulation for 

non invasive ABP techniques. The double channel configuration yields the best results 

w.r.t. mean absolute error, which results to be, on average, 2.42 mmHg and 3.17 mmHg 

for SBP and DBP, respectively; in this sense, this configuration is compliant with the 

legislation because the estimated values are within +/- 5 mmHg w.r.t. real invasive 

measurements. Among the single input configurations, ECG performs better than PPG 

w.r.t. MAE; on the contrary, the Spearman’s coefficients between the ABP and the two 

inputs suggests an opposite relationship. This behavior is explained by the human biol-

ogy and the SBP latency time: ECG is immediately related to ABP by means of the 

heartbeat, while PPG is related to the global cardio-circulatory apparatus, which re-

quires a longer time to follow the blood pressure rate of change. In this sense, PPG 

inertia prevents from the accurate synchronous detection of the pressure peaks.  

The proposed technique can be embedded in wearable portable devices to perform 

continuous monitoring of vital parameters to prevent the onset of cardiovascular dis-

eases, such us hypertension; indeed, the neural approach can be exploited to fight CVDs 

and reduce the amount of people, who die for such pathologies.  

Future work will deal with an extensive comparison with deep neural networks, e.g. 

convolution neural networks. It will be also further analyzed the use of the recurrent 

neural networks, already used in this experiment [26]. Furthermore, a deeper study of 

specificity and sensitivity w.r.t. the single patient will be conducted; an unsupervised 

patient clustering will be exploited for tuning supervised neural networks specific for 

each cluster, such an approach could be useful to improve the generalization capability 

of the proposed approach. 
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