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Development and Application of a Method for Characterizing Mixture 1 

Formation in a Port-Injection Natural Gas Engine 2 

 3 
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 6 

Abstract 7 

Natural gas has been identified as one of the most promising alternative fuels. Port injection of natural gas, 8 

due to its advantages of costs, manufacturing complexity and mixture homogeneity, is relevant to the current 9 

and future engine development. The present work aims to provide a comprehensive characterization of gas 10 

fuel injection and mixing process, by developing a modeling method for the injector and the engine as a whole 11 

serving as a diagnostic tool for further expounding on the basis of experimental results. The injector is 12 

modeled by the source cell approach that allows for cost-efficient and physics-consistent description of the 13 

underexpanded gas jet, by which a set of fuel injection timings is investigated and then compared with a 14 

conventional premixed case. Two mechanisms peculiar to gas port injection are characterized, being firstly the 15 

two-stage mixing process that involves immediate induction of the residual fuel from the previous engine 16 

cycle and delayed induction of the fuel injected in the current cycle, and secondly the limited fuel penetration 17 

speed along the intake ports with associated delay of charge induction. Additional information on volumetric 18 

efficiency, mixture quality, coherent flow motion and turbulence level is highlighted. It is concluded that the 19 

otherwise intuitive correlation between injection timing and mixture homogeneity for port injection is 20 

complicated by those two mechanisms, and, depending on specific engine design and operating point, 21 

differences resulted from modeling the engine operation with fuel injection and with premixed charge may 22 

prove combustion-significant. The method and the underlying mechanisms found herein are equally 23 

applicable to other combustion systems involving port injection of gaseous fuels. 24 

 25 
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1 Introduction 29 

To reconcile the dilemma between the rising demand for the freedom of human mobility and the imperative 30 

to mitigate the detrimental environmental impacts caused by such energy conversion services has emerged to 31 

motivate decade-long endeavors of research and development in the global transport sector, and will most 32 

likely continue to do even more so for the decades to come. This is particularly true for the automotive 33 

industry, being a fundamental pillar and the most diffused and diversified element of the modern mobility 34 

system, and playing a key role in the economic activity and social connectivity. The ever-accelerating increase 35 

in the number of automobiles meanwhile implies great relevance, responsibility, and potential of the 36 

automotive industry to tackle the accompanying natural environment deterioration and resource depletion on a 37 

broad and significant scale. In particular, internal combustion (IC) engines, which are projected to continue to 38 



serve as the dominant technical solution to modern transportation in the foreseeable future [1], must face the 39 

challenges with respect to anthropogenic CO2-induced climate change [2], air pollution [3], and energy 40 

sustainability and security [4]. 41 

The enormous number and ubiquitous usage connected with road transport dictates its multifaceted nature 42 

and hence defies the feasibility of pinpointing any monolithic solution. Adopting alternative fuels is a viable 43 

approach [5], for their favorable combustion and emission characteristics [6]. . Natural gas has been identified 44 

as one of the most promising candidates [7], mainly owing to its clean combustion and the contribution of its 45 

antiknock quality to spark-ignition (SI) engine efficiency improvement [8]. Natural gas is an admixture of 46 

various gaseous species among which methane (CH4) is the primary and characterizing constituent. The 47 

peculiar physicochemical properties of CH4, pertaining to the methods for combustible mixture preparation, 48 

combustion, and resultant emission formation, make natural gas a major cleaner alternative to conventional 49 

liquid fossil fuels [9], promoting extensive discussion on its applicability to SI engines [10] and heavy-duty 50 

vehicles [11].  Chemically, methane has the highest hydrogen-to-carbon ratio among all stable hydrocarbons, 51 

substantially lowering its fuel carbon intensity. The simple composition also results in a relatively simple 52 

combustion chemistry system that suppresses the formation of soot and other complicated intermediate 53 

compounds. In addition, the stable and compact tetrahedral molecular structure, with resultant low reactivity, 54 

prolongs the ignition delay for CH4 than other hydrocarbon fuels fuels at elevated pressures and temperatures 55 

[12] and over a broad range [13]. Therefore, the combustion regime of methane under typical engine 56 

conditions is predominantly the propagating conduction-diffusion-controlled flames rather than the ignition-57 

delay-gradient-driven autoignition, grating CH4 strong resistance to knocking. As a result, natural gas fueling, 58 

with a proper combination of higher compression ratio (CR), higher intake boost and downsizing beyond the 59 

typical limits of gasoline engines [14], is a key enabler to increase thermal efficiency and specific power, and 60 

fuel economy. Moreover, the gaseous state gives natural gas the inherent advantages of obviating atomization 61 

and vaporization, thus avoiding wall wetting and the formation of fuel-rich pockets. Natural gas is also an 62 

economic fuel owing to its abundant conventional and unconventional resources [15], and can thus reduce 63 

dependency of transport on crude oil and mitigate oil depletion by transport. 64 

The gaseous state nevertheless is problematic for practical fuel applications. The density and viscosity of 65 

compressed natural gas (CNG), drastically lower than liquid fuels, imposes stringent requirements on injection 66 

pressure, injector volume flow rate [16] as well as on manufacturing features such as sealing and lubrification 67 

[17]. In this regard, the wide windows allowable for air-fuel mixing in port injection (PI) system, which 68 

significantly reduce manufacturing complexity and costs, along with its superior capacity to guarantee mixture 69 

homogeneity [18], make PI CNG engine a commercially and technically appealing option to incorporate 70 

natural gas into transport fuel portfolio. As a consequence, PI engines are dominant in the current CNG-71 

vehicle market. 72 

Gasoline-CNG bi-fuel vehicles, especially taxis, have firstly and long witnessed vast popularity. In fact, the 73 

size of the global CNG vehicle fleet has grown by an order of magnitude over the last decade [19], and most 74 

of the engines are retrofitted from gasoline ones with CNG PI [20]. Such enduring popularity has attracted 75 

continuing researches on, for instance, the modeling of performance and emissions [21], driving-cycle bench 76 

tests [22], and real-world emission measurement [23] of bi-fuel PI CNG engines and vehicles, which 77 

substantiated their economically-friendly, environmental benefits. 78 

The inherent compatibility and potential of CNG in stoichiometric-mixture spark-ignition (SI) combustion 79 

system, along with the technological applicability of gas PI system that operates at low pressure (typically 80 



1MPa), has encouraged extensive researches to date on dedicated PISI CNG engines with CNG-specific 81 

optimization. Load-dependent specific CO2 emission reduction by 25-45% was experimentally and 82 

theoretically revealed with a gasoline-converted PISI CNG engine optimized in terms of CR, downsizing, 83 

exhaust gas recirculation (EGR) rate, and spark timings [24]. In addition, PISI CNG vehicles, thanks to the 84 

low-carbon-intensity fuel, were found to produce comparable [25] or less total greenhouse gas emissions in 85 

comparison with their diesel counterparts [26], albeit the latter being more thermally efficient. To retain the 86 

NOX emission advantages of CH4 combustion when CR is typically increased, the mechanism of individual 87 

EGR components was experimentally detailed in a PISI CNG engine for control purposes [27]. Test-cycle 88 

measurements demonstrated that vehicles powered by PISI CNG engines resulted in lower tailpipe particulate 89 

emissions than particulate filter-equipped diesel ones [28]. As a result of the immediately obtainable emission 90 

benefits, an important share of dedicated PISI CNG fleet is accounted for by heavy-duty applications, 91 

especially the captive vehicles in urban areas. In fact, diesel engines, traditionally predominant in this field, 92 

can be efficiently converted to PI CNG by replacing the diesel injector with a spark plug and by adding a port 93 

injector. To this end, an empirical and numerical model-based optimization method was developed for 94 

converting diesel into PISI CNG engines [29], and the combustion characteristics of natural gas inside a 95 

diesel-derived PISI optical engine was observed to assess the influences of typical diesel combustion chamber 96 

on flame propagation [30]. Meanwhile a growing number of specifically optimized PISI CNG engines are 97 

being introduced into the market for the readily available reduction in emissions and costs [11]. Dedicated 98 

PISI CNG engines were also evaluated for small-displacement constant-speed applications such as stationary 99 

generator [31] and decentralized cogeneration plant [32], wherein simplification of the injection system and 100 

high charge homogeneity are preferable properties. For the same reason, the injection strategy and resultant 101 

mixing process inside a PISI side-ported rotary CNG engine, intended as a range extender for hybrid electric 102 

vehicles, were numerically studied [33]. The potential of Miller cycle through increased geometric CR and 103 

late intake valve timing for thermal efficiency improvement in a PISI CNG engine was explored with positive 104 

results [34]. 105 

In addition to the direct application in CNG engines, CNG PI has been extensively involved in a variety of 106 

alternative combustion concepts. Given the physical similarity of CH4 to hydrogen with even lighter 107 

molecules, the benefits of hydrogen-enriched CNG (HCNG) in terms of flame stabilization and further 108 

reduction in fuel carbon content were usually exploited by PI, since the technical difficulties in manufacturing 109 

CNG direct injector apply more to HCNG. HCNG PI with solenoid injector was therefore adopted in both 110 

experimental single-cylinder study [35] and one-dimensional modeling [36]. The emission benefits of CNG 111 

are conveniently incorporated with diesel-like efficiency by dual-fuel, wherein CNG as the main fuel is 112 

commonly delivered by PI method to form a premixed charge for which pilot injection of a high-cetane fuel, 113 

typically diesel, provides the ignition energy. While researches were usually focused on diesel pilot injection 114 

through pre-chamber [37] or multiple injection [38], the combustion process was experimentally shown to be 115 

influenced by CNG PI timing as well [39]. Another dual-fuel concept relies on the SI combustion of a fuel 116 

blend of gasoline and CNG in order to overcome the volumetric efficiency losses of PISI CNG engines 117 

through the synergy between a clean high-octane fuel and a high-energy-density liquid fuel. In this case, the 118 

fuel blends were realized by the concomitant injection, by means of either two port injectors [40] or the 119 

combination of a gas port injector and a gasoline direct injector [41], generally resulting in improved engine 120 

efficiency and emissions with little sacrifice of power output. Moreover, gas PI has been widely applied in 121 

combustion systems operated on other gaseous fuels such as biogas [42], hydrogen [43], and DME [44]. 122 

 123 



Therefore, characterizing PI of natural gas, or of gaseous fuels in general, is highly relevant to the current 124 

as well as future development of IC engines. PI is traditionally implemented in gasoline engines wherein the 125 

liquid fuel is rapidly injected towards the intake valves during a small fraction of the intake stroke, and 126 

adequate mixture homogeneity is normally guaranteed. However, as a consequence of largely reduced density 127 

and sonic-limited velocity at injector nozzle, the limited fuel flow rate and prolonged injection duration may 128 

result in the mixing characteristics of gas PI distinguishable from liquid PI. In fact, perceivable effects of 129 

mixture quality variation attributable to the PI operation were observed. The indicated mean effective pressure 130 

(IMEP) data were statistically analyzed to examine the dynamics of cyclic combustion instabilities in a PISI 131 

CNG engine, and injection timing was verified to influence combustion stability due to different mixture 132 

stratification inside the combustion chamber [45]. A similar study on combustion cycle-to-cycle variation 133 

(CCV) in a large-bore PISI CNG engine showed that the CCV, as an indicator of mixture quality, was affected 134 

by the port injector elbow types and injection duration as the fuel was delivered into the intake manifold 135 

behind the valves [46]. It was also experimentally shown that PI timing had a significant influence on the 136 

premixed combustion process in a dual-fuel engine, and was a potential factor for performance optimization 137 

[39]. Moreover, varying the gas injection parameters is in fact a common practice for PISI CNG engine 138 

calibration which affects optimization objectives such as fuel consumption and emissions. Accordingly, as 139 

gaseous fuels are becoming increasingly popular in engine applications and mixture quality is a well-known 140 

factor determining the combustion process, investigation into PI and mixture formation processes peculiar to 141 

gaseous fuels is necessitated. 142 

To understand the behaviors of gas PI, the gas jet emitted from a production port injector was examined in 143 

detail by means of schlieren imaging whereby both free and impinging natural gas jets were visualized so as 144 

to represent realistic PI conditions [47]. The study was focused on the assessment of the axial and radial 145 

penetration as well as the overall targeting profile of the gaseous fuel jet. A similar optical observation on jet 146 

development was performed for a single-hole nozzle injector, presenting the correlation of pressure with tip 147 

penetration and mass flow rate respectively [16]. Furthermore, in view of the underexpanded nature of 148 

practical fuel injection, the effects of nearfield shock structure on farfield jet evolution and injection 149 

parameters were analyzed with various pressure ratios and nozzle diameters, wherein the promoted spatial 150 

distribution and turbulent mixing in the shock-dense nearfield were highlighted [48]. It is agreed among those 151 

studies that the injection characteristics of gaseous fuel differ from liquids, and supposing that gas PI exhibit 152 

peculiar mixing process meriting detailed investigation is plausible. Meanwhile, experimental and numerical 153 

studies of CNG engines with port-injected fuel usually assume homogeneous mixtures [49], thus tending to 154 

rule out variations potentially attributable to PI operation. To ascertain its influences or lack thereof, the 155 

process and underlying mechanisms of injection and mixture formation inside intake manifold and 156 

combustion chamber resulting from gas PI, apart from studying the gas jet itself, has to be understood. 157 

However, in-detail characterizing methods and discussions in this regard have been scarcely documented in 158 

literature. Therefore, the present work aims to present a method for characterizing the gas injection and 159 

mixture formation for engines equipped with gas PI. 160 

For investigating experimentally reported influences of gas PI on engine operation, numerically modeling 161 

the gaseous fuel injection and air-fuel mixing processes by means of computational fluid dynamics (CFD) is 162 

an effective way. CFD modeling allows the complex air flows and its interaction with high-velocity injected 163 

fuel to be revealed in three-dimensional details, and is useful for obtaining flowfield properties that are not 164 

readily accessible by experimental means. In the present work, the characterization of CNG PI consists in 165 

firstly modeling the injector with the source cell method and subsequently incorporating the injector model 166 



into the full engine model in order to thoroughly understand the entire injection and mixing process. In 167 

particular, the source-cell modeling method for the single-hole gas injector is discussed in detail with respect 168 

to model implementation and grid density that are specifically tailored for mixture formation study in gas PI 169 

engines. An engine calibration is performed beforehand which substantiates the influences of gas PI timing on 170 

engine performance and sets the background for further CFD investigation. By then numerically modeling 171 

several engine operation cases with gas injection and comparing with a premixed case, the objective is to 172 

provide a comprehensive insight into the mixing characteristics peculiar to gas PI through the presented 173 

method, characteristics including the major differences from liquid fuel operation, the underlying mechanisms 174 

that governs the mixing between injected gaseous fuel and air, and the influences of gas PI on flow parameters 175 

to be considered when designing PISI CNG engines or diagnosing their operation. 176 

 177 

2 Engine configuration 178 

The engine herein investigated is intended as a high-performance urban mobility solution that incorporates 179 

the immediate pollutant and CO2 emission benefits of natural gas fueling in traffic-dense regions. The 180 

prototype is a downsized two-cylinder water-cooled PISI CNG engine that is turbocharged with intercooling. 181 

The main engine parameters are reported in Table 1. Variable valve actuation (VVA) is implemented to the 182 

intake valvetrain, for which the valve timing reported in the table have to be intended as referred to the full 183 

load conditions, as well as to a reference lift of 1 mm. Being a dedicated CNG engine, the CR is elevated from 184 

the gasoline baseline up to 13:1 by modifying the piston crown, in order to take advantage of the knock-185 

resistance of natural gas. More specifically, the modified piston features a dome whose size has been fitted to 186 

the clearance volume, as can be seen in Figure 1a. Figure 1 also shows the geometry of the cylinder head (Fig 187 

1b). The optimization of the engine combustion chamber was studied previously by the authors and it was 188 

documented in [50]. Since the intake ports featured a moderated tumble intensity, and given the necessity of 189 

sustaining the turbulence intensity at partial load, a configuration with masked intake valve was adopted. The 190 

mask showed to inhibit the intake flow on the intake side, thus suppressing the reverse tumble flow at low lift. 191 

The effect is clearly visible in Figure 2 (data taken from [50]). In fact, despite the advanced valve closure at 192 

partial load, the quite high tumble intensity generated during the intake process allowed the same tumble level 193 

as the full load case to be obtained. In both cases, the tumble number peak in the compression stroke was 194 

around 0.6 (see Figure 2). 195 

The engine is designed to be fueled with natural gas with variable composition. In the experimental tests 196 

documented in this paper and in [50], the engine was fueled by natural gas taken from the network, and 197 

controlled periodically. The average, detailed, composition is reported in Table 2. A Bosch single-hole 198 

injector is mounted to the intake port of each cylinder and fed by a high-pressure CNG storage tank along with 199 

two pressure regulating valves. 200 

 201 



Figure 1   Engine geometry: piston (a), cylinder head (b). 202 
 203 

 204 

Figure 2   Engine tumble number (from [50]). 205 
 206 

 207 

 208 

Species Unit Value

METANE %vol 91.8

ETANE %vol 4.4

PROPANE %vol 0.9

BUTANE %vol 0.3

Nitrogen %vol 2.4

Table 2   Natural gas detailed composition 209 
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 Engine – SI CNG

 Cylinder – Straight twin

 Cylinder head – Pent-roof

 Air induction – Turbocharge, intercooler

 Turbocharger – Wastegate controlled
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 Bore mm 72

 Stroke mm 84

 Connecting rod mm 128

 Displacement cm3 685

 Compression ratio – 13:1
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  Valves per cylinder – 4

 Valve train intake – FIAT MultiAir VVA

 Valve train exhaust – Fixed cams
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IVO deg CA 368

IVC deg CA Variable - 549570 @ 
Full Load

EVO deg CA 145

EVC deg CA 360
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  Injection system – Multipoint port injection

 Fuel rail pressure bar 5 – 10 (9 used herein)

 Injector type – Single hole

 Hole diameter mm 1.5

Table 1   natural gas engine specifications 



The prototype engine is numerically investigated for diagnostic purposes of providing explanation for the 211 

optimum injection timing that has been experimentally identified, and of understanding in detail the influences 212 

of injection timing on air-fuel mixing process, fuel distribution, volumetric efficiency and flowfield. 213 

 214 

3 Model description 215 

Numerical modeling often proves an essential tool for studying the complex internal flow of an engine. The 216 

engine cycle including gas injection is modeled in the environment of a three-dimensional finite-volume CFD 217 

solver, Star-CD (version 4.20). The model herein presented is an enhanced version of the ones described in a 218 

study of tumble flow motion inside a pent-roof engine [51] and in a comparative study of different combustion 219 

chamber designs for a PISI CNG engine [50].. While in the previous works combustion was modeled by 220 

adopting a homogeneous mixture assumption, in the present work the injection event is described in detail and 221 

the mixture stratification characterized. Given that the focus was given to the assessment of the implications 222 

of the specific injection simulations, the combustion phase was not simulated in this paper. 223 

3.1 Computational domain 224 

The computational domain encompasses the complete engine geometry including the combustion chamber, 225 

intake and exhaust ports that are extended up to the respective collecting manifold (see Figure 3), consisting 226 

of hexahedral finite-volume cells. The mesh topology and resolution inside the cylinder and through the 227 

valves are the same as in [50]. More specifically, the target cell size in the majority of the volume is imposed 228 

at 1 mm, and local refinements are allowed to resolve critical engine geometries. In particular, cells between 229 

the valves and corresponding seats are set in the range of 0.2-0.4 mm, considering the high flow velocity 230 

during gas exchange phases. Such spatial resolution has been validated in terms of grid sensitivity [50-53], 231 

and accepted to be sufficient. Moreover, several parallel layers of gradually coarsened extrusion cells are 232 

imposed on the inlet and outlet pressure boundaries to improve accuracy and to attenuate possible boundary-233 

induced perturbation and wave reflection thanks to the increased artificial dissipation. 234 

 235 

A manually built grid of the injector and housing thereof, with regularly spaced orthogonal hexahedral 236 

cells, is integrated into the engine volume (see the yellow grid block in Figure 3), including the injector nozzle 237 

in the exact position. The injector location is a typical arrangement for gaseous fuel PI featured in many 238 

studies of CNG [45], HCNG [36], and dual-fuel [54] engines. The grid is manually built for good control over 239 

mesh quality and spatial resolution both inside and in the proximity of the injector nozzle. A gradual multi-240 

layer transition zone from the highly refined cell sizes to the ~1 mm of the main engine grid is realized. 241 

3.2 Injector modeling 242 

 

Figure 3   Overview of the engine geometry and computational 
domain (intake on the lefthand side, exhaust on the righthand side)



Following the concept introduced in [55], a particular injector model, the source cell method, is applied. 243 

Specifically, the injected fuel is introduced into the computational domain as additional source terms in the 244 

form of 245 

𝑠 𝑚 𝜙                                                            1  246 

where 𝑚  is the injected mass flow rate per unit volume, and 𝜙 a generic flow variable attributed to the 247 

injection stream. A proper source term is provided at a selected cluster of cells for each finite-volume equation 248 

solved, i.e. the mass flow rate itself (𝜙 1) for the continuity-derived pressure equation, the three velocity 249 

components for the momentum equations, and the information of temperature and mass fraction for the energy 250 

and species transport equations. The prescribed values of the variable 𝜙, namely velocity and temperature in 251 

this case, are calculated from the upstream condition in the fuel rail according to the location of the selected 252 

cluster of source cells relative to the injector nozzle. 253 

This method results similarly to a fixed inlet boundary condition but eliminates the necessity of imposing 254 

an actual boundary and the corresponding injector inner geometry leading up to the inlet. Nevertheless, it has 255 

to be noted that it fundamentally differs from the phenomenological injector models such as notional nozzles 256 

with corrected diameters or fictive gas droplets that bypass the underexpansion and associated shock waves. 257 

The source cell method introduces the gas flow within the injector nozzle and therefore allows the physical 258 

phenomena of an underexpanded jet to be numerically described. The source cell method is presented here 259 

with reference to a single-hole injector, however it can be successfully applied also for poppet-valve [55] and 260 

multi-hole injectors. 261 

3.3 Numerical strategy 262 

The three-dimensional time-dependent turbulent flow fields are solved by the RANS approach with the 263 

RNG 𝑘-𝜀 model. RANS is selected to approximate the mean flowfields for reasonable requirements on the 264 

spatial and temporal resolution, especially considering the underexpanded jet that would induce large mean 265 

flow gradients and thereby a wide range of turbulence scales. The RNG 𝑘-𝜀 model, accounting for the effects 266 

of different scales of turbulent motion, is supposed to improve the prediction of complex flowfield involving 267 

swirling and rapid strain changes. RANS with RNG 𝑘-𝜀 model has been commonly applied and validated for 268 

reacting and non-reacting engine flows [33,56] as well as specifically for underexpanded jets issuing into 269 

quiescent gaseous medium in constant-volume chambers [48,] and for gas fuel injection in engines [57]. It has 270 

also been pointed, by a specialized study of numerical settings for simulating underexpanded gas jet [58] as 271 

well as by CFD modeling of gas injection into constant-volume chamber [59] and into representative engine 272 

geometries [60], out that the various turbulence model variants within the 𝑘-𝜀 family have limited influences 273 

on the predicted jet structure. 274 

An experimentally calibrated model using the system-level simulation tool, GT-Power, provides crank 275 

angle-resolved pressure profiles at the intake and exhaust manifolds that are used for boundary conditions at 276 

the same positions in the three-dimensional CFD model. Likewise, pressure and temperature profiles inside 277 

the combustion chamber are utilized to initialize thermodynamic state. In particular, the start of simulation is 278 

set at 90 crank angle degree (degCA) before exhaust valve opening (EVO), and the initial condition is 279 

calculated from a hypothetical polytropic expansion such that the in-cylinder pressure and temperature at 280 

EVO are the same as those in the real expansion stroke likely with ongoing combustion. This initialization 281 

strategy is crucial to the imposition of a correct velocity field inside the combustion chamber. Due to the large 282 

pressure difference, the blowdown in conjunction with the asymmetric exhaust ports (see Figure 3) leads to a 283 



significantly different flowfield than an otherwise symmetric piston-driven one according to preliminary tests. 284 

Moreover, concerning the need of getting rid of the influence of the initial conditions, several studies in the 285 

literature pointed out the opportunity of simulating multiple cycles. In [61] it was pointed out that in specific 286 

conditions it is not possible to reach a stable cycle-to-cycle evolution, and in such cases an ensemble average 287 

over the 2nd to the n-th simulated cycles was recommended. This finding was also confirmed in [62], even 288 

though it was found that, depending on the mesh size and the engine characteristics, the presence of numerical 289 

viscosity can damp the numerical perturbations. With reference to the model used in this paper, a few 290 

considerations are anyhow necessary. First, since the combustion phase is not simulated, the expected cycle-291 

to-cycle variation is greatly reduced. Second, from the point of view of mixture stratification, the cyclic 292 

variation of turbulence-related quantities has a negligible effect with respect to the fuel-concentration 293 

initialization, as it will be discussed in Section 4.3. Third, the model including the detailed simulation of the 294 

compressible fuel jet is really CPU-demanding and a compromise between simulation accuracy and 295 

calculation time is advisable. According to the preliminary tests carried out by the authors, the simulation of 296 

the crank angle interval between 90 deg before EVO and spark timing represented the best compromise for the 297 

purpose of the present paper. 298 

The RANS equations are supplemented with the ideal gas model. All geometrical boundaries are treated as 299 

adiabatic walls with standard algebraic wall functions. The choice is motivated by the fact that, since 300 

combustion is not simulated in the work as already mentioned, the temperature variation is not big enough for 301 

meaningful heat transfer to occur. Convective fluxes are approximated by the second-order MARS (monotone 302 

advection and reconstruction scheme). The thus computed cell-face centered variables are also used to 303 

approximate the diffusive terms. The MARS scheme of second-order accuracy is preferred for the spatial 304 

discretization of the momentum equations over the first-order upwinding scheme so as to avoid excessive 305 

numerical dissipation of the large gradients associated with the fuel injection. The second-order accurate 306 

central differencing (CD) scheme is instead applied to the continuity equation. The time marching procedure 307 

is handled by an implicit scheme of a formal accuracy between the first and second order. The velocity-308 

pressure coupling in the momentum equations is solved by the predictor-corrector-based PISO (pressure-309 

implicit with splitting of operators) algorithm. 310 

 311 

4 Results and discussion 312 

For the reason of clarity, pure CH4 is hereinafter used as the surrogate fuel for natural gas. The convention 313 

of engine crank angle is such that the firing top dead center (TDC) is at 0 degCA, or periodically 720 degCA, 314 

and accordingly 360 degCA corresponds to the valve-overlapping TDC, which is consistently used throughout 315 

the present work. 316 

4.1 Injector modeling 317 

This section presents the different implementations and grid dependence study of the source cell method 318 

and hence a generalization thereof for the purpose of numerically characterizing gas fuel injection. 319 

The effects of location of the source cell cluster, wherein the source terms in Equation (1) are introduced, 320 

are inspected with three locations relative to the inner injector geometry (see the blue-colored cells in Figure 321 

4). The near-tip flow passage of the injector is conceptually a convergent nozzle with the exit being the critical 322 

section. A conical nozzle with ~30° convergent angle is implemented, called case "nozzle" hereinafter, and the 323 



source cells are located at a distance from the critical section. The velocity (in terms of Mach number) and 324 

temperature for the source cells are calculated from [63]: 325 

𝐴
𝐴

1
𝑀

1
𝛾 1

2 𝑀

𝛾 1
2

                      2  326 

𝑇
𝑇

1
𝛾 1

2
𝑀                                               3  327 

where 𝐴 is the known cross-section area where the source cells are located, 𝐴  the critical-section area of the 328 

injector nozzle, 𝑇  the stagnation temperature in the fuel rail (which is kept almost constant in the normal 329 

engine functioning), 𝑇 the temperature of the source cells, 𝛾 1.32 the specific heat ratio for CH4, and 𝑀 the 330 

Mach number. In the other two cases, the source cells are directly at the critical section and, since a 331 

geometrical section cannot be represented by finite-volume cells, one case has the source cells immediately 332 

upstream of the critical section, hence called case "upstream of nozzle" hereinafter, and the other case at 333 

immediate downstream, called case "downstream of nozzle". An extrusion of the surrounding grid is built in 334 

the last case. For these two cases, the critical temperature is calculated according to Equation (3) inserting 335 

𝑀 1 and the velocity corresponds to the local speed of sound since the injector is always chocked. The aim 336 

is to examine if different flow structures and mixing behaviors would result from the two source cell locations 337 

that should have both otherwise been located at the exact critical section if not for the limiting finite-volume 338 

discretization. Mass flow rate per volume, 𝑚 , for the source term is derived from the same injection rate. 339 

Case upstream and downstream of nozzle share the same per-volume value, different from case nozzle as it 340 

has a larger source cell volume. 341 

 342 

The grid dependence deals with the spatial resolution in the proximate region downstream of the injector 343 

exit, relative to the cell size in the nozzle. The number of cells, and thereby the cell size, used to resolve the 344 

nozzle is instead fixed and the validity is discussed in the next section. Specifically, 12 cells across the 1.5 345 

 
                                    (a) Nozzle                                       (b) Upstream of nozzle                           (c) Downstream of nozzle 

 
                               (d) Refinement 1                                      (e) Refinement 2                                       (f) Refinement 3 

Figure 4   Modelling of the port-fuel injector with different source cell locations (upper row) and local grid refinement levels (lower row)



mm nozzle diameter, resulting in 0.125 mm cell size, are placed inside and in the immediate downstream of 346 

the nozzle. A level-wise transition (multiplied by 2) is realized towards the bulk engine grid. Accordingly, 347 

three distinct refinement zones with cell sizes of 0.125, 0.25 and 0.5 mm are imposed for a gradual transition 348 

and conformal node connection. 349 

The grid dependence study is to examine the necessary extension of each refinement zone for an acceptable 350 

description of the underexpanded injection and mixing process, acceptable in the sense of a tradeoff between 351 

result fidelity and computational overhead. A refined grid is expectedly requested by the shock wave-352 

containing, albeit inviscid and non-mixing, core flow and by the large shear in the peripheral mixing layer. 353 

Three refinement cases are conceived for this purpose (see Figure 4). In common, the finest 0.125 mm zone 354 

covers the initial range, designated by 𝑥/𝐷 (the distance 𝑥 from the nozzle exit normalized by the nozzle 355 

diameter 𝐷) 4, essential to capturing the high underexpansion and the first shock cell. In case refinement 1, 356 

this finest cell zone is further extended up to 𝑥/𝐷 20, whereas in case refinement 2 that same range is 357 

covered by the next refinement level of 0.25 mm. In case refinement 3, a rapid transition of 4 layers for each 358 

remaining refinement level after the initial range is implemented that in total spans the range of 𝑥/𝐷 6 to 359 

which the bulk engine grid is connected. Case refinement 2 in fact coincides with the abovementioned case 360 

upstream of nozzle. 361 

The nearfield shock structures of the fully developed jets resulted from the source cell-modeled injector are 362 

quantitatively compared in Figure 5, wherein the Mach numbers along the injector centerline are presented 363 

against the normalized distance 𝑥/𝐷. 364 

 365 

With a partial inclusion of the inner flow passage, case nozzle initially features a subsonic speed, indicating 366 

that the source terms calculated from isentropic nozzle theory are an underestimation. This behavior is 367 

attributable to the decrease in discharge coefficient caused by the curvature of upstream converging 368 

streamlines and to the transition in the boundary layer caused by viscous effects [64]. The subcritical flow 369 

reaccelerates to supersonic state shortly downstream. Eventually all three cases of source cell location attain 370 

Figure 5   Mach number of the fully developed jet along the 
injector centerline 



the same first shock structure at 𝑥/𝐷 2. Differences in Mach number appear from 𝑥/𝐷 4 onwards. The 371 

discrepancies are nonetheless considered less of a concern since, firstly, the Mach disk and the first shock cell, 372 

typically dominant in highly underexpanded jets, are identically predicted. Secondly, magnitudes of the 373 

differences present in the subsequent minor shock structures are insignificant. 374 

As to the grid dependence, the three cases describe the first shock cell in exactly the same way as a result of 375 

the commonly imposed initial refinement zone up to 𝑥/𝐷 4. Accordingly, the numerical model is 376 

physically plausible in that the first shock cell by its supersonic nature is supposed to be indeed unaffected by 377 

downstream grid structures whose effects are blocked by shock waves. Furthermore, the limited refinement 378 

zone in case refinement 3 proves insufficient for capturing the minor shock cells as the periodicity is lost. The 379 

multiple minor shock structures in the potential core are described in both case refinement 1 and 2, with the 380 

latter case featuring a lower amplitude due to its doubled cell size than the former case. The diminishing 381 

wavelengths are nonetheless the same, and the discrepancies in wave amplitude are very small. The periodic 382 

structures downstream of the Mach disk are expected. The pressure ratio herein for the fuel injection lies on 383 

the ambiguous borderline of the transition from highly to very highly underexpanded jets, ambiguous in that 384 

the criteria have been set on an empirical basis and the transition itself is more gradual than abrupt [64]. 385 

Consequently, the underexpanded jet is predominantly but not exclusively characterized by the first shock 386 

cell. 387 

It is worth clarifying that the objective of the injector modeling is to identify a suitable method for 388 

analyzing mixture formation inside the combustion chamber, and therefore a highly accurate description of the 389 

complex shock waves is beyond the scope. From the perspective of engine operation, the mixture at the spark 390 

event is of the utmost interest which fundamentally affects the combustion process in terms of ignitability, 391 

stability, flame propagation rate and pollutant formation. To this end, the probability distribution of the in-392 

cylinder fuel mass with respect to relative air-to-fuel ratio (RAFR, or lambda 𝜆) at the spark event in the range 393 

𝜆 1 0.06 is presented in Figure 6 as a representation of the final mixture homogeneity. The probability 394 

distribution is derived from statistically analyzing the instantaneous CH4 mass fraction in all the finite-volume 395 

cells. 396 



 397 

Consistent with the previous observations in Figure 5, the excessive numerical dissipation of case 398 

refinement 3 overestimates the jet spreading and mixing rate, and this effect of artificially enhanced diffusion 399 

is carried over into the combustion chamber to result in a more homogeneous final mixture than the other 400 

cases (appearing as a narrower distribution around 𝜆 1). In the meanwhile, extremely subtle differences in 401 

the final mixture distribution result from the three cases with different source cell locations as well as from 402 

case refinement 1 and 2, further confirming that the small discrepancies in describing the minor shock cells 403 

posterior to the dominant Mach disk have insignificant impact on the mixing process inside the combustion 404 

chamber. Case refinement 1 and 2 are therefore considered equivalent in terms of mixing process, indicating 405 

the achievement of grid independence. In fact, as a result of the extensive highly-refined zones, the injector 406 

grid alone in case refinement 1 contains ~1.9 million cells, comparable with the ~2.1 million cells of the 407 

remaining engine grid that is already a refined mesh by RANS standards. Case refinement 1 hence incurs 408 

substantial computational overhead with largely diminishing improvement in predicting the mixing process, 409 

especially towards the combustion onset. 410 

It is concluded that, with the source cell modeling method, the first shock cell, Mach disk and mixture 411 

formation are independent of whether the nozzle flow is simulated from upstream or directly at the critical 412 

section, as long as an initial zone with the cell size identical to that across the nozzle covers the first shock cell 413 

and a refinement zone of sufficient resolution and extension covers the rest of the potential core. 414 

4.2 Model validation 415 

The model validation presented here focuses on the prediction of the compressible, underexpanded fuel jet, 416 

since the overall engine model is essentially the same as in [50] and was extensively validated there. In 417 

addition, the experience done in previous works on the simulation of underexpanded jets was taken as 418 

reference [52, 55, 58]. Based on the universal similitude of circular nozzle flowfield, resolving the injector 419 

orifice with 12 cells across its diameter is considered appropriate by referring to pertinent grid dependence 420 

studies on gas injection. Specifically, it has been verified that from 10 cells upwards the grid sensitivity of 421 

Figure 6   In-cylinder fuel mass distribution at spark event 



flows near the nozzle is largely reduced [65], and similarly, that using more than 10 cells across the nozzle 422 

brings about little effects on jet development, penetration and mixing behaviors [66]. In addition, the 423 

combined effects of spatial resolution and discretization schemes were studied in [58], arguing that 20 424 

diameter-wise cells with the first-order upwind scheme were sufficient for a fully grid-independent description 425 

of the time-dependent jet evolution and mixing process, whereas equivalent results were attainable with 10 426 

cells and the second-order MARS scheme that also provided a good prediction of the typical underexpanded 427 

shock structure. Given 10 cells appearing to be the convergence point, 12 cells are herein imposed for an extra 428 

safety margin and considered methodologically validated. Furthermore, pressure ratios involved in all the 429 

reference studies were much higher than that in the present work, and theoretically less than 10 cells may 430 

already suffice. 431 

Considering that the normal shock is identically captured by all the modeling options above, the 432 

predominant shock-relevant Mach disks, specifically the position thereof, are compared with references. In 433 

fact, Mach disk position is the only parameter that has been extensively studied with well-documented 434 

correlations with pressure ratio [64]. The compressibility-governed flow phenomena in the potential core have 435 

long been proven to be primarily dependent on pressure ratio. In this work, the injection pressure 𝑝  is 9 bar 436 

and the ambient pressure 𝑝  inside the intake ports corresponding to the crank angle in Figure 5 is about 0.85 437 

bar (a specific crank angle has to be referred to since the pressure during an engine cycle varies continuously), 438 

resulting in 𝑝 /𝑝 10.59. 439 

An empirical relation based on a collection of experimental measurements was proposed in [67] for the 440 

correlation between normalized Mach disk position and pressure ratio, and is reported in Equation (4). 441 

Another similar experiment-derived relation, with a slightly different coefficient, as proposed by experiments 442 

on free jet in wind tunnel [68] and supported by another study of axisymmetric jet [69] is reported in Equation 443 

(5). Both relations imply that the Mach disk position is insensitive to factors other than the pressure ratio. 444 

Alternatively, the correlation was formulated as also a weak function of 𝛾 through dimensional group analysis 445 

[70], reported in Equation (6), so as to consider the thermodynamic effects. 446 
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where 𝑥  is the position of Mach disk along the jet centerline from the exit section. Mach disk positions 450 

according to the various relations slightly differ from one another yet no verdict has been finalized, although 451 

Equation (4) and (5) have been referred to more often in the literature. 452 

The Mach disk position predicted by the injector model in the present work (see Figure 5) and the values 453 

calculated from the correlations above are compared in Table 3. The predicted result closely reproduces the 454 

two empirical relations, and is less than 5% lower than the analytical formulation using 𝛾 1.32 for CH4, 455 

indicating that the numerical model is reasonably valid. The good agreement additionally implies that the 456 

injector modeling by means of source cells is able to produce consistent underexpanded jet structures that are 457 

equivalent to the results obtained by the conventional modeling approach using boundary conditions at the 458 



upstream nozzle inlet, substantiating the same argument made in [58]. 459 

 460 

In view of the source-cell location sensitivity and grid dependence of the in-cylinder mixture formation 461 

process, the injector model with the configuration of case upstream of nozzle and case refinement 2 fits well 462 

the scope of the present work, and is hereby used for the detailed diagnostic investigation into the mixing 463 

mechanism of PI operation. 464 

4.3 Injection timing and mixture formation 465 

Experimentally, an injection sweep over the entire 720 degCA engine cycle for the operating point 2000 466 

rpm low part load (IMEP = 4 bar) is performed on the prototype engine to investigate the effects of injection 467 

timing. This particular operating point is selected for two reasons: first, the close-to-low-end engine speed 468 

largely hinders in-cylinder charge motion; and second, the VVA-enabled short intake opening window and 469 

small lift, typical of part-load operations, is problematic for charge induction. End of injection (EOI) at 270 470 

degCA is identified as the optimum timing according to engine calibration in terms of fuel consumption, 471 

hydrocarbon and carbon monoxide (HC and CO) emissions, and mixture homogeneity, with operational 472 

abnormalities occurring at other timings. 473 

To reveal the underlying mechanisms that elude experimental testing, the injection sweep is reproduced in 474 

the previously mentioned GT-Power model. The RAFR distribution between the two cylinders is presented in 475 

Figure 7 including all the investigated EOI timings at 30-degCA intervals. The VVA-reduced intake valve 476 

profile indeed constrains charge induction, as a small fraction of the engine cycle (from ~150 to 420 degCA) 477 

is usable for EOI variation to produce an even inter-cylinder fuel distribution. For EOIs outside this range, the 478 

symmetric patterns indicate that fuel crossing from one cylinder to the other occurs. Six injection timings (see 479 

filled dots in Figure 7) are selected for further CFD analysis, among which the early and late EOIs (60 and 480 

510 degCA) are for understanding the fuel crossing and four EOIs within the usable window (150, 270, 360 481 

and 420 degCA) for detailed mixture formation mechanisms. More precisely, injection timings are termed 482 

relative to the intake valve closing (IVC) for PI engines, and accordingly EOI 510 degCA is the earliest timing 483 

and 420degCA the latest. 484 

 485 

𝒑𝟎/𝒑𝒂 
𝒙𝑫/𝑫 

Present Equation (4) Equation (5) Equation (6)

10.59 
2.154 2.100 2.180 2.258 

0 +2.6% -1.2% -4.6% 

Table 3   Comparison of Mach disk positions 

Figure 7   Injection sweep results for different EOI timings (at 30 
degCA intervals) 



Two phenomena are revealed. Firstly, the injected fuel, accumulating in the intake ports for case EOI 60 486 

and 510, is drawn reversely into the intake manifold due to pressure drop caused by the intake phase of the 487 

other cylinder. Therefore, the injection timing cannot be set anywhere throughout the entire 720 degCA range 488 

to fully exploit the hypothetical long mixing time of PI operation. Instead, there exists a threshold for gas-489 

fueled PI engines, earlier than which fuel crossing is inevitable. 490 

The second, more peculiar phenomenon is termed the two-stage mixing process. Fuel injected before IVO 491 

of each engine cycle is in fact partially inducted and burned in the same cycle. And a portion is left in the 492 

intake ports after IVC. Consequently, except for the first cycle of an operating point, the fuel inducted into the 493 

combustion chamber consists of residual fuel from the previous cycle and injected fuel from the current cycle. 494 

From the perspective of numerical simulation, the residual fuel distribution inside the intake ports has to be 495 

considered for flowfield initialization so as to reflect the actual mixing process. It is verified that the residual 496 

fuel distribution of each engine cycle clearly reaches a steady state, for which the two-stage mixing process is 497 

detectable in neither experiments nor system-level simulations. 498 

The two-stage mixing process is influenced by injection timing. Figure 8 shows the differences in inducted 499 

fuel mass between simulations with and without initialization of the intake port residual fuel, for the four 500 

investigated EOIs. Two distinct induction stages are identifiable. Initially, due to limited fuel traveling speed 501 

from the injection site to intake valves, induction occurs much later than IVO for cases without residual fuel. 502 

For the other group with initialization, the first empty window is filled by induction of the residual fuel. Such 503 

distinction not only influences the amount of fuel eventually present inside the combustion chamber after 504 

IVC, but, more importantly, implies two mixing stages, i.e. the mixing of initially inducted residual fuel and 505 

the mixing of freshly injected fuel that arrives later. 506 

 507 

Accordingly, injection timing has a two-fold impact on the mixing mechanisms. On the one hand, the 508 

amount of time for the freshly injected fuel to arrive at the intake valves and thereby the amount of fuel 509 

involved in the second mixing stage may vary with injection timing. On the other hand, delayed injection may 510 

result in increased residual fuel that partakes in the first mixing stage of the succeeding engine cycle. The two-511 

stage fuel induction process of case EOI 270 and 420, as an example, is illustrated in Figure 9 by comparing 512 

the cases with and without residual fuel initialization so as to individualize the first and second stages (as the 513 

figures are for qualitative purposes, colormaps are omitted for simplicity and the scale is kept the same for 514 

all). Figure 9 (a) shows the empty window of intake phase prior to the arrival of injected fuel and the first-515 

stage induction of residual fuel that in turn depends on the injection timing. Case EOI 420 has higher amount 516 

of residual fuel and correspondingly more fuel is inducted and mixed in the combustion chamber during the 517 

first stage. The fresh fuel reaches the intake valves and the second-stage induction begins subsequently, as 518 

Figure 8   Cumulative fuel mass present in the combustion 
chamber for different EOI timings 



shown in Figure 9 (b) and (c). It is observed that the two stages are independent since the cases without 519 

initialization show the same inducted charge flows as cases with initialization. The sole difference is the 520 

preexistent mixture inside the combustion chamber in the latter cases. Furthermore, as shown in Figure 9 (b), 521 

delaying the injection event leads to more fuel flowing through the righthand section of the intake valves than 522 

the lefthand side. As a consequence, pure air may be inducted for the intervening duration between the end of 523 

the first stage and the start of the second. Since the inducted charge, albeit partially premixed inside the intake 524 

ports, remains rich in fuel, the distribution of fuel-rich pockets in the combustion chamber upon IVC is 525 

fundamentally determined by the particular induction sequence of residual fuel, injected fuel and air, if any, 526 

which is evident in case EOI 420. 527 

 528 

In summary, the effect of injection timing on in-cylinder mixture formation is vastly complicated by the 529 

two-stage mixing mechanism, peculiar to PI of gas fuels. This mechanism depends on the total injected fuel 530 

quantity, the proportions thereof inducted in the first and second stages, and the time that the injected fuel 531 

spends traveling from injector to intake valves. 532 

The mixing process inside the combustion chamber for different EOIs is presented in Figure 10, statistically 533 

quantified as the coefficient of variation (CoV) in fuel mass fraction across the whole chamber and as the fuel 534 

mass fraction enclosed in the flammable mixture. The flammable mixture is defined as the sum of all finite-535 

volume cells whose cell-wise RAFR lies between 0.7 and 1.7, the flammability range of natural gas according 536 

to experimental data [71]. 537 

        EOI 270        EOI 270 Init         EOI 420        EOI 420 Init 

   
(a) At 380 degCA (40 degCA after IVO) 

   
(b) At 420 degCA 

   
(c) At 450 degCA (20 degCA before IVC) 

Figure 9   Fuel mass fraction contours during the intake phase with 
and without residual fuel initialization 
Grayscale: darker = higher fuel mass fraction, lighter = lower fuel 
mass fraction 



 538 

The principal mixing process occurs during the intake phase as the CoV decreases most rapidly in that 539 

period prior to IVC. Moreover, the flammable mass fraction already reaches unity upon IVC, indicating 540 

flammability of the entire mixture regardless of the injection timing. Both observations correspond well to the 541 

typical behaviors of PI engines. 542 

However, combustion depends further on the homogeneity of the flammable mixture and on detailed fuel 543 

distribution at the spark advance which in turn relies on continuous air-fuel mixing during the remaining 544 

intake and compression strokes. Mixing rates after IVC for all EOIs are significantly lowered, as a result of 545 

low engine speed and coherent charge motion for which the choice of investigated operating point is 546 

specifically purposed. Furthermore, the declining rates of individual CoV curves differ among the four cases, 547 

and no general trends appear to correlate the differences with EOIs. With the injection 120 degCA later, case 548 

EOI 270 exhibits extremely similar mixing rate to case EOI 150, whereas the mixing rate for case EOI 360 is 549 

notably lower even though the injection is delayed by a lesser 90 degCA relative to case EOI 270. Case EOI 550 

420, despite being the latest injection, features the highest mixing rate. 551 

The apparent decoupling between mixing rate and injection timing is in fact found to be the consequence of 552 

two counterbalancing effects caused by the same variation in EOI. On the one hand, advancing the injection 553 

expectedly promotes air-fuel premixing prior to the intake phase. This trend by nature is monotonic with EOI, 554 

and is evidenced by the part of CoV curves before IVC in Figure 10. On the other hand, postponing the 555 

injection gives rise to a larger amount of residual fuel to partake in the first-stage mixing of the succeeding 556 

cycle. For the same total amount of inducted fuel in each engine cycle, evenly distributing the fuel subtotals 557 

between the two mixing stages enhances mixing by increasing the number of local fuel-rich mixing sites. This 558 

is particularly obvious for case EOI 420 as the first-stage residual fuel accounts for ~1/3 of the total inducted 559 

fuel mass (see Figure 8), explaining its high mixing rate. In addition, as pointed out earlier, largely postponing 560 

the injection (EOI close to IVC) introduces an empty window between the end of the first induction stage and 561 

the start of the second, during which no fuel but air enters. The intervening air induction also contributes to 562 

spreading out fuel-rich pockets and may affect the mixing process. 563 

The fuel spatial distributions towards the end of intake stroke are presented in Figure 11 (a) as an example 564 

to illustrate the relevance of mixing sites. The two counterbalancing effects of injection timing are such that 565 

earlier injections result in broader fuel-rich pockets (due to better out-of-cylinder premixing) but meanwhile 566 

the fuel-rich zones are more restricted in space (due to more predominant second-stage induction). For case 567 

EOI 360 the splitting of fuel between the two induction stages appears to be insufficient for the marginal first 568 

stage to compensate for the less premixed second stage. The mixing rate of case EOI 360 is hence low relative 569 

Figure 10   Mixing process inside the combustion chamber for 
different EOI timings (SA: spark advance) 



to both the more premixed cases with earlier injection and to the later injection with two comparable fuel-rich 570 

zones spread at a distance by intervening air induction. 571 

 572 

The particular pattern of fuel distribution determines the subsequent passive mixing process in the 573 

compression stroke. Figure 12 presents, at the spark event, the probability distribution of fuel mass with 574 

respect to RAFR and fuel mass fraction as a function of deviation 𝜂 of the local mixture RAFR from the 575 

stoichiometric ratio 1, i.e. the mass fraction of fuel enclosed in mixtures whose RAFR is 1 𝜂. Both are 576 

statistical metrics indicating mixture homogeneity. The resultant final mixture quality of the most interest is 577 

characterized by the same trend as the mixing rate. Case EOI 150 and 270 result in mixtures that are 578 

equivalently homogeneous, with the later injection being slightly more so. As a result of low mixing rate, case 579 

EOI 360 produces a notably less homogeneous mixture. The mixture from the latest injection, case EOI 420, 580 

has the highest homogeneity thanks to its highest mixing rate after the intake phase. 581 

       EOI 150             EOI 270            EOI 360            EOI 420 

   
(a) End of intake stroke (at 530 degCA) 

   
(b) Spark event (at 690 degCA) 

 

Figure 11   Fuel mass fraction contours for different EOI timings 



 582 

From the perspective of mixture homogeneity, case EOI 420 is supposed to be the best according to the 583 

statistical evaluations in Figure 12. The experiments on the prototype engine however pinpoint case EOI 270 584 

to be the optimum timing, which can be justified by the fuel spatial distribution and the cycle-to-cycle 585 

variation. It is worth pointing out that the latter depends mostly on the local conditions governing the ignition 586 

process, and is not fully predictable by a RANS model. Still, the RANS approach presented in this paper 587 

allows the relative effect of injection timing to be described. Despite that the final mixture of case EOI 270 at 588 

spark event is statistically less homogeneous to a small extent, its local fuel distribution as shown in Figure 11 589 

(b) favors the flame propagation to the largest extent among all the investigated timings. Case EOI 420, albeit 590 

having the most favorable mixing process, results in the exactly opposite fuel distribution. The relatively lean 591 

mixture in the upper region is known to adversely impact flame kernel stability and early quasi-laminar flame 592 

propagation, whereas the rich mixture near the piston crown may inhibit complete combustion and increase 593 

crevice-trapped fuel. Case EOI 360 has similar fuel distribution to case EOI 270 but the homogeneity is less 594 

ideal. 595 

4.4 Injected fuel traveling 596 

The injected fuel, due to the low momentum of gas jet limited by nozzle sonic speed and density, arrives at 597 

the intake valves after a perceivable delay. The finite fuel traveling speed plays a crucial role in the two-stage 598 

mixing mechanism, since it determines the start of the second-stage induction and the amount of residual fuel 599 

for the first stage. To further investigate the fuel traveling inside the intake ports, two test groups are designed 600 

with in total five cases. The cases and resultant fuel traveling are presented in Figure 13. Specifically, the 601 

previous case EOI 270 and 420 (at 2000 rpm) are retained as references to which three cases at doubled 602 

engine speed (4000 rpm) are added. Apart from injection timings and engine speeds, all other engine 603 

parameters remain the same. With the same total injected quantity, cases at 4000 rpm have double the 604 

Figure 12   Fuel mass distribution (upper) and fuel mass fraction 
as a function of RAFR deviation (lower) at the spark event 



injection duration in degCA due to doubled engine speed. The fuel front position designates the distance along 605 

the intake port from the injector tip whereat the farthest front of the injected fuel is located, normalized by the 606 

total distance from injection tip to intake valves. 607 

 608 

In the first group, all the three injection events are finished before IVO, and the two at 4000 rpm have either 609 

the same start of injection (SOI) or EOI as the reference case 2000 rpm EOI 270. As the intake valves remain 610 

closed, the initial fuel penetration is solely propelled by the ongoing injection and thereby scaled with absolute 611 

time instead of degCA. This is evidenced by the equal slopes of the two 4000 rpm cases EOI 270 and 324. 612 

Case 2000 rpm EOI 270 has double the slope that would in fact be the same as the other two cases if 613 

expressed in unit time. Another peculiar feature is that the fuel penetration stalls at the position where the 614 

intake pipe branches into two leading to the intake valves (at approximately the 0.7 position into the intake 615 

ports), likely ascribable to pressure buildup that acts against the incoming fuel flow. The fuel penetration then 616 

resumes upon IVO. This feature of fuel stagnation profoundly influences charge induction and mixing 617 

process. First of all, for a certain injection timing with which the fuel travels exactly to the branching point at 618 

IVO, the expected earlier fuel traveling to intake valves by further advancing the injection would simply be 619 

negated, explaining the reason that the previous case EOI 150 and 270 show almost identical start of the 620 

second-stage induction (see Figure 8) despite a difference of 120 degCA in EOI. Secondly, the early injected 621 

fuel accumulates in the upper segment of intake ports and is therefore prone to fuel crossing. The resumed fuel 622 

penetration, no more energized by injection, assumes the same rate in degCA for all the cases, implying that 623 

the driving force is the piston movement, scaling with degCA instead of time. 624 

In the second group, the two injection events occur entirely within the intake phase, and the jet penetration 625 

is consequently under the joined influences of injection and piston movement. The two cases exhibit very 626 

similar slopes as the piston speed scales with degCA, whilst the case at 2000 rpm is slightly but not twice 627 

steeper than the 4000 rpm case indicating the existent but not dominant driving force of injection. 628 

Furthermore, there appears to be not fuel penetration stalling due to the ongoing intake phase. And the 629 

correlation between early injection and early fuel induction is supposed to be straightforward. 630 

Figure 13   Case setup and results for fuel traveling investigation 



4.5 Comparison with premixed charge 631 

Conventionally, most numerical studies on PI engine have been performed with perfectly premixed charge 632 

in either intake ports or combustion chamber, presuming unnecessary simulating the injection process. In view 633 

of the peculiar mixing mechanisms, a comparative study with a case of homogeneous stoichiometric mixture 634 

preset in the intake ports, in addition to the four cases at 2000 rpm in the injection timing study, is carried out. 635 

All other engine parameters remain unchanged. 636 

The mass flow rates through the intake valves, the variable most fundamental and pertinent to the two-stage 637 

mixing mechanism, are presented in Figure 14. The annular opening of the intake valves is conceptually 638 

divided into two halves by a plane passing through the centerlines of the two valves. The half section on the 639 

exhaust side is responsible for the typical tumble motion in pent-roofed SI engines, and the other half on the 640 

intake side facing the adjacent liner admits minor flows (corresponding for instance to the left and right intake 641 

flows in Figure 9, respectively).  Assuming the same pattern of intake volume flow rate, differences in mass 642 

flow rate can be interpreted as variation in local fuel concentration, given that the density of CH4 is about 0.55 643 

of that of air at the same pressure and temperature. 644 

 645 

After the initial impulsive inflow and backflow, the first-stage induction begins at 370 degCA with subtle 646 

differences in mass flow rate across all the cases, as the residual fuel from the previous cycle has premixed 647 

with local air long enough to produce similar concentrations. Corresponding to Figure 8, appreciable 648 

differences appear at 410 degCA when the second-stage induction starts for the three earlier cases and at 430 649 

degCA for case EOI 420. Due to different injected fuel arrival time, more air is being inducted through the 650 

exhaust-side half section for more postponed EOIs, represented by higher mass flow rate. Mass flow rate of 651 

the premixed case lies above the three earlier cases but below case EOI 420 wherein pure air is being 652 

inducted, indicating that the instantaneous intake flows of the earlier cases are far from being perfectly 653 

premixed. This trend continues till the rapid closing phase of the intake valves, except for case EOI 420 whose 654 

later started and much less premixed second-stage induction drastically decreases its mass flow rate. In the 655 

Figure 14   Mass flow rate through exhaust half section (upper) 
and intake half section (lower) of intake valves 



meanwhile, the differences in the intake-side half section are milder, especially for the overshoot of case EOI 656 

420 at 410 degCA, as fuel-rich mixture is being more consistently admitted without distinct intervening air 657 

induction. This observation substantiates the previous findings in Figure 9. Nevertheless, the exhaust half 658 

plays a more significant role with respect to the proportion of the total inducted charge and to the intensity of 659 

main coherent flow motion inside the combustion chamber, than the intake half does. 660 

Table 4 compares the volumetric efficiency, 𝜆 , resulting from the five cases. Incorporating injection 661 

process with various timings leads to different 𝜆  than the premixed case, which is the direct consequence of 662 

discrepancies in mass flow rate. Specifically, mass flow rates of the injection cases are on average lower than 663 

that of the premixed case during the critical phase of intake when the valve lift is around the maximum (see 664 

Figure 14), owing to the coincident second-stage induction of fuel-rich charge. The high-volume flow rate 665 

window of intake phase for the injection cases is occupied by charges with lower-than-stoichiometric-mixture 666 

density. This is a feature peculiar to gas-fueled engines since the gaseous fuels often have low densities, 667 

whereas the admission of liquid fuel coincident with the maximum lift window may actually increase 𝜆 . 668 

 669 

No general monotonic correlation is found between 𝜆  and EOI, as a result of complications caused by the 670 

two-stage mixing and fuel traveling. The air induction intervening between the first and second stage for case 671 

EOI 420 partly compensates the loss in flow density during the maximum intake window, and thereby its 𝜆  is 672 

negligibly impaired. The flow rate of case EOI 360 is not as much lower than the premixed case as case EOI 673 

150 and 360 are. Together with constantly higher mass flow rate during the first-stage induction of leaner-674 

than-premixed mixture, the resultant 𝜆  is marginally augmented above the premixed case. Reduction in 𝜆  is 675 

slightly more evident for case EOI 150 and 270. Given the similarity among case EOI 150, 270 and 360 in 676 

that all have significant second-stage induction and fuel stalling in the intake ports, it is inferred that the 𝜆  677 

would decrease in an asymptotically diminishing way with advanced injection from EOI 360 backwards, until 678 

fuel crossing unacceptably impairs operability. 679 

Moreover, since case EOI 270 is experimentally confirmed as the optimum injection timing, the decrease of 680 

2.1% in 𝜆  and consequent total energy content may lead to discrepancies in the total amount of heat release 681 

with respect to experimental measurement, if the premixed case is instead used for numerical simulations. 682 

Specific to this case, the difference in 𝜆  alone is however not deemed significant but the implication is 683 

definitely worth taking into consideration. 684 

Turbulence is another influential variable, and the underexpanded fuel jet is a well-established source of 685 

local turbulence due to the large-gradient shearing zones both embedded in and surrounding the jet core flow. 686 

To investigate the effects of injection or lack thereof, Figure 15 presents the turbulence kinetic energy both in 687 

the entire intake ports and in the vicinity of intake valves for the injection and premixed cases. Such 688 

distinction is made to explicate the extent to which the local turbulence effects of injection can be retained and 689 

transported downstream. Local increases in turbulence kinetic energy are comparable for all injection cases. 690 

The slightly lower turbulence created by later cases is expected, likely owing to the interference of intake flow 691 

imposing a nonnegligible ambient velocity that reduces local velocity gradients. The premixed case, devoid of 692 

injection, shows no sign of turbulence enhancement. 693 

Case 
Injection case 

Premixed
150 270 360 420 

λV 0.4253 0.4260 0.4370 0.4315 0.4351 

Δ% -2.3 -2.1 0.4 -0.8 0 

Table 4   Comparison of volumetric efficiency 



 694 

However, due to finite fuel traveling speed and charge stalling at intake port branch, local increases in 695 

turbulence level in the vicinity of intake valves occur almost concurrently despite different EOIs. In addition, 696 

turbulence energy created by injection is dissipated to a greater extent for earlier injection, as a result of longer 697 

delay between injection event and charge arrival at intake valves. Accordingly, there appears to be a clear 698 

correlation that advancing EOI provides no benefits to the phasing of turbulence enhancement near intake 699 

valves but may instead lead to decrease in transported turbulence energy, with very early EOI granting little 700 

turbulence increase relative to no injection at all. 701 

The eventual effects of turbulence enhancement by fuel injection inside the combustion chamber are 702 

presented in Figure 16 along with the coherent tumble motion, given the close connection between the two 703 

phenomena. The tumble motion, typical of and often purposely established in SI engines, is quantified by the 704 

dimensionless tumble number in the vertical plane of symmetry (xz-plane in the present work). The tumble 705 

number is essentially the normalized mass-weighted magnitude of total planar rotation, defined as 706 

𝑡𝑢𝑚𝑏𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟
∑ 𝑚 𝑤 𝑥 𝑋 𝑢 𝑧 𝑍

2𝜋𝑁
60 ∑ 𝑚 𝑥 𝑋 𝑧 𝑍

  7  707 

where 𝑚  is the mass of cell 𝑖, 𝑥  and 𝑧  the coordinates of cell 𝑖, 𝑢  and 𝑤  the x and z-component of velocity 708 

of cell 𝑖, 𝑋  and 𝑍  the coordinates of the instantaneous volume center of the combustion chamber, and 𝑁 the 709 

engine speed in revolution per minute. Positive value denotes counterclockwise rotation in Figure 9 and 11. 710 

Figure 15   Turbulence kinetic energy in the intake ports (upper) 
and upstream of the intake valves (lower) 



 711 

Initial oscillations in turbulence kinetic energy and tumble number appear upon IVO due to impulsive 712 

charge inflows and subsequent backflows. The principal phase of turbulence buildup and tumble 713 

establishment corresponds to the main charge induction, both the first and second-stage starting at ~370 714 

degCA, wherein two peaks of turbulence are observed. The first peak occurs when the intake valves are at 715 

maximum lift with the highest mass flow rate in accord with Figure 14, after which the turbulence level 716 

declines as the intake flow diminishes towards IVC. The second peak occurs, coincident with the peak of 717 

tumble number, owing to intensification of the tumble motion in the mid-intake stroke when the piston 718 

movement is fast. Nevertheless, all the turbulence, built up either by high-velocity intake flow or by 719 

accelerated coherent tumble motion, is rapidly dissipated after IVC and further during the rest of the intake 720 

stroke. This tendency expectedly coincides with deceleration of the tumble motion. 721 

Despite the correlation between local turbulence level near intake valves and EOI found in Figure 15, the 722 

intake-governed major turbulence enhancement phase shows little difference among all the cases. In 723 

particular, the premixed case has comparable turbulence buildup with the injection cases. The turbulence 724 

kinetic energy well preserved from injection site to intake valves for case EOI 420 grants no apparent 725 

advantages inside the combustion chamber. Rather, its relatively low intake mass flow rate during the second 726 

induction stage impairs turbulence production near the first turbulence peak at ~420 degCA, corresponding 727 

well to Figure 14. Accordingly, it is concluded that the direct effects of injection on in-cylinder turbulence 728 

level are insignificant regardless of the amount of injection-induced turbulence transported downstream to the 729 

back of intake valves. The upstream turbulence information is lost when the charge passes through the narrow 730 

valve openings at high velocity, and the turbulence buildup in this phase is more associated with intake mass 731 

flow rate. 732 

Towards the spark advance, the superposed turbulence curves rise and diverge, following the reinforcement 733 

of tumble motion by the rapid upward piston movement during the compression stroke. The tumble motion is 734 

purposely established to enhance turbulence for combustion through the cascade transfer of kinetic energy, 735 

which is evidenced by the mismatch in time between the local tumble peak (at 650 degCA) and the turbulence 736 

Figure 16   Turbulence kinetic energy and tumble number inside 
the combustion chamber 



peak (at 700 degCA). The divergence of thus transferred turbulence level is supposed to stem from the 737 

differences in tumble intensity. Specifically, the tumble numbers of all the cases remain mostly identical in the 738 

main intake phase until shortly before IVC, implying that intake mass flow rate is not the major cause for the 739 

differing tumble intensities. A plausible explanation appears to be the relative spatial distribution of fuel and 740 

air in the combustion chamber. Given the much lower density of CH4 than air, different distribution of fuel 741 

amounts to perceivably different distribution of mass relative to the instantaneous center of tumble rotation. 742 

This speculation is substantiated by the remarkable agreement between the tumble numbers in Figure 16 and 743 

the CoV in Figure 10, in that, starting from 450 degCA (shortly before IVC), high tumble intensity 744 

corresponds to high mixture inhomogeneity. For instance, case EOI 420 initially has the highest CoV as well 745 

as the highest tumble number. The CoV then declines rapidly below the other cases, with its tumble number 746 

following the same trend. For the premixed case with perfect homogeneity, its tumble number is indeed 747 

expected to stay below all the injection cases. 748 

Based on the proposed correlation between mixture inhomogeneity and tumble intensity, the tumble-749 

associated turbulence production is supposed to intrinsically differ for all the cases. Nevertheless, energy 750 

transfer from mean-flow to turbulent motion and turbulence dissipation are complicated phenomena, 751 

especially towards the end of the compression stroke wherein the vortical tumble structure is confined by 752 

irregular geometries and deformed. The turbulence kinetic energy hence may not follow exactly the same 753 

trend as tumble number. To put things into perspective, turbulence kinetic energy at 700 degCA is reported in 754 

Table 4. The differences at the crank angle relevant to combustion may be regarded nonnegligible, 755 

considering the profound influences of turbulence on flame propagation. 756 

 757 

As a final remark, it has to be pointed out that the results might be influenced by the specific turbulence 758 

modeling approach. As stated in the Numerical Method section, many references have suggested that 759 

turbulence models within the RANS k‐epsilon family have very limited impact on the results. Even though 760 

LES is supposed to be more accurate than RANS, as it was reported in the Numerical Method section, the LES 761 

simulation of supersonic gas jets is really challenging, given the very wide range of turbulent scales involved. 762 

However, RANS simulations are still meaningful as can provide the relative assessment of different results, 763 

all with the same RANS turbulence model. 764 

 765 

4.6 Experimental and numerical uncertainty 766 

The results presented in this paper are affected by uncertainties given by measurement errors, modeling 767 

assumptions and numerical errors. The experimental data directly or indirectly referred to in this paper are: the 768 

main performance data used for the GT-Power model calibration, the in-cylinder pressure for the combustion 769 

model calibration in Ref. [50], and the air-fuel ratio. Based on previous works [71], the uncertainty of the in-770 

cylinder measurements can be estimated within 2%. Considering the accuracy of the gas analyzers of 1%, the 771 

torque uncertainty of 0.3%, the expanded combined uncertainties of brake-specific emissions and air-fuel ratio 772 

are in the order of 2%–4%. 773 

Case 
Injection case 

Premixed
150 270 360 420 

TKE 13.09 12.42 14.06 13.24 12.11 

Δ% 8.1 2.6 16.1 9.3 0 

Table 5   Comparison of turbulence kinetic energy (TKE, in m2/s2) at spark timing 



With reference to the simulation results reported in this paper, the main uncertainty are connected with the 774 

numerical-diffusivity-induced error in the quantification of the tumble number, the turbulence intensity, and 775 

the local air-fuel ratio. This uncertainty is closely connected to the size of the adopted mesh, and it is greatly 776 

reduced through the adoption of the high-order MARS discretization scheme. Furthermore, the grid effects on 777 

the tumble number and turbulence intensity have been minimized through the grid independence analysis 778 

performed in [51]. As far as the detailed prediction of the injection plume and local fuel concentration is 779 

concerned, the previously discussed mesh dependence analysis showed a marginal grid effect on the jet Mach 780 

number pattern, however, this has virtually no effect on the mixture stratification in the combustion chamber. 781 

 782 

5 Conclusion 783 

The gas fuel injection and air-fuel mixing process in a PISI CNG engine has been characterized. A method 784 

for modeling the injector and the engine as a whole has been developed as a diagnostic tool to identify the 785 

underlying mechanisms that have led to the observed experimental results referred to as a baseline. 786 

 An injector model with the source cell approach has been developed. The source cell approach has the 787 

convenience of prescribing directly the fuel mass flow rate rather than inlet pressure boundary, and omits 788 

the injector inner flow passage by introducing proper source terms into the governing equations for a 789 

cluster of finite-volume cells near the injector nozzle. This model is able to capture shock structures typical 790 

of highly underexpanded jets that are of practical interest for the pressure ratio range of engine fuel 791 

injection applications. 792 

 The modeling method is further generalized in regard to the insensitivity of source cell location and to the 793 

grid dependence of local refinement. It has been found that differences in describing the minor shock 794 

structures downstream of the predominant first shock cell and Mach disk have virtually negligible 795 

influences on fuel jet structure and mixing process in the combustion chamber. Whether such differences 796 

are due to source cell location or downstream grid refinement is irrelevant, provided that a reasonable 797 

spatial resolution not disrupting the minor shock waves is used. Covering the Mach disk with the same cell 798 

size as in the nozzle section and the rest of the supersonic core with double the size has proven suitable for 799 

investigating air-fuel mixing. 800 

 There appears to be a threshold for PI timing, earlier than which the injected fuel is drawn back to the 801 

intake manifold, and the consequent inter-cylinder fuel crossing is responsible for the experimentally 802 

observed abnormal combustion, which is due to the unbalance of the A/F ratio between the cylinders. 803 

 The two-stage mixing process has been revealed as a fundamental mechanism peculiar to PI gas engines. 804 

The first-stage induction of residual fuel from the previous cycle and the second-stage induction of fuel 805 

injected in the current cycle, as well as the proportion of fuel involved in the two stages, profoundly affect 806 

the mixing rate and fuel spatial distribution inside the combustion chamber. 807 

 Restricted by local sonic speed and low density, momentum of the fuel jet is relatively low. The injected 808 

fuel hence travels at a limited speed and arrives from the injection site to intake valves with a noticeable 809 

delay. Fuel traveling along the intake ports is found to be determined by the relative timing between 810 

injection and IVO. Prior to IVO, the fuel travel distance is proportional to time as the ongoing injection is 811 

the propelling force. During the intake phase, the piston movement acts as the main driving force and fuel 812 

penetration scales with degCA. In the case of very early injection such that the fuel arrives at the intake port 813 



branch before IVO, fuel penetration stalls only to resume after IVO. The fuel stagnation is a peculiar 814 

feature of gas engines, negating fuel penetration benefit of further advancing the injection. 815 

 The otherwise intuitive correlation between mixture homogeneity and EOI, i.e. earlier injection most likely 816 

leads to better air-fuel mixing, is notably complicated by the two-stage mixing mechanism and fuel 817 

traveling delay. Variation in EOI leads to two counterbalancing effects, the first being better premixing 818 

attained with earlier EOI, and the second being more evenly split fuel mass between the two mixing states 819 

with more postponed EOI. The respective inducted quantity of residual and freshly injected fuel is 820 

determined by the relative timing between intake phase and fuel arrival, and the latter in turn depends on 821 

the relative timing between injection and intake valve lift profile. 822 

 By comparing different EOI cases with a premixed case, it has been argued that incorporating injection into 823 

the numerical analysis of PI engines provides additional pertinent information. EOI has been found to affect 824 

the intake mass flow rate as a result of local variation in fuel concentration and hence charge density. The 825 

differences are most pronounced during the high-valve lift intake period and more so for the exhaust-side 826 

half of the intake valve opening section. Volumetric efficiency is thereby directly influenced. Although 827 

turbulence created by injection is locally comparable, the turbulence transported downstream to intake 828 

valves has been found to decrease with advanced EOI. The initial buildup of in-cylinder turbulence 829 

however appears to be insignificantly affected by turbulence upstream of intake valves, but rather 830 

dependent on the high-velocity intake flow. 831 

 A clear correlation between the coherent mean-flow tumble motion and mixture inhomogeneity has been 832 

revealed. The mechanism seems associated with the spatial distribution of fuel mass fraction relative to the 833 

instantaneous center of rotation. Therefore, turbulence enhancement close to combustion onset, through 834 

cascade kinetic energy transfer, is intrinsically influenced by injection in an indirect way. The differences 835 

in turbulence and the other abovementioned parameters caused by varying EOI may be considered 836 

nonnegligible, or may alternatively provide insights into the interpretation of discrepancies between 837 

numerical and experimental results. 838 
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 844 

Appendix: models validation 845 

In this appendix the validation of the GT-Power model is provided, and a summary of the validation of the 846 

CFD model (fully documented in [50] and [51]) is reported. 847 

As mentioned in the paper, a GT-Power model was used to provide the high-frequency pressure boundary 848 

conditions to the CFD model. Furthermore, the model was applied to a preliminary simulation of the effect of 849 

injection timing on the cylinder-resolved A/F ratio, related to any differences of fuel and air trapped mass, 850 

which might occur in the engine. The results of the validation of the GT-Power model are showed in Figures 851 

A.1 and A.2. 852 

 853 



 854 

Figure A.1   GT-Power model validation: experimental vs. simulated engine torque. 855 
 856 

 857 

 858 

Figure A.2   GT-Power model validation: experimental vs. simulated air trapped mass. 859 

 860 

As can be inferred from the charts, the model fairly reproduces the trends and the absolute values of the 861 

experimental engine, the differences being within 2-4%. The accuracy in the predicted air trapped mass is 862 

particularly significant for the purpose of the present paper, as it demonstrates the accuracy of the model in the 863 

description of the pressure waves in the intake and exhaust systems, as well as their effects on the trapped 864 

mass and A/F prediction. 865 

The CFD model was extensively validated in previous papers from the same research group. More 866 

specifically, with reference to the description of the steady-state behavior of intake valve and port, Fig. A.3 is 867 

herein included, with the comparison of the flow coefficient and tumble number, which were already 868 

presented in [51]. The dependence of these parameters is well reproduced by the model, supporting its 869 

reliability in the reproducing the effects of different geometries and design solutions, such as those presented 870 

in this paper. Similar conclusions can be drawn from the in-cylinder pressure and heat-release comparison 871 

presented in [50], and included in this Appendix. 872 

 873 
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 874 

Figure A.3   CFD model validation: experimental vs. simulated flow coefficients (left) and tumble number (right) against valve lift (taken from 875 
[51]). 876 

 877 

 878 

Figure A.4   CFD model validation: experimental vs. simulated in-cylinder pressure and heat release, under premixed conditions (taken from [50]). 879 

 880 
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