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Summary  

In the framework of the energy transition towards a decarbonized energy 

system, the role of natural gas sector is controversial but appears to be crucial for 

the successful achievement of the future environmental goals, in terms of 

sustainability, affordability and security.  

The renewable gases inclusion within the gas infrastructure appears to be a 

promising option. Renewable gases are a range of low net-carbon-emissions fuel 

gases such as biomethane and hydrogen. The most influent institutions in the 

framework of future energy scenarios studies have lately considered them as a 

viable option for the decarbonisation of energy intensive sectors and as a way to 

add flexibility and diversification to the energy system. 

However, the impact of their injection within the current gas infrastructure 

needs to be evaluated by means of suitable simulation tools. This work is devoted 

to the development of a versatile gas network model and its application on a 

number of sample cases regarding biomethane and hydrogen grid injection. 

A fluid-dynamic transient and multi-component modelling tool of the gas 

network has been developed for the purpose. It may be easily applied either to 

high-pressure transmission networks or local distribution ones thanks to the 

choice of a wide-range equation of state for natural gas mixtures (GERG-2008). 

Not only is the model sensitive to the gas chemical composition, but it also can 

perform quality tracking.  

A number of case studies addressing the injection of biomethane and 

hydrogen within the current infrastructure have been performed focusing in 

particular on the local distribution gas networks. The aim was both to show the 

capabilities of the model and to address some common issues of distributed 

injection practices. 

As for the biomethane injection case, a local medium-pressure distribution 

infrastructure has been considered for the evaluation of the impacts and the 

criticalities of the practice. The strong mismatch between biomethane production 

and times of low gas consumption may induce to the curtailment of the injections. 

Innovative strategies of network management such as modulating pressure and 



 

 

 

 

linepack storage have been simulated to enhance the biomethane receiving 

potential, taking advantage of the transient feature of the newly developed model. 

As for hydrogen, the impacts on the gas quality perturbation and its 

distribution throughout the network has been evaluated thanks to the multi-gas 

and quality tracking features of the model. Furthermore, multiple injections of 

hydrogen have been tested. Critical operating conditions have been obtained and 

time-dependent hydrogen acceptability maps have been produced on the basis of 

gas network operational constraints, so to provide hydrogen acceptability profiles 

to be matched with possible future productions. 

At last, a sample case study of power and gas sector coupling by means of 

power-to-hydrogen and grid injection pathway has also been addressed. The aim 

was to evaluate whether and how much the gas network is available to receive 

power from the electricity infrastructure surplus on-demand, in order to relax its 

critical operations. The results shows that the seasonal variations of natural gas 

consumptions and seasonal production form renewable such as solar may anyway 

limit the potentialities of the sector coupling. However, hydrogen acceptability 

limits have also an important role in determining the viability of similar 

integration strategies. 

As a general result, the work aims at underline both potentialities and 

criticalities that the gas sector (with special focus on the local, distribution level) 

will have to address in the near future by offering suitable tools and innovative 

methodologies to analyse future scenarios based on a multi-gas system. 
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  Unit of measurement 

𝐴 Pipeline cross-sectional area [ 𝑚2 ] 

( 𝑏ℎ, 𝑏ℎ+1 ) Gas batch limits positions [ 𝑚 ] 

𝑐 Speed of sound [ 𝑚/𝑠 ] 

𝒸 Lineic capacitance [𝐹/𝑚] 

𝑐𝑣 Specific isochoric heat capacity [
𝐽

𝑘𝑔 𝐾
 ] 

𝐶 Courant–Friedrichs–Lewy number [ − ] 

𝒞 Line capacitance [𝐹] 

𝐷 Pipeline diameter [ 𝑚 ] 

𝑑𝑥 Infinitesimal length [ 𝑚 ] 

𝐸𝑡ℎ 
Calorific equivalent of the outgoing gas 

flow rate (thermal loads) 
[ 𝑊 ] 

𝑔 Gravitational acceleration [ 𝑚/𝑠2 ] 

𝐺0,𝐴𝑀1.5 
Standard global irradiance for air mass 

AM=1.5 
[ 𝑘𝑊ℎ/𝑚2 ] 

𝐺 Global irradiance on the panel plane [ 𝑘𝑊ℎ/𝑚2 ] 

ℎ Elevation [ 𝑚 ] 

𝐻𝐻𝑉 Higher Heating Value 
[ 𝑀𝐽/𝑘𝑔 ] or 

[ 𝑀𝐽/𝑆𝑚3 ] 



  Symbols 
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𝐼 Line current phasor [ 𝐴 ] 

𝐼 𝑒𝑥𝑡 Nodal current phasor [ 𝐴 ] 

𝑙 Edge section length [ 𝑚 ] 

𝑙𝑒 Corrected pipe section length [ 𝑚 ] 

ℓ Lineic inductance [𝐻/𝑚] 

𝐿 Pipeline length [ 𝑚 ] 

ℒ Line inductance [𝐻] 

𝐿𝑃 Linepack [ 𝑘𝑔 ] 

�̇� Mass flow rate [ 𝑘𝑔/𝑠 ] 

�̇�𝑒𝑥𝑡 
mass flow rate 

(exchanged with outer environment  

at one node) 

[ 𝑘𝑔/𝑠 ] 

𝑝 Pressure 
[ 𝑃𝑎 ] or [ 𝑏𝑎𝑟𝑔 ] 

or [ 𝑎𝑡𝑚 ] 

𝑃 Quadratic pressure [ 𝑃𝑎2 ] 

𝒫 Electrical active power [ 𝑊 ] 

𝑃𝑅 Performance ratio [ % ] or [−] 

�̇� Heat flux [ 𝑊 ] 

𝒬 Electrical reactive power [ 𝑉𝐴𝑟 ] 

𝑟 Lineic resistance [𝛺/𝑚] 

𝑅 Specific gas constant [
𝐽

𝑘𝑔 𝐾
 ] 

𝑅𝐼 Inertial hydraulic resistance [
𝑘𝑔

𝑚2 𝑠3
 ] 

𝑅𝐹 Fluid-dynamic hydraulic resistance [
1

𝑚2 𝑠2
 ] 

ℛ Line resistance [𝛺] 

𝑅𝑒 Reynolds number [ − ] 

𝑆 Complex power [ 𝑉𝐴 ] 

𝑡 Time [ 𝑠 ] 

𝑇 Temperature [ 𝐾 ] or [ °𝐶 ] 

𝑣 Velocity [ 𝑚/𝑠 ] 



  Symbols 
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𝑉 Geometrical volume [ 𝑚3 ] 

𝑉 Nodal voltage phasor [ 𝑉 ] 

𝑤(𝑐) Mass fraction of cth chemical species 

[ 𝑤/𝑤 ] or 

[ %𝑤/𝑤 ] 

[𝑤] Gas chemical composition – mass fraction 

[ 𝑤/𝑤 ] or 

[ %𝑤/𝑤 ] 

𝑦(𝑐) Molar composition of cth chemical species 

[ 𝑚𝑜𝑙/𝑚𝑜𝑙 ] or 

[ %𝑚𝑜𝑙/𝑚𝑜𝑙  ] 

[𝑦] Gas chemical composition – molar 

[ 𝑚𝑜𝑙/𝑚𝑜𝑙 ] or 

[ %𝑚𝑜𝑙/𝑚𝑜𝑙  ] 

𝑍 Compressibility factor [ − ] 

𝛼 Reduced Helmholtz free energy [ − ] 

𝛿 Reduced density [ − ] 

∆𝑃 Corrected quadratic pressure [ 𝑃𝑎2 ] 

∆𝑡 Time step [ 𝑠 ] 

∆𝑥 Space discretization [ 𝑚 ] 

휀 Roughness [ 𝑚 ] 

𝜖 Relative error [ % ] 

𝜂𝐻𝐻𝑉 
Hydrogen conversion efficiency of the 

electrolyzer 

(higher heating value based) 

[ % ] or [−] 

𝜗 Pipeline inclination [ ° ] 

𝜆 Friction factor [ − ] 

𝜇 Dynamic viscosity [
𝑘𝑔

𝑚 𝑠
 ] 

𝜌 Density [ 𝑘𝑔/𝑚3 ] 

𝜏 Inverse of the reduced temperature [ − ] 

𝜙 
Accumulation term coefficient in continuity 

equation 
[ 𝑚 ] 
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Indices, vectors and matrices 
 

  dimensionality 

b Number of branches  

h Generic gas batch  

i Generic node index  

i* Generic junction node index  

j Generic branch section index  

J Generic pipeline between junctions index  

n Number of nodes  

t Generic time step  

ℰ Set of edges/branches  

𝒢 Oriented graph  

𝒱 Set of vertices/nodes  

𝐀 Incidence matrix ( 𝑛 × 𝑏 ) 

𝐀𝐠 
Modified incidence matrix (gravitational 
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Chapter 1  

Introduction 

1.1 The gas infrastructure in today’s energy system 

The origins of the gas utilisation as a public service dates back to more or less 

200 years ago, when the so-called manufactured gas started to be employed for 

lightning purposes, both for streets lightning and for household lightning as a 

valid alternative to candles or oil lamps. The first utility ever created for this 

purpose was the “Gas Light and Coke Company”, settled in London in 1812. 

From there, during 1820s, many other cities throughout England and Europe 

started the business, too, laying the foundation to the European gas infrastructure, 

starting from a local and distribution level. These systems were not interconnected 

and they were mainly based on gas production facilities (gas works) within the 

cities, where manufactured gas was produced from the gasification of coal 

(mainly) or other solid fuels. This gas, also known as “coal gas”, “town gas” or 

“water gas” was thus very different from the gas used in today’s systems being a 

mixture of hydrogen, carbon monoxide, methane, ethylene and other light 

hydrocarbons as well as carbon dioxide and nitrogen. Today it would commonly 

be referred to as synthetic gas or syngas. Of course, the gas was soon employed 

not only for lightning purposes but also for heating and cooking ones, which 

would have turned out to be the main final uses after the spreading of the 

electricity infrastructure, which occurred at least 60 years later the first gas 

utilities. 

The discoveries of the natural gas fields during the first half of the 20th 

century and the growing energy needs after the World War II cause a systematic 

fuel switching and set the conditions for the development of the continental-wide 
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infrastructure for the transmission of natural gas, completing the evolution of one 

of the backbones of today’s energy system. 

According to the latest statistics of International Energy Agency (IEA) on the 

total primary energy supply trends for the period 1990-2015 [1], the natural gas 

supply to the energy system grew by 77 % on absolute terms, with respect to the 

1990 level. In relative terms, though, it increased its role within the overall energy 

system by only 2.7%, partially replacing oil and nuclear which, instead, 

decreased. At present (2017), around 41% of the total natural gas produced 

worldwide is employed for the power generation. Within this sector, natural gas as 

a source accounts for about the 24% of the electricity generation. The remaining 

59% of the worldwide natural gas production directly feeds the final 

consumptions. Among these natural gas final consumptions, the industrial sector 

accounts for the 37.7%, the residential sector for the 29.2%, the tertiary sector for 

12.6% and the transport one accounts for about the 7% (the rest is employed in 

non-energy use).  

Natural gas is then directly employed as an energy supply among all the final 

consumption sectors, together with electricity and other sources. As for the 

industrial sector, the natural gas contribution to the final consumption is about 

20%, while in the transport sector its share is only 4 %. Regarding the residential 

sector, in which it is mainly used for space heating, domestic hot water production 

and cooking, the natural gas contribution to the final energy needs is 21% on a 

worldwide level. However, this figure is very sensitive to the context in which 

these residential users are located. For instance, in The Netherlands, this share 

peaks 71%, in Italy it is set to 53%, while in the US and in Germany, it is equal 

43% and the 39% respectively. On the other hand, it may be almost null as in the 

case of the African continent but also of Sweden and Iceland.  

These figures aims at showing how pervasive the presence of the natural gas 

is in the today’s energy system, in which it is employed not only for the power 

generation but also to produce heat and provide other services such as mobility.  

The figures about the presence of natural gas in the residential sector provides 

with some twofold information. On the one hand, natural gas is an optional 

commodity to satisfy the final energy needs of the residential sector; on the other 

hand, it is a commonly preferred option among the countries that have a well-

established and widespread infrastructure. 

Today’s gas network is an interconnected and complex infrastructure at a 

continental level, able to transport natural gas from the gas production fields to the 

areas of consumption by travelling even thousands of kilometres. With the 

development of Liquefied Natural Gas technology and markets in the past few 

decades, the interconnection between separated networks have made it possible, 

aiming at the creation of a global infrastructure and market. The high-pressure 

transport of natural gas is driven by compression stations disseminated all along 

the infrastructure in order to compensate the pressure losses by re-boosting the gas 
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pressure. Gas infrastructure has a hierarchical structure organized on different 

pressure levels: the major continental corridors that are operated at the highest 

pressure levels feeds lower pressure levels that have a national or regional 

extension. From these levels, local distribution infrastructures receives the gas 

which is distributed to even lower pressure gas mains which directly feed the final 

costumers’ systems. The passage from a hierarchical level to the subsequent one 

foresees a gas reduction step which is performed at the gas reduction (and often 

metering) stations. At the national or regional level of the networks, these points 

are often the gas station that feeds an urban area (also addressed as city-gates) or 

that feeds a major industrial customer. Until this point, the gas network 

infrastructure does not differ too much from the electrical one. However, the gas 

sector has some peculiarity that are much harder to find on the power 

infrastructure, thanks to the intrinsic physical properties of the transported energy 

carrier. A peculiar component of the gas network are in fact the storage facilities. 

They mainly consist in underground storages within depleted gas fields, aquifers, 

salt caverns or any geological underground formation that is fit for the purpose. 

The availability of such huge volumes, together with the compressibility of the 

fuel gas, make it possible to counterbalance the mismatch between gas demand 

and availability of supply, counterbalancing the remarkable seasonal variation of 

the thermal load as well as allow the system to accept minor mismatches between 

the forecasting of the demand and the programming of the supply. What is more, 

the volume of the whole gas system itself may act, to some extent, as a gas storage 

buffer, as it contains fuel gas under pressure. The amount of gas that is stored 

within the geometrical volume of the gas infrastructure is defined as “linepack” 

and it is given by multiplying the geometrical volume of the pipes with the density 

of the gas at the pressure and temperature condition within the pipes themselves. 

These features of the gas network allow the entire system to follow dynamics 

that are much slower than the ones of the power sector. This aspect has an 

implication on the modelling strategies of the operations of the different 

infrastructures: transient phenomena of the power grids are of the order of 

milliseconds, so in the case of power flow simulations of the network in normal 

operating conditions, the steady state model perfectly suits. On the other hand, gas 

networks have much slower dynamics thus transient modelling tools are often 

required to have a consistent simulations of the infrastructure, especially if 

quality-tracking features are to be implemented. 

The slower dynamics of the gas network play a crucial role in the 

determination of the fundamental position that the gas sector has within the 

energy system. On a merely technical point of view, the natural gas infrastructure 

is able to provide an available, reliable and highly controllable source of energy. 

This has an implication in the energy transition towards a decarbonised energy 

system. During the earlier stage of this transition, which have been carried out for 

the past two decades, the natural gas utilisation seen an extraordinary growth 
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especially among the most relevant world’s economies, mainly committed to the 

substitution of oil and coal fossil resources. This trend is clearly visible in the 

European and North American past trends [2], while it has just started in China, 

where the gas sector has grown by an impressive 18% in 2018 only [3]. 

However, the higher decarbonisation goals which have been set by the Paris 

Agreement [4] pushed further the commitments and the efforts needed towards 

zero-net carbon society at 2050. In this context the whole gas sector has been 

placed a controversial position, raising doubt on its beneficial role to sustain the 

long-term transition and posing the dilemma whether it is convenient and fruitful 

to invest on the reinforcement of the sector or not, in order to avoid the so-called 

“carbon lock-in” situation [5],[6]. A clear picture of the role of the existing energy 

infrastructure and its future development have a fundamental role in the definition 

of the roadmaps for the energy transition. 

 

1.2 The role of the gas network in the energy transition 

With European Directive 2018/2001/EC [7] the European Union updates its 

efforts on energy transition towards a more sustainable energy system for the 

decade 2020-2030. The agreed binding targets have been set to achieve at least 

32% of the EU’s gross final consumption supplied by renewables, in line with the 

European Union’s commitments expressed at COP21. The directive is a part of 

the broader initiative “Clean Energy for all Europeans” that completes the EU-

2030 targets fixing the CO2 reduction goal to 45 % and the efficiency 

improvement goal to 32.5 % with respect to 1990 levels. The initiative is a step of 

the decarbonization process laid by the Energy Roadmap 2050 [8]. 

As it is well known, these ambitious programs will have significant impacts 

not only on the energy system, but also at economic, institutional and societal 

levels. A collection of a number of impact assessment studies concerning the 

energy scenarios implementing the 2030 goals is given in [9]. Most scenarios 

agrees that the general RES goal of around 30 % corresponds to a share of 

renewables on the electricity sector equal to 50 %, thus implying significant 

impacts on the electricity system. The deployment of Variable Renewable Energy 

Sources (V-RES) such as solar and wind has already changed the traditional 

electrical system paradigm both in terms of the management of geographical 

distributed and smaller size V-RES plants and in terms of solving production-

consumption mismatches. As the planned energy transition measures develop 

further, these mentioned issues will be more and more critical, asking for 

additional flexibility.  

Flexibility within the power system may come from different sources such as 

the presence of a suitable fleet of back-up power plants, the setting up of Demand-

Response strategies, enhanced grid interconnections and energy storage solutions 
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[10]. At the moment, it is difficult to determine which of the options will have the 

prominent role. Energy systems optimization models and scenarios still strive to 

disentangle the different options so to determine a ranking among the flexibility 

solutions. They often strongly depend strongly on the dynamic evolution of the 

system: for instance in [9] it is reported that grid expansion may be the most cost 

effective solution in order to enhance the flexibility of the electric system. 

Nonetheless, in case of a fast increase of E-RES within the energy system (as it is 

the case following the roadmaps), then the implementation of storage systems 

may be more effective. This has to deal with the inertia related to the planning and 

the actual renovation rate of an infrastructural asset.  

Not only does the higher amount of V-RES in the power system have to deal 

with the issues of the storability of the renewable energy when mismatches 

occurs, it may also affect the stability of the system itself, undermining the energy 

supply security. These stability issues are related to the higher sensitivity of the 

power system towards sudden or unexpected events that may cause the cut-off of 

significant portions of the generation capacity. Under these circumstances, faster 

and more significant frequency deviations may happen because of a too low 

overall physical inertia connected to the system, as a consequence of high level of 

renewables connected. In this context, the term “physical inertia” refers to the 

inertia which is associated with the rotational kinetic energy of traditional 

synchronous generators and which provides an actual inertia against the frequency 

variations as well. When higher fractions of wind and solar power plants replace 

traditional power plants based on synchronous generators, the inertia of the power 

system gets lower, because wind and solar are interfaced with the network by 

means of electronic-based converter systems (with no inertia). 

Critical situation related to the lack of inertia within the power transmission 

system have already been observed. The so called “Black System” event in South 

Australia is one of the best example [11]. As concluded in this government report 

[12], in the clean energy target scenarios, a minimum amount of inertia must be 

granted to the system in order to run it in a secure way.  

These issues about the lack of utility level suitable storage systems and 

concerning the need of suitable back-up and reserve power plants are severe 

barriers against a strong uptake of a renewable based and electrified future energy 

system. The picture may get even worst if sectors such as the transport, the 

heating and the industrial ones are to be electrified. The amount of electricity 

required and the added consumption pattern would inevitably put the power sector 

under excessive stressful conditions for which substantial investment would be 

needed. In the meanwhile, a great effort towards a disinvestment from the gas 

sector should happen which results to be even less credible, given the actual 

trends.  

Indeed natural gas sector finds itself in a controversial position, being 

considered as one of the key enablers of the energy transition in the short run, but 
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with several scenarios that foresee a necessary phasing out to meet longer-term 

goals of deep decarbonisation. On the other hand, today’s gas network plays a 

unique role for the distributed delivery of heat for domestic and industrial use, as 

the today’s infrastructure is able to deliver twice as much energy as the power 

one. Its substitution may not be as easy as it seems [13], [14], [15]. 

The role of the existing energy infrastructures and its future development have 

a fundamental role in the definition of the roadmaps for the energy transition. This 

complex co-evolutionary process has hardly been modelled in future energy 

scenarios models until the most recent years. The multi-sectorial and multi-vector 

approach is clearly emerging both from the methodologies and form the results of 

the latest World Energy Outlook (2019) by IEA [16], in which the role of the gas 

sector and its future evolution is further address in a dedicated section and it is 

clearly stated throughout the document. Similarly, the need of sector coupling for 

an integrated planning of energy infrastructure has also been perceived as 

fundamental by the European Network of Transmission System Operators for 

Electricity and Gas (ENTSO-E and ENTSOG), which have recently practiced it. 

For the first time in 2018, the Ten Year Network Developement Plan 2018 

(TYNDP-2018) [17] was built on energy scenarios jointly agreed, showing an 

actual interest in building the so called ”hybrid energy infrastructure” through a 

fully sector coupling. A very similar commitment is emerging at the distribution 

system level, as it is clearly stated in [18] and [19]. At a transmission level, the 

effort has been repeated for the TYNDP-2020 [20]. Interestingly, in these long 

terms scenario studies, the Paris Agreement targets have been set thus determining 

clear constraints on the decarbonization goals both on gas and on electricity 

sector, following a top-down approach. It is stated that the power sector must be 

carbon neutral by 2040 while all the other sector should comply with this goal by 

2050. In this context the sector coupling is considered as a key approach to reach 

the targets, together with the coal-to-natural gas switch for the decarbonization of 

the power sector and the promotion of higher share of renewable gases for the 

greening of the gas sector. Astonishingly, it is also stated that by 2050 hydrogen 

may become as important as today’s methane as an energy vector in gaseous 

form. In fact, natural gas-hydrogen blends (sometimes referred to as H2-NG) 

contribute to lower the carbon footprint of the whole gas sector value-chain 

(“greening of the gas network” [21]). It is framed within the broader context of 

renewable gas injection (i.e. bio-methane [22], synthetic natural gas [23], 

hydrogen…), a practice that, by 2050, appears to be more economically 

convenient than 100% electrification according to recent studies, with annual 

savings ranging between 8 and 138 billion € per year [24],[25],[26],[27]. On a 

more technical basis, the white paper by the Sustainable Gas Institute (2017) [28] 

presents a comprehensive study on the various options for a greener gas network.  
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1.2.1 Renewable Gases 

Indeed, the future of the gas infrastrucure and of its whole value chain seems 

to consists in a transition towards a multi-gas system able to integrate (or literally 

to blend) higher fraction of renewable gases. 

In [29], renewable gases are defined as “a range of low net carbon emissions 

gas energy fuels” thus the term refers to any fuel gas which does not come 

directly from a fossil origin and whose use in the energy system grants a reduction 

of greenhouse gases emissions. Thus, biogas, biomethane, syngas, hydrogen and 

synthetic natural gas (SNG) all belong to this category. Among these, biomethane 

and hydrogen appears to be the most promising. 

 

Biomethane  

Biogas, biomethane and syngas may be seen as a family of the renewable gas 

originated by a solid matrix that undergoes a gasification process. When this 

process involves bio-chemical reactions such as during anaerobic digestion, 

biogas is produced. When the gasification consists in a higher temperature 

thermo-chemical transformation such as the pyrolysis, then syngas is obtained. 

What makes these gases “green” is their organic origins. In fact, the raw materials 

that feeds these processes are usually wastes from agricultural or breeding 

activity, forestry and the organic fraction of municipal solid wastes or wastewaters 

and sludge. In order to enhance the productivity of these plants it is common to 

provide higher quality organic matter in input such as crops that have been grew 

for the purpose thus called energy crops. These aspects may undermine the 

sustainability of the biogas value chain, even though some overall positive 

implications on the agro-energy sector are to be recognized. Syngas, which 

generally comes from the gasification of wood, may also be obtained from the 

gasification of coal. 

Both biogas and syngas are generally lower calorific value gases with biogas 

being a mixture of methane and carbon dioxide and syngas a mixture of hydrogen 

and carbon monoxide. Biomethane, instead, is characterized by a step forward: it 

is the result of the upgrading of the biogas form anaerobic digestion. The 

upgrading process consists in the separation of methane and carbon dioxide so to 

obtain a fuel gas that has barely the same quality of the gas within the pipeline.  

The whole biogas sector has known its first and biggest expansion during the 

first two decades of the 21st century when it was produced in order to generate 

electrical energy. As of 2018, the total installed capacity in Europe reached 11 

GWe and about 18,200 plants which produce about 63,500 GWhe on annual basis 

[30]. The deep decarbonisation programmes and the growing interest towards the 

green gases pushed this sector to the production of biomethane instead, with 

countries such as Germany and United Kingdom leading in Europe. At present 
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(2019), 610 biomethane plants are currently in operation in Europe, producing 

almost 22,800 GWh of energy in chemical form on annual basis. 

Along with the development of the production of biomethane, its access to the 

existing gas infrastructure has been tackled, with a remarkable effort in the 

upgrading and the adaptation of the regulatory framework and technical standards, 

which, however, sometimes slowed the development down. On the other hand, the 

issue of network acceptability of an “unconventional” source of gas intersects 

with a remarkable number of issue throughout many sectors, from the 

preservation of technical integrity and operability of the infrastructure to correct 

energy accounting and billing and to the correct interoperability of an 

interconnected system. In fact, in view of the EU Directives 2003/55/EC and 

2009/28/EC (common market for natural gas and promotion of renewable 

energy), the European Commission established the following two mandates: 

M/400 EN [31] on gas quality standardization and M/475 EN [32] on 

standardization on bio-methane. Both of them were assigned to CEN (European 

Committee for Standardization). The one concerning biomethane ended with the 

promulgation of the EN 16723 standard [33] only in 2016, when countries such as 

Italy directly implemented it within its internal technical norm body [34], settling 

the premises for the development of the sector. This in fact occurred few years 

later and it is now growing rapidly [35] thanks to a well-structured incentives 

scheme [36].  

Biomethane injection within the existing natural gas infrastructure is not a 

very critical point in the context of renewable gas inclusion within the system, 

provided that a deep cleaning from contaminants (mainly halogens acids and 

sulphur-based compounds) is performed along with CO2 removal. However, some 

issues are already well known and some others may arise as the sector grows. The 

slightly different calorific value in countries like Germany requires LPG addition 

according to the national standard [37] or, alternatively, the implementation by the 

Distribution System Operators of quality tracking systems to manage different gas 

qualities within smaller and confined areas [38]. The distribution level of the gas 

network may furtherly be invested in the near future by an increasing amount of 

connection requests which may soon saturate the acceptability limits of renewable 

gas inclusion, mainly caused by the limited capacity of these portions of 

infrastructure and highly seasonal consumption patterns. Part of this work is 

devoted to the analysis of these scenarios and the testing of some possible 

countermeasures.   

 

Hydrogen 

Hydrogen is not an energy source but is an energy vector, as it cannot be 

found in nature but it has to be produced somehow. It is then necessary to clarify 
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some concerns about its sustainability. The same concerns may be applied to the 

SNG as well since it is also produced starting form hydrogen. In fact, depending 

on its production pathways, hydrogen may be more or less sustainable. Hydrogen 

is defined as “grey” when it is produced form steam reforming thus splitting the 

molecules of methane and releasing CO2 in the atmosphere. It is named “blue” 

when the same production process is followed by Carbon Capture and 

Sequestration (CCS) and/or Utilization (CCU), thus setting to zero the carbon 

dioxide emissions. At last, the hydrogen is classified as “green” when it is 

produced by electrolysis powered by electricity (or renewable electricity in the 

strictest sense). Of course in view of the energy transition, the most interesting 

option are the blue and the green one, the latter providing the missing link for a 

complete integration between power and gas sector. On the other hand, blue 

hydrogen may be an effective initiator of a hydrogen or hydrogen-blends 

economy, easing the market penetration of electrolyzers and power-to-gas 

facilities.  

In the framework of an integrated system, electrolyzers and power-to-gas 

solution in general are gaining interest as an unconventional electricity storage 

option, besides traditional and well established options such as pumped hydro, 

batteries. In fact, they consist in the production of a fuel gas (hydrogen or more 

rarely methane) using surplus energy from renewables as energy input, thus fixing 

the energy excess within chemical bonds, producing a commodity or an energy 

vector that is alternative and more easily storable than electricity. In particular, 

hydrogen has been getting renovated attention in the last years as key enabler for 

the energy transition [39]. As an energy vector, crucial is the opportunity that 

hydrogen offers to avoid the requirements for instantaneous supply-demand 

balancing. According to [40], hydrogen can play a major role in decarbonizing the 

energy system thanks to its versatility of use: in transportation, electricity and 

heating provision, storage and grid services and as a commodity for industrial 

applications. Even though most of the hydrogen applications are featured with a 

low TRL and their uptake is considered to happen no earlier than a few decades 

because of the absence of an economy of scale, hydrogen is gaining a serious 

industrial interest among natural gas sector stakeholders (please refer “innovative 

project platform” on hydrogen on ENTSOG website [41]). The practice of 

hydrogen production through power-to-gas and subsequent blending within the 

already existent gas infrastructure is an example of electricity-gas sector coupling 

[42] and it is considered an innovative and effective decarbonisation option. 

However, a number of technical aspect should be adressed because of the 

considerably different properties hydrogen have with respect to natural gas. An 

extensive review of the opportunities and the criticalities of hydrogen admixture 

within the current gas infrastructure is given in [43]. In [44] maximum values of 

admissible hydrogen concentrations are given for a number of different areas of 

the overall gas system. No major issues should be met up to concentration of 15 
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%, even though in presence of CNG fuelling station or gas turbines the limit may 

need to be 1 % or lower. Concerning users’ appliances, the ones commercialised 

in Europe since the ’90s under the Gas Appliances Directive (Gas Appliances 

Regulation as for 2019 [45]) should be able to withstand hydrogen molar fraction 

up to 23 % according to the testing procedures they have to undergo (according to 

[46]). Hydrogen blending has thus a very different and non-negligible impact of 

the various levels of the gas sector and all the literature and the stakeholders 

agrees that additional research is to be pursued. This also reflects at regulatory 

level, with the attempts towards the harmonization of the national natural gas 

quality requirements at european level (M/400 EN [31]). The M/400 EN focuses 

specifically on gases belonging to “second family - group H” (according to the 

classification set in UNI-EN 437 [47]), the type of gas transmitted through all 

Europe. In [48], a cross country review on gas quality legislation has been 

produced by the CEN technical committee in charge. It is worth mentioning that 

the higher heating value (also referred to as gross calorific value), the relative 

density and the Wobbe index1 are the most common indicators, together with 

hydrocarbon condensation point and water dew point. Interestingly, limits on 

single chemical species are infrequent, apart from the ones on sulphur and its 

compounds. 

However, it is still struggling in its more general harmonization procedure. In 

fact, the latest achievement of CEN technical committee is the publication of the 

norm EN 16726:2019 [49] on standardisation of gas quality (group H). Here the 

case of hydrogen injection is mentioned in an informative annex, reporting the 

results already presented in [44] and concluding with the impossibility of setting a 

common limiting value for hydrogen in the European infrastructure and 

recommending a case by case analysis.  

  

                                                 
The Wobbe Index is defined as the ratio between the fuel gas heating value (higher or 

lower) and the square root of its relative density 
 

𝑊𝐼 = 𝐻𝐻𝑉/√𝑅𝐷 
 

Where the relative density of a gas is the ratio of the density of the gas to the density of the air 

both calculated at standard pressure and temperature conditions. 

 

In this work: normal conditions [ 𝑇𝑛 = 273.15 𝐾 , 𝑝𝑛 = 101,325 𝑃𝑎 ]; 
   Standard conditions [ 𝑇𝑆𝑇𝐷 = 288.15 𝐾 , 𝑝𝑆𝑇𝐷 = 101,325 𝑃𝑎 ]; 
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1.3 Motivation & Research Question 

The uncertainties and the barriers discussed in the previous paragraph, 

together with the increased interest on the decarbonisation of a crucial sector such 

as the natural gas one justify the interest towards the modelling activities on gas 

network simulation under transient and multicomponent premises. In fact, while 

the effort towards the creation of simulators able to follow the dynamics of the 

natural gas system dates more or less back to the early 80s [50], the assumption of 

considering a variable gas quality took place only more recently motivated by the 

growth of wider international interconnection brought by LNG and renewable gas 

uptake. 

Earlier works on these aspects are [51] and [52] which performed assessment 

of the impact of distributed injection of renewable gas on distribution system 

infrastructures. These works, as well as [21] make use of steady state equations of 

the fluid-dynamic and apply them to networks topology. A peculiarity of [21] is 

the ability to cope with different pressure levels of the network thanks to the 

implementation of non-pipelines devices such as reduction stations and 

compressors. In addition, it is sensitive to the different chemical compositions of 

the natural gas by means of a suitable equation of state. An example of hydrogen 

blending on a real case regional gas network was performed and its potential 

assessed on the basis of constrained molar fraction of hydrogen.  

In [53] and [54] the fluid-dynamic of a transmission pipeline trunk with an 

hydrogen injection points is modelled under transient flow assumptions and 

considering a defined hydrogen molar fraction. In the first case, the assumption of 

constant delivered mass flow rate between the non-injection and the injection case 

is considered highlighting the effect of reduced energy delivery to the costumers 

due to the lower heating value of hydrogen. In the second, the assumption of 

constant energy delivered is considered. These works interestingly extend the gas 

quality analysis to the transient network cases; however, they limit their focus on 

single pipelines belonging to the transmission system.  

Advanced modelling works on the same field have been presented more 

recently in [55] and [56], with very detailed description of the thermo-fluid-

dynamic behavior of the gas flowing within a single pipeline, under conditions of 

variable gas quality. 

The modelling of sectorial coupling through the integration of gas and power 

systems needs instead a co-simulation framework, where also the electricity 

network is to be modelled. In this context [57], [58], and [59] are all inspiring 

example of co-simulation of an integrated gas and electricity systems. However, 

they all focus on the transmission level of the power and the natural gas systems. 

[57] solves an integrated optimization problem to obtain optimal scheduling of the 

whole energy system. In [58] and [59] optimal power flow for a national power 

transmission system is solved considering the possibility to use P2G as an 
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effective option to store otherwise curtailed renewable energy. Subsequently, the 

impact of hydrogen injection on the transmission pipeline system has been 

evaluated, with different admissible hydrogen concentration limits. However, a 

strong assumption is made on the way the hydrogen spread all over the network 

upon injection. 

The present work aims at provide a gas infrastructure simulation tool oriented 

to the simulation of network gas infrastructure with interconnected topology. It is 

based on transient fluid-dynamic equations in order to be suitable for simulating 

operational evolution of the entire infrastructure. In addition to that, a pipeline 

based gas quality tracking methodology is embedded into the model end extended 

to the whole topology in order to perform network based gas quality tracking. 

These feature will be useful to run simulations over scenario of distributed and 

possibly multiple renewable gas injection (namely biomethane and hydrogen), 

with focus to the distribution infrastructure.  

The research question that animated the current project is the following: 

 

In the framework of the transition of the transition of the energy 

infrastructures towards a fully coupled future, in which also the gas network 

infrastructure will be invested by a wave of renewable molecules, which are the 

impacts of these unconventional gas on the current infrastructure operations? 

Which real potentialities the infrastructure is able to offer to the energy system? 

Which are the bottleneck and the barriers that needs to be faced and how to 

overcome them? 

 

By means of this tools, the main dynamics related to the distributed injection 

and blending practices such as quality perturbation transport and diffusion within 

the infrastructure, pressure level and linepack variations, gas velocity deviations 

can be simulated and analysed in order to check whether the constraint on safe 

operation conditions of the gas network are observed. What is more, injection 

potentials, capacity limits and innovative strategies to push forward some 

operational constraint can be defined. 
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Chapter 2  

Transient Gas Network Model 

2.1 Governing Equations 

The flow of a fluid along a pipeline is described starting from the 

conservation laws of mass, momentum and energy together with a closure relation 

describing the thermodynamic state of the fluid itself. 

In the case of a fluid flowing through a pipeline, the problem is commonly 

approximated as one dimensional, being the longitudinal dimension of the pipes 𝐿 

(length) much greater than their diameter 𝐷, thus averaging the flow parameters 

over the cross-sectional area of each pipe. Referring to a pipeline section with 

infinitesimal length 𝑑𝑥 and cross-sectional area 𝐴, the conservation laws result in 

a set of partial differential equation (PDEs) as follows: 

 

Conservation of Mass 

 
𝜕𝜌

𝜕𝑡
+ 
𝜕(𝜌𝑣)

𝜕𝑥
= 0 (2.1) 

 

where: 𝜌 is the gas density [kg/m3] and 𝑣 is the gas velocity velocity [m/s] 

 

Conservation of Momentum 

 
𝜕(𝜌𝑣)

𝜕𝑡
+ 
𝜕(𝜌𝑣2)

𝜕𝑥
+
𝜕𝑝

𝜕𝑥
+
𝜆𝜌𝑣|𝑣|

2𝐷
+ 𝜌𝑔𝑠𝑖𝑛𝜗 = 0 (2.2) 

 

where: 𝑝 is the gas pressure [Pa], 𝜆 is the friction factor [-], 𝐷 the pipeline 

diameter [m], 𝑔 the gravitational acceleration [m/s2] and 𝜗 the pipe inclination [°]. 
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Conservation of Energy 

 
𝜕

𝜕𝑡
[(𝑐𝑣𝑇 +

1

2
𝑣2)𝜌𝐴]  + 

𝜕

𝜕𝑥
[(𝑐𝑣𝑇 +

𝑝

𝜌
+
1

2
𝑣2)𝜌𝑣𝐴] + 𝜌𝑣𝐴𝑔𝑠𝑖𝑛𝜗 = �̇� (2.3) 

 

where  𝑐𝑣 is the specific isochoric heat capacity [J/kg/K], 𝐴 the pipeline section 

area [m2], 𝑇 the gas temperature [K] and �̇� is the heat flux exchanged towards the 

external environment [W]. 

This set of three conservation equations displays four unknowns of the 

thermo-fluid-dynamic state of the gas: pressure 𝑝, temperature 𝑇, density 𝜌 and 

velocity 𝑣. Thus, a closure relation needs to be adopted, this being the equation of 

state for real gases, which relates pressure, temperature and density. 

 

Equation of State for Real Gas 

 
𝑝

𝜌
=  𝑍 𝑅 𝑇 (2.4) 

 

where 𝑅 [J/kg/K] is the specific gas constant and 𝑍 = 𝑍(𝑝, 𝑇, [𝑦]) is the 

compressibility factor, a function of pressure, temperature and gas composition 

[𝑦], which accounts for the deviation from the ideal gas behaviour of a real gas. 

The literature about the natural gas sector collects a number of different relations 

for the determination of the compressibility factor, thus defining several different 

options for the choice of the proper equation of state, depending on either the 

temperature-pressure ranges or the type and composition of the gas of interest. 

Besides the real gas equation of state, another relation is necessary for the 

determination of the friction factor 𝜆 in the fourth term of equation (2.2). This is 

the hydraulic resistance term and it is derived from the Darcy-Weisbach relation 

for the frictional shear stress. In this way, it is possible to relate the pressure loss 

due to friction phenomena to the velocity or the mass flow within the pipe through 

a quadratic relation. In general terms, the friction factor is a function of the flow 

regime (defined by the Reynolds number 𝑅𝑒) and the relative roughness (휀/𝐷) of 

the pipe: 

 

 𝜆 = 𝑓(𝑅𝑒, 휀/𝐷) (2.5) 

 

In the following sections, a brief overview on the choice of the friction factor 

relation and the equation of state for the current model is give. 

2.1.1 Friction factor 

The friction factor takes into account the interaction between the fluid flow 

and the pipe wall and it is mainly determined by means of semi-empirical 
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correlations, which relate the pipeline inner wall roughness ε, the pipeline 

diameter D and the flow regime of the fluid. The flow regime is determined 

according to the Reynolds number, a dimensionless ratio of inertial forces to 

viscous forces within a fluid, defined in this way: 

 

     𝑅𝑒 =
𝜌𝑣𝐷

𝜇
  (2.6) 

 

where 𝜌 is the fluid density, 𝑣 the velocity, 𝐷 the inner diameter and 𝜇 the 

dynamic viscosity of the fluid [kg/m/s].  

The accurate prediction of the friction factor is very important within the oil 

and gas industry in order to obtain a correct estimation of the pressure losses and 

thus the capacity of transport of the pipelines and their related operating costs 

[60]. This justifies the abundant literature on the correlations for the friction factor 

[61], which are usually given with different relations according to the flow 

regime. 

For 𝑅𝑒 < 2300, the flow is laminar and the friction factor 𝜆 is always 

determined following explicit and linear relation: 

 

                                         𝜆 =
64

𝑅𝑒
                𝑖𝑓 𝑅𝑒 < 2000  (2.7) 

 

For 𝑅𝑒> 3400, the flow is in a turbulent regime. In this region, the flow can 

undergo three different sub-regimes: in the case of very small values of relative 

roughness 휀/𝐷 , the pipe can be considered as smooth so the friction factor is 

independent of 휀/𝐷 ; the flow is defined as completely smooth turbulent and the 

friction factor is given by the Prandtl’s correlation [62]. For higher 휀/𝐷 it is 

possible to see a transition from a region of non-fully developed turbulent regime 

to the one of fully developed turbulent regime. The first occurs at lower Reynolds 

numbers and the friction factor is still sensitive to the 𝑅𝑒 (monotonically 

decreasing while 𝑅𝑒 increases); in the second region, the friction factor shows an 

asymptotic behaviour with respect to increasing 𝑅𝑒 (it depends only to the relative 

roughness 휀/𝐷 of the pipe). A friction factor formulation for this completely 

rough turbulent regime was first given by Nikuradse in [63]. 

In the turbulent region, the friction factor is determined by means of a number of 

semi-empirical correlations. The most commonly used is the Colebrook-White 

correlation [64], even though it dates back to 1939. It was obtained by fitting the 

data of experimental studies, with particular focus on the transition of the fluid 

flow from the non-fully to the fully turbulent regime. 
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1

√𝜆
= −2 log ( 

2.51

𝑅𝑒√𝜆 
+

휀

3.71 𝐷
)        𝑖𝑓 𝑅𝑒 > 3400  (2.8) 

 

It can be noted that the expression is composed of two additive terms, each 

representing the contribution of the two different flow regimes: in fact, as the 

Reynolds number increases, the first term, related to the smooth turbulent flow, 

becomes negligible giving to the friction factor the asymptotical behaviour typical 

of the fully developed turbulent region (Nikuradse formula).  

One of the main drawbacks of the Colebrook-White relation is that it is an 

implicit relation in 𝜆, thus requiring a recursive procedure that may end up being 

computationally daunting. For this reason, a number of explicit approximation of 

Eq.(2.8) are given and commonly used in the literature such as the one by Hofer 

[65] or the ones listed in [61]. 

Recently, the suitability of the Colebrook-White equation for gas pipeline 

application has been questioned by some authors such as Langelandsvik et al. 

[66], who in [67] showed that the friction factor undergoes a more abrupt 

transition from the smooth to the fully developed regime. In this sense, the 

European Gas Research Group (GERG) suggested the following modified version 

of the Eq.(2.8): 

 

     1

√𝜆
= −

2

𝑛
log ( (

1.499

𝑅𝑒√𝜆 
)
0.942 𝑛

+ (
휀

3.71 𝐷
)
𝑛

)        𝑖𝑓 𝑅𝑒 > 3400 (2.9) 

 

in which 𝑛 can be tuned in order to control the transition shape, with 𝑛 = 1 

corresponding to the Colebrook-White relation. However, Eq.(2.9) is still an 

implicit formula, with fewer application and explicit approximation available up 

to now, to the author’s knowledge.  

A common limitation of Eq.(2.8) and Eq.(2.9) consists in the fact that they are 

valid only in the turbulent regime. Even though the correlation for the laminar 

regime is simple and well known (Eq.(2.7)), according to the friction factor theory 

based on the Colebrook-White experience, there is a gap in the ability to define a 

friction factor value for the transitional regime between laminar and turbulent 

flow, corresponding to Reynolds number within 2000 ÷ 3400. Aiming at building 

a gas network simulation tool that is able to handle conditions for which the mass 

flow may be very low, it is of interest to rely on a unified formulation, which can 

guarantee the continuity of the friction factor function with respect to the 

Reynolds number, form the laminar regime to the fully turbulent one. In this 

sense, most of the academic works devoted to the purpose is based on the data 

from Nikuradse experiments [63] who was able to register the friction factor 

values for the transition regime, in contrast to the Colebrook-White experiment. 
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To be noted that for the Nikuradse experiment, the roughness was artificially 

controlled while for the other, commercial pipes were used. 

In [68], Cheng uses an interpolation approach to derive the following explicit 

formula for the determination of the friction factor, valid for any value of the 

Reynolds number 

 

 1

𝜆
= (

𝑅𝑒

64
)
𝛼

(1.8 log
𝑅𝑒

6.8
)
2(1−𝛼)𝛽

 (2.0 log
3.7 𝐷

휀
)
2(1−𝛼)(1−𝛽)

 
(2.10) 

 

with: 

𝛼 =
1

1 + (
𝑅𝑒
2720

)
9 

𝛽 =
1

1 + (
𝑅𝑒

160 
𝐷
휀

)

2 

 

This formula follows the inflectional behavior of the experimental data from 

Nikuradse experiment with an improved accuracy and provides a function for the 

laminar-turbulent transition. What is more, the computation of the friction factor 

requires a little computational burden being the formula explicit. 

An alternative explicit formula has more recently been proposed by the 

European Joint Research Center (JRC) in [69] that is based on the use of 

switching formulas. Thanks to them, it is possible to guarantee the continuity in 

the transition regions thanks to a smooth mathematical switch between the 

different formulas that are valid within the different intervals of Reynolds number. 

The formulation is given in the following general expression: 

 

 𝜆 = (1 − 𝑓1)(𝑎) + (𝑓1 − 𝑓3)(𝑐1) + 𝑦2(𝑐3) 
(2.11) 

 

where 𝑓𝑖 are the switching functions and 𝑎, 𝑐1, 𝑐3 the interchangeable expression 

of the friction factor for the laminar, the smooth turbulent and fully developed 

turbulent flow respectively. This structure gives flexibility to the unified 

expression because it is possible to use all the formulations for the friction factor 

available in literature. 
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In Figure 1 a comparison between the four discussed friction factor formulas 

spanning from the laminar regime to the fully developed turbulent one is given, 

for common relative roughness values. 

 

Figure 1 – Comparison among different friction factor correlations on the Moody Diagram (friction factor as 

a function of Reynolds number, for different values of relative roughness). 

 

It is possible to note that Colebrook-White and GERG expressions are not defined 

for values of Reynolds between 2000 and 3400, while the other two displays 

continuity. While GERG shows a more abrupt transition between the non-fully 

developed and fully developed turbulent flow, the Cheng equation considers also 

the inflectional behavior observed by Nikuradse. The JRC formulation seems to 

amplify this inflection as the relative roughness 휀/𝐷 decreases. However, by 

means of the JRC approach, many different curves can be adopted, by tuning the 

choice of the best-fitting correlation according to specific experimental evidences.  

For the sake of the gas network simulations in this present work, the Cheng 

correlation has been chosen as the most suitable one. It provides a unified 

formulation able to a better representation of the transitional regions while 

keeping close to the traditional and well-referenced Colebrook-White equation, 

commonly used in the gas sector. What is more, the explicit formulation reduces 

significantly the computational burden. 

2.1.2 Equation of State 

In the framework of gas network modelling, the equation of state is a 

fundamental closure relation that links together the thermo-hydraulic quantities 

for the definition of the thermodynamic state of the gas. It allows, in fact, 

expressing the density as a function of pressure and temperature thus reducing the 

number of unknowns from the system of conservation equations. The common 

strategy that is followed when dealing with gas pipeline or network modelling is 

to refer to the equation of state in its most general form: the universal gas law (i.e. 
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Eq. (2.4) ). The equation of state in such form allows an easy formulation of the 

relationship between state variables to be integrated in the system of conservation 

equations while transferring the complexity and the specificity of the chosen 

equation of state to the determination of the compressibility factor Z. 

In the natural gas industry, the choice of the gas equation of state is a well-

known issue, which relates not only with the operational aspect of any gas 

transmission operator (physical simulation and balancing of the infrastructure), 

but also with financial and legal aspects related to the gas supply and its metering 

(custody transfer). Depending on the application, different requirements and 

constraints on the equation of state type and accuracy are requested. In [70], a 

collection of different equations of state which are usually employed in the gas 

industry are reviewed and commented from the point of view of the industrial 

interest. In general, from a mathematical point of view, equation of states can be 

classified into three main groups: the cubic equations of states, the virial equations 

of state and the multi-parameter equations of state.  

The cubic equations of state mainly originates from successive modifications 

and improvement of the Van der Waals equation form. The “cubic” attribute 

comes from the fact that the molar volume can be expressed as a cubic function. 

The widely use Peng-Robinson (PR) [71] and its modifications as well as the 

Redlich-Kwong (RK) [72] and the Soave-Redlich-Kwong (SRK) [73] all belongs 

to this group. They are relatively easy to implement, but their simple structure 

causes a few limitations. In particular, they are not suitable in the supercritical and 

liquid regions, where the densities are higher and a third order expression cannot 

provide a well replication of the density behaviour [70]. Extensions to 

multicomponent gases may be obtained by integrating proper mixing rules that are 

correlation between molar fractions and thermo-dynamic properties. A collection 

of mixing rules are available here [74]. 

The virial equations of states originates instead from the virial expansion of 

the compressibility factor in a polynomial function of order n of density or 

volume, according to this form: 

 

 𝑍 =
𝑝

𝑅𝑇𝜌
= 𝐴 + 𝐵𝜌 + 𝐶𝜌2 +⋯  

 

Each coefficient may be determined on the basis of further polynomial fitting of 

experimental data, both for pure substances and for mixtures. An example of a 

widely used virial equation for natural gas mixture comes from the GERG-88 

series [75], a second order formula that is truncated after the third term. It was 

developed for the calculation of compressibility factor of natural gas considered 

as a mixture [76]. The virial coefficients are second order polynomial functions of 

the temperature and depends on the molar fraction of the mixture. In particular, 
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the second virial coefficient is related to the binary mixtures while the third one is 

related to the tertiary mixtures. The equation is available in a master or standard 

(simplified) version; the standard version sGERG-88 is still considered as an 

international standard for the compressibility factor calculation by the ISO 12213-

3 [77], where a detailed description of the methodology and all the coefficients are 

provided.  

Virial equations, allowing higher order expression are able to overcome some of 

the limitations of the cubic equations as discussed above such as the inaccuracies 

when dense phase is approached.  

However, a further step towards accurate properties prediction over a wide range 

of conditions is taken by adding to the virial expansion an exponential term as it 

was first done by Benedict, Webb and Rubin in their BWR equations ([78] and 

[79] for a generalization to mixtures), subsequently modified by Starling (BWRS) 

[80]. The hybrid form of this equation is also used by Starling et al. in [81] order 

to build the AGA-8 equation of state proposed by the American Gas Association, 

one of the most widely used in the gas industry as it is also an ISO standard [82]. 

It is explicit in the compression factor and it can be used for natural gas mixtures 

with up to 21 components. Similarly, to GERG-88, two different methodology are 

given: a detailed estimation and a gross estimation, whether the gas composition 

is accurately known or not. As it can be inferred, the aim to broaden the 

applicability condition of any equation of state leads to consider the composition 

as a further variable according to which determining the fluid properties. This 

calls for the need of generalizing the coefficient formulation according to the 

varying gas composition, thus integrating in the calculation appropriate mixing 

rules generating the so-called “compositional equation of states”, which are 

properties calculation methodologies rather than simple equations. The reason 

why AGA-8 and sGERG-88 are considered as ISO standards is that they provide a 

thorough methodology for the determination of the properties of natural gas for a 

wide-range of temperature, pressure and chemical composition. To be noted that 

according to [82], the AGA-8 methodology is to be used for pipeline-quality 

gases; similarly in in [77] the ranges of application of sGERG-88 are limited to 12 

MPa and gas quality close to the conventional one (for instance, hydrogen content 

should be less than 10 %mol). 

 According to [83], the most common equations used among the system 

operators in America and Europe are the AGA-8 equation and the sGERG-88 

which, in fact, appear frequently among the academic literature too.  

The most recent advancement in the framework of wide-range equations of 

state for natural gas mixtures is given by the GERG-2004 [84] and GERG-2008 

[85] equations of state. They differ from the previous methodologies, which were 

based on volumetric equation of state, because they are based on an equation of 

state in its fundamental form instead (i.e. a relationship between density, 

temperature and Helmholtz free energy). They belong to the family of multi-
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parameter equations of state and both are explicit in the reduced Helmholtz free 

energy, expressed as in the following: 

 

 𝛼(𝛿, 𝜏, [𝑦]) = 𝛼0(𝜌, 𝑇, [𝑦]) + 𝛼𝑟(𝛿, 𝜏, [𝑦]) (2.12) 

 

where α0 represent the ideal gas behaviour of the fluid and αr is the residual part. 

The quantity α is the reduced Helmholtz free energy, while δ and τ are the reduced 

density and the inverse of the reduced temperature respectively. These reduced 

quantities are defined as follows: 

 

𝛼 =
𝑎(𝑇,𝑝,[𝑦])

𝑅𝑇
 ; 𝛿 =

𝜌

𝜌𝑐𝑟 ([𝑦])
 ; 𝜏 =

𝑇𝑐𝑟 ([𝑦])

𝑇
 ; 

 

with ρcr and Tcr being the critical density and the critical temperature. 

As it can be noted, the reduced Helmholtz free energy is a function of 

temperature, density and composition of the mixture. Both the equations are based 

on a multi-fluid approximation: the only difference between the two GERG 

equations lies in the number of considered components: GERG-2008 results as an 

extended version of the GERG-2004 including 21 typical natural gas component: 

all the alkanes hydrocarbons up to the n-decane, nitrogen, carbon dioxide, carbon 

monoxide, hydrogen, oxygen, water, hydrogen sulphide, helium and argon. 

A thorough explanation of the methodology of GERG-2008 is given in [85], 

where the comparison with other very common equations of state (AGA-8 and 

PR) is also given. In [85], the ranges of applicability in terms of pressure, 

temperature and also composition are given, making this equation one of the most 

versatile in terms of unconventional natural gas composition, being able to model 

hydrogen rich natural gases. 

The high flexibility of GERG-2008 equation in handling higher molar fraction 

of unconventional component within the natural gas mixture and its very wide 

range of applicability led the author to choose it as closure relation for the multi-

component model of the gas network. One of the aim of the model here described 

is in fact the simulation of gas network scenarios with unconventional gas 

injection, such as hydrogen, thus the need of a flexible equation of state over the 

gas composition is fundamental. In addition, its recentness and its novelty, 

together with the fact that it has recently been included as an ISO standard [86] 

for the calculation of the properties of the natural gas and other similar mixtures 

together makes it even more attractive for a newly developed network model. In 

[86] is clearly stated that the method can be applied to wider ranges of 

temperature, pressure and composition with no increase of uncertainty with 

respect to AGA-8. 
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The GERG-2008 equation of state is incorporated within the network model 

by means of the determination of the compressibility factor  𝑍 = 𝑍(𝑝, 𝑇, [𝑦]) , as a 

function of the local pressure, temperature and gas composition (expressed in 

molar fraction): 

 

 𝑍 =
𝑝(𝛿, 𝜏)

𝜌𝑅𝑇
= 1 − 𝛼𝛿

𝑟 (2.13) 

 

Where αr
δ is the derivative of the residual of the Helmholtz free energy in its 

reduced form with respect to the reduced density: 

 

 𝛼𝛿
𝑟 = 

𝜕𝛼𝑟

𝜕𝛿
|
𝜏
  

 

For a complete and detailed description of all the formulas please refer to the 

original paper from Kunz et al. [85]. 

Academic and industrial research have produced a considerable number of 

equations of state for gases, each with its strengths and weakness: some are easier 

to implement and fast in computation but are less adequate to be applied to wide 

ranges conditions or multi-composition cases. Of course, benchmarks and 

comparisons among the different equations and methods are treated in literature 

according to the field of application. Concerning the pipeline modelling, several 

sensitivity analysis on the choice of the gas equation of state are addressed in 

order to quantify the impact it may have on the pressure or mass flow predictions. 

In [83], the AGA-8, the BWR and the SRK equations are applied to model the 

same section of transmission pipeline operated at around 7 MPa. It is concluded 

that no relevant differences can be observed in the pressure and mass flow rates 

calculation. The choice of the equation of state has an influence on the linepack 

estimation instead, with maximum differences among the equations of 0.23 %. To 

similar conclusion got [87], in which GERG-2004 was compared to a SRK type of 

equation and a non-negligible difference in the linepack evaluation was obtained. 

GERG-2004 was considered also in [88],[89] where a comparison of the already 

mentioned equations was performed over a wider range of pressure. It was 

demonstrated that at higher pressures ( > 10 MPa), most of the equations of state 

behave differently as the limit of their applicability is approached. The most 

performing equation in this study is said to be the GERG-2004, which is stated to 

be valid up to 30 MPa.  

The most recent works on multi-component gas flow modelling for 

applications in the field of unconventional gas blending have used sGERG-88 

[21] and GERG-2004 [87], [56],[55].   
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2.2 Simplifying assumptions 

When modelling gas network infrastructures, a large number of 

interconnected pipelines are considered, thus increasing the computational effort 

for the solution of the complete set of PDEs as previously presented. It is then 

reasonable to simplify the system of equations by neglecting some of the terms 

that are non-relevant under the normal operating conditions of gas transport 

systems. There is a wide literature on the simplification process of gas pipeline 

transport equations and about the estimation of the magnitude of errors that these 

approximations bring to the simulation results ([90],[91],[92]). Most of these 

references converge in the following assumptions: 

1. Isothermal problem 

The changes in the gas temperature are assumed to be negligible in space 

and time. This means to neglect the Joule-Thomson effect and any thermal 

exchange with the environment since the gas is assumed to be in thermal 

equilibrium with the surroundings (usually ground or sea). Consequently, 

the temperature of the gas is set equal to the temperature of the 

surrounding environment. 

In the real-life operation of a pipeline, the major sources of temperature 

deviation may come from compression stations and pressure regulator 

stations or they may be common for gas transport pipelines that are 

characterized by long distances and different surrounding conditions (i.e. 

on-shore and offshore transport). However, they are commonly equipped 

with, respectively, gas coolers and pre-heaters to compensate for the 

temperature variation caused by the thermodynamic transformation. Other 

sources for thermal variation of the gas, which happen along the pipeline, 

are the Joule-Thomson effect that is linked to the pressure drop the gas 

undergoes while flowing through a pipe and the thermal exchange with 

the surrounding environment. However, in normal operating conditions, 

the slow velocity of the gas and the stability of the temperature of the 

surrounding environment (pipeline are usually buried few meters 

underground) allows the thermal equilibrium so that assuming the 

temperature of the gas equal to a constant value of the surrounding 

temperature is reasonable. 

An in-depth discussion on the deviations on pressure prediction 

introduced by the isothermal assumption is made by Osiadacz et al. in 

[92]. In the worst scenario, the pressure at the outlet end of a transmission 

pipeline (about 120-km long) results overestimated by 1% in the 

isothermal case with respect to the non-isothermal one.  

This assumption allows a considerable simplification of the PDEs system 

since it is possible to neglect completely the Energy Equation, thus 
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reducing the number of equations and unknowns. Furthermore, it is 

possible to express the isothermal speed of sound c by means of the state 

equation through the following relation: 

 
𝑝

𝜌
= 𝑐2 =  𝑍 𝑅 𝑇 (2.14) 

 

2. Creeping motion 

Gas networks for transport and distribution of natural gas are designed so 

to keep the gas velocity below the maximum value between 10 and 25 

m/s. Due to the these relatively small velocities, the influence of the 

convective term in the momentum equation – second term of Eq. (2.2) – is 

smaller compared to the others and can easily be ignored [50]. In fact, this 

can be easily inferred from the comparison between the magnitude of the 

convective term and the pressure term, both being partial spatial 

derivatives, under the typical operating condition of a pipeline. 

From Eq. (2.2) it is possible to extract the following: 

 
𝜕(𝜌𝑣2)

𝜕𝑥
+
𝜕𝑝

𝜕𝑥
=
𝜕

𝜕𝑥
[𝜌𝑣2 + 𝑝] =

𝜕

𝜕𝑥
[𝑝 ( 1 +

𝑣2

𝑐2
)]  

In the case of maximum flow velocity v = 25 m/s, assuming a flow of pure 

methane at p = 50 bar and T = 15 °C, with a resulting speed of sound c = 

428 m/s, the comparison results in: 

 

𝜕

𝜕𝑥
[𝑝 ( 1 +

𝑣2

𝑐2
)] =

𝜕

𝜕𝑥
[𝑝 ( 1 +

252

4282
)] =

𝜕

𝜕𝑥
[𝑝 ( 1 +

252

4282
)] 

 

= [𝑝( 1 + 3.41 · 10−3)] ≈
𝜕𝑝

𝜕𝑥
 

 

proving that the influence of the convective term is at least three order of 

magnitude smaller than the pressure one. 
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2.3 Network description 

The gas infrastructure, as well as the electricity grid and many others 

commodities and civil infrastructures have the structure of a network, being a set 

of physically interconnected elements. Graph theory is a powerful mathematical 

tool in the framework of the analysis, the simulation and the optimization of 

network-like systems. In fact, any network can be described as a directed graph. 

In mathematical term, a graph is an ordered pair 𝒢 = (𝒱, ℰ) where 𝒱 is a set of 

elements called vertices (or nodes) and ℰ an ordered set of vertex pairs called 

directed edges (or directed branch). Therefore, in a physical network 

representation, a directed edge represents any element of the network connecting 

an inlet and an outlet node with a defined direction. The vertices are most of the 

times the interconnections between two or more contiguous edges with the 

exception of those edges which start (or end) from (in) one peripheral node.  

In the framework of network modelling and simulation, one of the most 

effective way to represent a directed graph in a computational useful way is by 

means of its incidence matrix: 

 

𝐀 = [𝑎𝑖,𝑗]
𝑛×𝑏
,        𝑎𝑖,𝑗 = {

+1,           node 𝑖 is the inlet of edge 𝑗                    
−1,              node 𝑖 is the outlet of edge 𝑗                    
0 ,          node 𝑖 and edge 𝑗 have no connections

 (2.15) 

 

where n is the number of nodes and b is the number of edges. 

The incidence matrix stores the entire topology of the network (i.e. all the 

information about the interconnections between vertices). From a computational 

point of view, it allows expressing in an algebraic form the relations between 

nodal and edges quantities. These quantities are represented as column vectors of 

dimensionality (n×1) and (b×1). 

In the gas network application, the pipelines are the most common pieces of 

the infrastructure to be modelled as directed edges. Others elements are resistors, 

compressors, regulators and valves. Resistors are the general representation of any 

device that causes a local pressure drop. Together with the pipelines, they are 

referred to as the “passive elements” because they generates pressure drops as a 

consequence of the gas flowing through them. Compressor stations, pressure 

regulation stations and valves are considered as active elements since their 

behaviour and/or operating status may be imposed from the external by means of 

an operating variable. Concerning to the nodes, they are not only the 

interconnections between the network elements, but they are also the points in 

which gas fluxes are exchanged with the external environment.  
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Thus, three main types of nodes can be defined, along with a sign convention: 

- injection nodes: supply points in which gas enters the network �̇�𝑒𝑥𝑡 < 0; 

- consumption nodes: in which gas exits the network, �̇�𝑒𝑥𝑡 > 0; 

- junctions: no gas exchange, �̇�𝑒𝑥𝑡 = 0. 

According to the convention adopted, �̇�𝑒𝑥𝑡 can be defined as the nodal load (i.e. 

the gas consumption). 

In the framework of gas network simulations, the entire set of pipelines and 

nodes equations will be solved by means of an algebraic problem that is built 

starting from the topological information stored in the incidence matrix. The main 

variables describing the status of the network are the nodal pressures and the 

nodal loads: 

 

 𝒑 =  

(

 
 
 

𝑝1
𝑝2
⋮
𝑝𝑖
⋮
𝑝𝑛)

 
 
 
                         �̇�𝒆𝒙𝒕 = 

(

 
 
 
 

�̇�𝑒𝑥𝑡1
�̇�𝑒𝑥𝑡2
⋮

�̇�𝑒𝑥𝑡𝑖
⋮

�̇�𝑒𝑥𝑡𝑛)

 
 
 
 

  

 

and the edges’ mass flows: 

 

 �̇� = 

(

 
 
 

�̇�1
�̇�2
⋮
�̇�𝑗
⋮
�̇�𝑏)

 
 
 

  

 

whose sign is positive if the gas flow direction is from the inlet to the outlet node. 
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2.4 Pipeline equation derivation 

The simplifying assumptions previously mentioned reduces the set of PDE to 

a coupled pressure-velocity-density problem made of two equations in three 

unknowns: pressure p, velocity v, density ρ. By means of Eq. (2.14) the number of 

unknowns may be reduced to two. In order to derive a proper pipeline equation, it 

is convenient to substitute the velocity v with the mass flow rate �̇� by means of 

the following relation: 

 

 �̇� =  𝜌𝑣𝐴 (2.16) 

 

In this way, the pipeline equation relates the main operational variables of a duct: 

pressure and gas flow.  

The simplified system of equations may be re-written as follows: 

 

 
1

𝑐2
𝜕𝑝

𝜕𝑡
+
1

𝐴

𝜕�̇�

𝜕𝑥
= 0 (2.17) 

 

 
1

𝐴

𝜕�̇�

𝜕𝑡
+
𝜕𝑝

𝜕𝑥
+

𝜆𝑐2

2𝐷𝐴2𝑝
�̇�|�̇�| +

𝑔𝑠𝑖𝑛𝛼

𝑐2
𝑝 = 0 (2.18) 

 

The derivation of a pipeline equation consists in the deduction of a relation 

between the pressure drops along the pipe as a function of the mass flow rates. 

Rewriting the momentum equation ( Eq. (2.18) ) as follows 

 

 
𝜕𝑝

𝜕𝑥
= −

1

𝐴

𝜕�̇�

𝜕𝑡
−

𝜆𝑐2

2𝐷𝐴2𝑝
�̇�|�̇�| −

𝑔𝑠𝑖𝑛𝛼

𝑐2
𝑝 (2.19) 

 

it is possible to obtain a differential expression of the pressure drops along a 

pipeline as a composition of several terms such as: 

 inertia, related to the time derivative of the mass flow, accounting for the 

forces which oppose the flow acceleration direction; 

 hydraulic resistance accounting for the friction which is quadratically 

proportional to the mass flow and it oppose the mass flow direction; 

 gravitational resistance accounting for the pressure losses due to gravity if 

the pipeline has an inclination α. 
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In the form of Eq. (2.19), the pressure drops equation displays non-linearity both 

on mass flow and on pressure. Some further elaborations are required to get to a 

linearized form, which is suitable for network modelling purpose. 

First, the non-linearity associated with the pressure can be avoided by 

performing a substitution of variable such as 𝑃 = 𝑝2, thus referring to the 

quadratic pressure, obtaining: 

 

     
𝜕𝑃

𝜕𝑥
+
2𝑔𝑠𝑖𝑛𝛼

𝑐2
𝑃 = −

2 𝑝

𝐴

𝜕�̇�

𝜕𝑡
−
𝜆𝑐2

𝐷𝐴2
�̇�|�̇�| (2.20) 

 

The presence of the time and spatial derivatives requires the adoption of 

integration strategies. Regarding the integration of the spatial derivative, Eq. 

(2.20) can be considered as a linear and non-homogeneous differential equation of 

first order provided that the coefficients of the right hand side are averaged over 

the pipe section ∆𝑥 = 𝑙, so to be constant with respect to the 𝑥. Assuming this 

approximation, the equation is solved analytically yielding to the following 

pipeline equation. 

 

     𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡𝑒
𝑠𝑗 =

2 �̅�𝑗 𝑙𝑒𝑗
𝐴𝑗

 
𝜕�̇�𝑗

𝜕𝑡
+ 
𝜆𝑗 𝑐

2̅̅
�̅� 𝑙𝑒𝑗

𝐷𝑗𝐴𝑗
2  �̇�𝑗|�̇�𝑗| (2.21) 

 

with: 

𝑙𝑒𝑗 = {  

𝑙𝑗 ,                   ℎ𝑖𝑛 = ℎ𝑜𝑢𝑡
𝑒𝑠𝑗 − 1

𝑠𝑗 
 𝑙𝑗  ,     ℎ𝑖𝑛 ≠ ℎ𝑜𝑢𝑡

 𝑠𝑗 =
2𝑔(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛)

𝑐2̅̅ �̅�

 

 

Where subscripts in and out stand for the inlet and the outlet sections of the 

generic jth pipe. In order to account for the gravitational contribution, the 

“effective length” 𝑙𝑒 is defined as the corrected length of the pipeline section in 

case of non-horizontal pipelines (whose slope is defined by the elevation 

difference (ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) of their ends.  

The averaged quantities, which make the analytical solution possible, are 

calculated starting from the computed value of the average pressure �̅� as 

expressed in [93] and here reported: 

 

     �̅�  =
𝑝𝑖𝑛
2 + 𝑝𝑖𝑛𝑝𝑜𝑢𝑡 + 𝑝𝑜𝑢𝑡

2

𝑝𝑖𝑛 + 𝑝𝑜𝑢𝑡
  

 

And in turn: 

𝑐2̅̅ ̅ = 𝑍(�̅�, 𝑇, [𝑦])𝑅𝑇 
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Eq. (2.21) has now the form of an ordinary differential equation in which the 

time derivative can be treated by means of an implicit finite different scheme for 

the approximation the inertia term, leading to the following expression: 

 

     𝑃𝑖𝑛
𝑡+1 − 𝑃𝑜𝑢𝑡

𝑡+1𝑒𝑠 =
2 𝑝𝑡+1̅̅ ̅̅ ̅̅  𝑙𝑒
𝐴 ∆𝑡

(�̇�𝑡+1 − �̇�𝑡) +
𝜆 𝑐2̅̅ ̅ 𝑙𝑒
𝐷𝐴2

�̇�𝑡+1|�̇�𝑡+1| (2.22) 

 

This scheme is a single-step backward differentiation formula also known as 

backward Euler method. It is one of the most common and basic numerical 

method for the solution of ordinary differential equations with first-order 

convergence and fully implicit feature, so to guarantee stability for large time 

steps, as reported in [94] and in [95].  

The integrated form of the pipeline equation is finally given in a more concise 

form as follows 

 

     ∆𝑃 𝑡+1 = 𝑅𝐼 · (�̇� 
𝑡+1 − �̇� 𝑡) + 𝑅𝐹 · �̇�

 𝑡+1|�̇� 𝑡+1| (2.23) 

 

with ∆𝑃 representing the corrected and quadratic pressure drop as defined here 

 

∆𝑃 𝑡+1 = 𝑃𝑖𝑛
𝑡+1 − 𝑃𝑜𝑢𝑡

𝑡+1𝑒𝑠 ; 

And the coefficients of the right hand side grouped in two resistance coefficients: 

 

𝑅𝐼 = 
2 𝑝𝑡+1̅̅ ̅̅ ̅̅ ̅ 𝑙𝑒

𝐴 ∆𝑡
  ; 𝑅𝐹 =

𝜆 𝑐2̅̅ ̅ 𝑙𝑒

𝐷𝐴2
= 

16 𝜆 𝑐2̅̅ ̅ 𝑙𝑒

𝜋2𝐷5
 ; 

 

The two terms in the right hand side of the Eq. (2.23) represent the two physical 

phenomena contributing to the pressure variation along the pipeline. The first 

(subscript I ) is the inertia contribution, that is proportional to the mass flow 

variation during the time interval ∆𝑡 . The second is the fluid-dynamic friction 

(subscript F ) within the pipe, quadratically proportional to the fluid velocity (and 

thus the mass flow).  

Eq. (2.23) is the most general version for the transient flow of gas through a 

pipeline, under the simplifying assumptions previously mentioned. Some authors 

[96] further simplify the problem neglecting the inertia term for those cases in 

which the transient behaviour is slow i.e. the mass flow variation per unit of time 

is small. Nevertheless, either the inertia term is neglected or not, the quadratic 

relation between pressure drop (also expressed as quadratic difference) and mass 
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flow brings an unavoidable non-linearity to the pipeline equation, which needs to 

be treated properly in order to set up an algebraic problem to be suitable for 

network simulations. 

Linearization of the pipeline equation 

The quadratic pressure drop equation as expressed in Eq.(2.23) is a parabolic 

function of the mass flow. In order to be included in an algorithm for the network 

simulation, it has to be linearized. In general, the linearization technique means 

that any curve is approximated with a tangent line touching the curve at a specific 

point. Therefore, considering the generic pipe j and assuming the linearization 

point as (∆𝑃𝑗
𝑡+1, �̇�𝑗

𝑡+1), the application of the linearization formula leads to the 

following expression: 

 

∆𝑃𝑗
𝑡+1 (𝑘+1)

−  ∆𝑃𝑗
𝑡+1 (𝑘) = 

𝑑∆𝑃𝑗
𝑡+1 (𝑘)

𝑑 �̇�𝑗
𝑡+1 (𝑘)

|

(𝑘)

(�̇�𝑗
𝑡+1 (𝑡+1) −  �̇�𝑗

𝑡+1 (𝑘)) 

 

from which, solving the derivative of the pressure drop Eq.(2.23), it is possible to 

obtain the final expression: 

 

     

∆𝑃𝑗
𝑡+1 (𝑘+1)

− (2𝑅𝐹 · |�̇�𝑗
𝑡+1 (𝑘)| + 𝑅𝐼) �̇�𝑗

𝑡+1 (𝑘+1) = 

 

= − 𝑅𝐹 · |�̇�𝑗
𝑡+1 (𝑘)| �̇�𝑗

𝑡+1 (𝑘) − 𝑅𝐼�̇�𝑗
𝑡 (𝑘) 

(2.24) 

 

This method was presented in [97] for the steady state case and generalized for the 

application to the transient equation in [96]. 

In the end, in order to refer to the normal pressure drop ∆𝑝 rather than the 

corrected-square pressure drop ∆𝑃, the Eq. (2.23) and its linearized version (2.24) 

which are generally applied to the pipeline j, shall be divided by (𝑝𝑖𝑛 +

𝑝𝑜𝑢𝑡𝑒
𝑠/2 ). 
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2.5 Nodal mass balance 

The pressure drop equation cannot be solved without knowing the mass flow 

rates flowing along the corresponding pipeline. Thus, a nodal mass balance 

equation is derived from the continuity equation, in order to obtain a closed 

problem. Unlike the case of pipeline equation derivation, where the control 

volume was the pipeline, in this case, the continuity equation is applied around the 

junctions between pipelines in its integral form. The mass balance between 

inflows and outflows should be equal to the variation of the gas quantity stored 

within the nodal volume as a consequence of pressure variation. In Figure 2 a 

schematic of a general junction for the definition of the nodal volume is given in 

order to clarify the boundaries of each control volume. 

 

 

Figure 2 – Scheme of a general junction between pipelines and consumption node. 

 

The continuity equation (2.17) is integrated over the control volume: 

 

 

obtaining  

 

The second term can be simplified by the application of the Gauss-Green 

Theorem so that 

 

then the integral on the boundary of the control volume is turned in the following 

discrete summation 

 ∫  
1

𝑐2
𝜕𝑝

𝜕𝑡
+
1

𝐴

𝜕�̇�

𝜕𝑥
 𝑑𝑉 

𝐶𝑉𝑖

= 0  

 
1

𝑐2
𝜕𝑝𝑖
𝜕𝑡
𝑉𝑖 +∫  

1

𝐴

𝜕�̇�

𝜕𝑥
 𝑑𝑉 

𝐶𝑉𝑖

= 0  

 ∫  
1

𝐴

𝜕�̇�

𝜕𝑥
 𝑑𝑉 

𝐶𝑉𝑖

= ∫  
1

𝐴
�̇� 𝑑𝐴 

𝜕(𝐶𝑉𝑖)
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The integral form for the continuity equation, applied to the ith node, is thus 

obtained: 

 

with: 

 

𝑉𝑖 =
𝜋

8
∑  𝐷𝑗

2 ∆𝑥𝑗𝑗   ; 

 

that is the geometrical volume of the ith node. 

In the formulation of Eq. (2.25), the left hand side corresponds to the balance 

among the inward and outward mass flows. The coefficient 𝑎𝑖,𝑗 is the one of the 

incidence matrix as defined in (2.15). Reading the incidence matrix by rows it is 

possible to retrieve retrieving the following information related to the ith node:  

 

       𝑎𝑖,𝑗 = {

+1,           edge 𝑗 is outgoing to node 𝑖                           
−1,            edge 𝑗 is incoming from node 𝑖                    
0 ,          edge 𝑗 has no connections with node 𝑖       

  

 

In agreement with this sign convention, mass exchanges with external are 

considered in the last term of the right hand side, in order to complete the balance. 

Since the problem is transient and it concerns a compressible fluid, imbalances 

between inlets and outlets of the control volume occurs. The right hand side 

represent the gas accumulation within the geometrical volume 𝑉𝑖, which 

correspond to a nodal pressure variation in time. 

Eq. (2.25) is now an ordinary differential equation, which will be translated 

into an algebraic one applying the backward Euler method, in analogy with the 

procedure followed for Eq.(2.21), resulting in the following equation: 

 

 

that is valid for each ith node of the network.  

While pressure 𝑝𝑖
𝑡+1 and mass flow 𝑚𝑗̇

𝑡+1 are the unknowns of the problem, the 

mass flows exchanged with the external environment �̇�𝑒𝑥𝑡𝑖
𝑡+1  are boundary 

conditions to be provided to the problem.  

 ∫  
1

𝐴
�̇� 𝑑𝐴 =  ∑ 𝑎𝑖,𝑗 

1

𝐴𝑗
 �̇�𝑗 𝐴𝑗

𝑗
 

𝜕(𝐶𝑉𝑖)

  

 
𝑉𝑖
𝑐2
 
𝑑𝑝𝑖
𝑑𝑡
= −∑  𝑎𝑖,𝑗 �̇�𝑗

𝑗
− �̇�𝑒𝑥𝑡𝑖 (2.25) 

 
𝑉𝑖
𝑐2 ∆𝑡

 (𝑝𝑖
𝑡+1 − 𝑝𝑖

𝑡) = −∑  𝑎𝑖,𝑗 �̇�𝑗
𝑡+1

𝑗
− �̇�𝑒𝑥𝑡𝑖

𝑡+1  (2.26) 
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2.6 System of Equations 

2.6.1 Matrix form of momentum and continuity equations 

The linearized pressure drop equation (2.24) and the nodal mass balance 

(2.26) in their discretised forms the system of algebraic equations to be solved in 

order to obtain the nodal pressures and the mass flows through each pipeline. it 

can be noted that, from a spatial discretisation point of view, a staggered grid 

setting has been in fact adopted: pressures are defined at the ends of the pipelines 

(i.e. nodes of the network) while mass flows are related to the pipelines 

themselves (the edges of the network), so the “points” between a two nodes. 

The matrix representation of the network topology explained in section 2.3 is 

useful to give a matrix representation of both the pipeline and the nodal equations, 

so to reach a full algebraic representation of the system of equations for the 

simulation of the complete network. 

The pipeline-linearized equation (2.24) for the whole network becomes: 

 

𝐀𝐠
𝐭  𝑷𝑡+1 (𝑘+1) − 𝐑 �̇�𝑡+1 (𝑘+1) = − 𝐑𝐅(| �̇�

𝑡+1 (𝑘)| ∘ �̇�𝑡+1 (𝑘)) − 𝐑𝐈 �̇�
𝑡 (𝑘) (2.27) 

 

where 𝐑, 𝐑𝐅 and 𝐑𝐈 are the (b×b) square diagonal matrices whose general 

elements (j,j) are the coefficients of Eq.(2.24) corresponding to the jth pipe. To be 

noted that the operator ∘ stands for the element-wise product. The matrix 𝐀𝐠 is a 

modified version of the incidence matrix 𝐀 in order to take into account the 

gravitational term, and it is defined as follows: 

 

𝐀𝐠 = [𝑎𝑔𝑖,𝑗]
𝑛×𝑏

,  𝑎𝑔𝑖,𝑗
= {

+1, node 𝑖 is the inlet of edge 𝑗                    

−𝑒𝑠𝑗 , node 𝑖 is the outlet of edge 𝑗                     
0, node 𝑖 and edge 𝑗 have no connections

  

 

However, this equation refers to the corrected-square pressures. In order to refer 

to the vector of nodal pressures 𝒑, the whole equation has to be divided by (𝑝𝑖𝑛 +

𝑝𝑜𝑢𝑡𝑒
𝑠/2 ) for each pipeline j. A matrix 𝐀𝐠

′  can be defined in analogy to the matrix 

𝐀𝐠 , considering that all the non-zero elements will be positive. Then an element- 

by-element ratio can be performed between the matrices in Eq.(2.27) and 𝐀𝐠 

(excluding the zero elements) in order to obtain the modified versions of the 

matrices that forms the set of equations for the pipeline elements of the network: 
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𝐀′𝐠
𝐭
 𝒑𝑡+1 (𝑘+1) − 𝐑′ �̇�𝑡+1 (𝑘+1) = − 𝐑′𝐅(| �̇�

𝑡+1 (𝑘)| ∘ �̇�𝑡+1 (𝑘)) − 𝐑′𝐈 �̇�
𝑛 (𝑘) (2.28) 

 

It is worth noting that the right hand side of Eq.(2.28) is the known term of the 

equation, and it is composed of the “old” mass flow  �̇�𝑡 (𝑘), belonging to the 

previous timestep, and of the “tentative new” mass flow  �̇�𝑡+1 (𝑘), originated from 

the iterative procedure for the solution of the linearized version of the pipeline 

equation. 

In order to solve the fluid-dynamic model of the network, another set of 

equation is necessary. This second set of algebraic equations comes from the 

generalization to the whole network of the nodal mass balance (Eq.(2.26)) whose 

matrix form results in: 

 

 

where 𝐈 is the identity matrix and 𝚽 a diagonal matrix defined as follows: 

 

𝚽 = [𝜙
𝑖,𝑖
]
𝑛×𝑛

, 𝜙
𝑖,𝑖
=  

𝑉𝑖

𝑐𝑖
2 ∆𝑡

  

 

The algebraic system formed by Eq.(2.28) and Eq.(2.29) accounts for b + n 

equations with b + n + n unknowns, these being: 

- b mass flow rates for each pipe; 

- n pressures for each node; 

- n mass flow rates exchanged with the external environment. 

An additional set of n equation needs to be provided. This set of equation is in fact 

representative of the n boundaries conditions, which needs to be specified at any 

nodes of the network. 

2.6.2 Boundary conditions 

As it was already anticipated in section 2.3, each node of the network is an 

interface towards the external of the network control volume. 

Junction nodes have no mass exchanges with the external of the network and 

its pressure is determined by the fluid-dynamic equilibrium of the system. Thus, 

these nodes are assigned with an external mass flow set point equal to zero for 

each time step of the simulation. 

 𝚽𝒑𝑡+1 +  𝐀 �̇�𝑡+1 +  𝐈 �̇�𝒆𝒙𝒕
𝑡+1  = 𝚽𝒑𝑡 (2.29) 
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All the other nodes that are connected with any facilities (i.e. entry stations, 

LNG terminals, storages, exit stations, consumption facility…) are assigned with 

the control mode of the corresponding facility. In general, either the exchanged 

mass flow (also called nodal load) or the nodal pressure is the controlled variable 

of any external facility and so will be provided as a boundary condition each time 

step of the simulation. In case of “pressure controlled node”, a pressure set point 

function 𝑝𝑠𝑒𝑡𝑖(𝑡) is known and its value is given for any time step 𝑡 + 1. The 

nodal load �̇�𝑒𝑥𝑡𝑖(𝑡) will result from the calculations. On the contrary, for the “gas 

flow controlled nodes”, a nodal load function �̇�𝑒𝑥𝑡𝑖(𝑡) is known and its value is 

assigned for any time step 𝑡 + 1, with the corresponding nodal pressure 𝑝𝑖(𝑡) 

calculated accordingly. 

A general linear equation can be written in order to include all the possible 

cases of nodal control modes, which acts as boundary condition assignment in 

terms of mathematical formalization of the problem. The equation, in its scalar 

form results as: 

 

 

where the coefficients 𝑘𝑝,𝑖  and 𝑘𝑚,𝑖 assume either value 0 or 1 according to the 

control mode of the ith node, and 𝛽𝑖
𝑡+1 is the set point value of pressure or 

exchanged mass flow for the time step 𝑡 + 1. 

This equation is valid for the n node thus providing the set of equations that were 

missing. 

The following table sums up the possible nodal control mode and the 

corresponding boundary equations that originates. 

Table 1 – Summary table for nodal possible control modes and corresponding boundary equations. 

Control mode Equation coefficients 

pressure 𝑝𝑖(𝑡) = 𝑝𝑠𝑒𝑡𝑖(𝑡) 𝑘𝑝,𝑖 = 1,   𝑘𝑚,𝑖 = 0,   𝛽𝑖 = 𝑝𝑠𝑒𝑡𝑖 

mass flow �̇�𝑒𝑥𝑡𝑖(𝑡) = �̇�𝑠𝑒𝑡𝑖(𝑡) 𝑘𝑝,𝑖 = 0,   𝑘𝑚,𝑖 = 1,   𝛽𝑖 = �̇�𝑠𝑒𝑡𝑖 

junction/no flow �̇�𝑒𝑥𝑡𝑖(𝑡) = 0 𝑘𝑝,𝑖 = 0,   𝑘𝑚,𝑖 = 1,   𝛽𝑖 = 0          

 

2.6.3 Complete problem set-up and solution 

The fluid-dynamic model of a complete gas network under non-steady state 

assumptions is given in the form of a linear matrix equation, which is the result of 

 𝑘𝑝,𝑖 𝑝𝑖
𝑡+1 + 𝑘𝑚,𝑖 �̇�𝑖

𝑡+1 = 𝛽𝑖
𝑡+1 (2.30) 
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the composition of the pipeline equation Eq.(2.28) and the nodal balance equation 

Eq.(2.29), together with the matrix version of Eq.(2.30) which includes all the 

boundary conditions of the problem. The complete problem takes the following 

form:  

 

 

where the first row represents the n nodal balance equations, the second is the set 

of b pipeline equations with 𝒓 as the vector of known terms of the linearized 

equations (2.28) and the last row collects the n boundary condition equations, with 

𝜷 as the vector of pressures or mass flows set points. 

Knowing the state of the network at time step 𝑡, it is possible to compute the 

nodal pressures, pipeline mass flows and the nodal mass flows injected/withdrawn 

at time step 𝑡 + 1, according to the set points at the boundaries, thus defining the 

subsequent state of the network. Repeating this operation for the whole simulation 

interval, the evolution in time of the gas network is simulated. It is worth noting 

that, even though the complete problem in Eq.(2.31) has the form of an algebraic 

system of equations, the computation of the gas network state at time step 𝑡 + 1 is 

performed by means of an iterative procedure. The need for an iterative procedure 

originates from the linearization approach in order to simplify the non-linearity of 

the momentum equation. In fact, the coefficients of matrices 𝚽, 𝐀′𝐠
𝐭
, 𝐑′ all depend 

on the unknown pressures and the mass flows. For this reason, each time step is 

solved assuming an initial tentative state of the network (𝑘) (see notation of 

Eq.(2.24),(2.28)) which allows for the definition of all the coefficients of the 

matrices of the problem (2.31). The solution of Eq.(2.31) provides a new state of 

the network (𝑘 + 1) which is calculated on the basis of the correct boundary 

conditions at 𝑡 + 1but with coefficients coming from the tentative state (𝑘) – often 

assumed equal to the previous time step 𝑡 – and with a linear version of a non-

linear relation. Is thus necessary to check for the approximation errors by means 

of the evaluation of the residuals: the solution of the (𝑘 + 1)th iteration 

( 𝑝,  𝑚,̇  �̇�𝑒𝑥𝑡 )
𝑡+1 (𝑘+1) is substituted within the continuity equation and the 

momentum equation in order to evaluate the residuals, defined by these formulas: 

 

Momentum equation residuals: 

 

 

 

 ( 

𝚽 𝐀  𝐈

𝐀′𝐠
𝐭

−𝐑′ 𝟎

𝐊𝐩 𝟎 𝐊𝐦

)(

𝒑𝑡+1

�̇�𝑡+1

�̇�𝒆𝒙𝒕
𝑡+1

) =  (
𝝓 𝒑𝑡

𝒓

𝜷

) (2.31) 

 𝑹𝒆𝒔𝒎𝒐𝒎 = 𝐀
′
𝐠
𝐭
 𝒑𝑘+1 − [𝐑′𝐈 · (�̇� 

𝑘+1 − �̇� 𝑡) + 𝐑′𝐅 · �̇�
 𝑘+1|�̇� 𝑘+1|] (2.32) 
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Continuity equation residuals: 

 

When the solution of the problem is exact, both the residuals of the momentum 

and the continuity equation are equal to zero. On the contrary, during the iterative 

process, the residuals will be other than zero so that a convergence criterion must 

be adopted. 

One of the most common convergence criterion refers to the Euclidean norm 

of the residual vectors. Most stringently, one can refer to the maximum value 

among the elements of the vectors  𝑹𝒆𝒔𝒎𝒐𝒎 and 𝑹𝒆𝒔𝒄𝒐𝒏𝒕 .  

Referring to the more common Euclidean norm approach, once computed the two 

norms for the momentum and the continuity equation, the maximum value is 

selected and compared against a set tolerance toll = (10–3 ÷ 10–8).  

 

max( ‖𝑅𝑒𝑠𝑚𝑜𝑚‖ , ‖𝑅𝑒𝑠𝑐𝑜𝑛𝑡‖ ):   {
≤ 𝑡𝑜𝑙𝑙  , converged solution                     

                  
> 𝑡𝑜𝑙𝑙, not converged solution             

  

 

when the residuals are greater than the tolerance, the iterative procedure goes on 

with a further solution of Eq.(2.31), in which the (𝑘 + 1)th solution is taken as the 

new tentative network state, which defines the problem in order to compute the 

subsequent state. This iterative algorithm is repeated until the convergence is 

reached. In the majority of cases, the convergence is reached within five iterations 

but it is very sensitive to the magnitude of the changes of the boundary conditions 

between two time steps. Smooth functions of time at the boundary conditions ease 

the convergence of the solution.  

While building the algorithm for the fluid-dynamic solution of the network, it 

is fundamental to set a maximum number of possible iteration (𝑘max ) for the 

solution of the linearized problem. This number may be changed along with the 

tolerance toll according to the feature of the network problem and the admissible 

computational burden. 

In case of non-converging computations, which show oscillatory behaviour, a 

possible solution to improve convergence is the use of under-relaxation technique. 

This is a common technique to suppress the oscillations and help the convergence 

of iterative linear methods. Referring to a general linear problem 𝐀𝒙 = 𝒃 in which 

𝒙(𝒌+𝟏) is the solution from the 𝑘th iteration, the tentative solution used for the re-

definition of the problem at the (𝑘 + 1)th iteration when using under-relaxation 

will not be 𝒙(𝒌+𝟏) but:  

 

𝒙∗
(𝒌+𝟏)

=  𝜔 𝒙(𝒌+𝟏) + (1 − 𝜔)𝒙(𝒌) 

 

 𝑹𝒆𝒔𝒄𝒐𝒏𝒕 = 𝚽𝒑
𝑘+1 +  𝐀 �̇�𝑘+1 +  𝐈 �̇�𝒆𝒙𝒕

𝑘+1 −  𝚽𝒑𝑡 (2.33) 
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with 𝜔 ∈ [0,1] that is called relaxation coefficient and its optimal value is to be 

determined case by case. 

In this way, the convergence properties of the problem may be restored, though 

the convergence rate will slow down. 

The convergence of the fluid-dynamic problem within the same time step 

brings to the computation of the fluid-dynamic state of the gas network for the 

current time step, enabling the computation for the following ones. This temporal 

sequence calls for the need of an initial condition for which everything about the 

gas network is already known and given. This is usually not the case so that a 

computation strategy for the definition of an initial condition is needed.  

 

2.7 Initial condition definition – SIMPLE gas 

In the framework of transient gas network modeling, it is nearly impossible to 

get the exact knowledge of the state of the network at the beginning of a 

simulation because the conditions of imbalance of each portion of the network are 

hardly known. For this reason it is a very common assumption to start with a 

steady state initial condition, which can be calculated more easily starting from 

the knowledge of the boundary conditions.  

In case of a tree-shaped network, the calculation of the initial stationary state 

is straightforward once all the gas flow rates of the withdrawal nodes �̇�𝒆𝒙𝒕
∗  are 

known and one value for the pressure at the gas inlet node is known. All the mass 

flows �̇� within each pipe can be computed form the steady-state version of the 

continuity equation: 

 

 

where 𝐀∗ is a square matrix (b×b) originated from the incidence matrix of the 

tree-shaped network, without the line that corresponds to the node with the given 

pressure. Once the pipeline mass flows �̇� are known, they can be used to 

calculate the corrected-square pressure drop vector 𝑷 employing the steady state 

version for the momentum equation: 

 

 

then, all the unknown nodal pressure 𝒑∗ may be obtained by the square root of: 

 

 𝐀∗ �̇� + �̇�𝒆𝒙𝒕
∗  = 𝟎   →    �̇� = − 𝐀∗−𝟏  ∙  �̇�𝒆𝒙𝒕

∗     (2.34) 

 ∆𝑷 = 𝐀𝐭𝑷 = 𝐑𝐅 · (�̇� ∘ |�̇�|) (2.35) 
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However, the general topology of any network system is not tree-shaped but 

rather displays looped structures.  

In the case of looped networks, the determination of the pipeline mass flows 

�̇� is not possible anymore by the application of Eq.(2.34) because the modified 

incidence matrix is not a square matrix anymore, making its inversion impossible. 

From a mathematical point of view, there are infinite sets of pipeline flows 

configurations that satisfy the given boundary conditions �̇�𝒆𝒙𝒕
∗ , because in the 

presence of loops, there are multiple possible way for the gas to reach an outlet. 

From a physical point of view, given a set of �̇�𝒆𝒙𝒕
∗ , the fluxes within the network 

cannot be univocally determined with the mass balance equation only because the 

way the mass flow splits in a loop depends on the hydraulic resistance of each set 

of pipes in the loop, which depends in turn on the mass flow rates themselves. In 

analogy, the nodal pressures are determined by the pressure drops along each 

pipeline, which are a quadratic function of the mass flows that are, in turn, driven 

by the pressure gradients. In shorter terms, there is a pressure-velocity coupling 

between the continuity and the momentum equations that needs to be treated with 

a proper iterative algorithm. In [98], implicit pressure-correction methods are said 

to be effective for the steady state solution of pressure-velocity or pressure-

velocity-density coupled problems (i.e. incompressible and compressible 

problems). Among the methods that are discussed, the SIMPLE algorithm is 

described for the incompressible flow cases. It is the acronym for Semi-Implicit 

Method for Pressure-Linked Equations and its algorithm was first proposed in 

[99] for incompressible problems. In [100] a SIMPLE based algorithm is 

proposed for the solution of the fluid-dynamics of district heating networks. 

Concerning the compressible case, a version of the SIMPLE algorithm is already 

present in literature as described in [101]. However, in the following section a 

specific version for the gas network case is given, as a modification of the 

algorithm described in [100]. 

For the computation of the steady state of a compressible fluid network, the 

continuity equation is the same as the one for the incompressible network case: 

 

 

While the momentum equation has the following form: 

 

 𝑷∗ = (𝐀∗𝐭)−1 ∆𝑷 + 𝑷𝒔𝒆𝒕 (2.36) 

 𝐀 �̇� + �̇�𝒆𝒙𝒕  = 𝟎 (2.37) 

 ∆𝑷 = 𝐀𝐭𝑷 = 𝐑𝐅 · (�̇� ∘ |�̇�|) (2.35) 
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where 𝑷 is the vector of the square nodal pressure ( 𝑃𝑖 = 𝑝𝑖
2 ) and the 𝐑𝐅 is the 

diagonal matrix of the fluid-dynamic resistances as defined along with Eq.(2.23). 

Thus, the only difference versus the incompressible version of the equation is the 

use of squared pressures. The squared pressure term originates form the fact that 

the coefficient of the hydraulic resistance term depends on the fluid density, and 

thus, on the pressure by means of the equation of state, as it can be seen in 

Eq.(2.19). However, the use of squared pressures allows Eq.(2.35) to preserve the 

same structure as the momentum equation of the incompressible case so that all 

the steps of the SIMPLE method and its algorithm are directly applicable to the 

compressible network case. 

The SIMPLE algorithm consists in an iterative procedure based on a “guess-

and-correct” approach on the pressure. The algorithm starts with a nodal pressure 

vector guess  𝒑∗ 𝟐 = 𝑷∗ that allows for the calculation of the corresponding 

“guessed” vector for the pipeline mass flow �̇�∗. In order to do so, Eq.(2.35) must 

be rewritten in a pseudo-linear form as follows: 

 

 

where 𝒀 = 𝒀(�̇�) =  𝐑𝐅𝐌
−𝟏 (�̇�) is defined as the pseudo-conductance matrix and it is 

the inverse of the hydraulic resistance matrix. Being matrix 𝐑𝐅𝐌 a diagonal 

matrix, its inverse is a diagonal matrix whose diagonal elements are the reciprocal 

of the hydraulic resistances. This form of the momentum equation is defined as 

pseudo-linear because the quadratic term of the mass flows has been split and 

partially incorporated into the coefficient of the algebraic problem matrix. For this 

reason, the solution of Eq.(2.38) needs a dedicated numerical procedure for non-

linear equations (e.g. the fixed-point method).  

If the guessed vector 𝑷∗ is known, it is possible to obtain: 

 

 

The rationale of any guess-and-correct method is the determination of the 

corrections to apply to the guessed value, in order to converge to the exact 

solution. Therefore, rather than compute pressures and mass flows, it is of interest 

to compute their correction: 

 

𝑷′ = 𝑷− 𝑷∗  ; �̇�′ = �̇� − �̇�∗ ; 

 

 
 ∆𝑷 = 𝐀𝐭𝑷 = 𝐑𝐅𝐌(�̇�)  ∙ �̇�      →        �̇� = 𝒀 𝐀𝐭𝑷    (2.38) 

 �̇�∗ = 𝒀∗ 𝐀𝐭𝑷∗ (2.39) 
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by means of the following equation, obtained from the difference between 

Eqs.(2.38) and (2.39): 

 

In order to get a linear equation, an approximation is needed: the difference 

between the two pseudo-conductance matrices is assumed to be negligible (𝒀 =

 𝒀∗). This leads to:  

 

 

which links the pressure correction to the mass flow correction. A relation for the 

pressure correction 𝑷′ in function of the guessed value 𝑷∗ and the related �̇�∗ is 

obtained by rewriting the continuity equation (2.37) using the definition of �̇�′ and 

substituting Eq.(2.40): 

 

 

resulting in: 

 

with: 

𝑯 = 𝐀  𝒀∗ 𝐀𝐭  ; 𝛄 = −𝐀 �̇�∗  − �̇�𝒆𝒙𝒕 ; 

 

Eq.(2.41) is the core of the SIMPLE algorithm, allowing the calculation of the 

corrections starting from the guessed values from the previous iteration step. For a 

complete discussion on the SIMPLE algorithm, it is worth underling that the 

algebraic problem in Eq.(2.41) has to be modified so to include the boundary 

condition on nodal pressure: the node in which the pressure is exactly defined will 

have a pressure correction 𝑃′ = 0. It is essential that this condition be implemented 

in Eq.(2.41). So, once 𝑷′ is determined, also �̇�′ can be computed with Eq.(2.40) 

and the new guessed values of pressures and mass flows may be calculated and 

provided to the next iteration step. It is worth mentioning that the corrections 

obtained by means of this method are often too large to guarantee stable 

computations. This is why under-relaxation strategies for the determination of 

𝑷∗(𝒏𝒆𝒘) and �̇�∗(𝒏𝒆𝒘) are employed: 

 �̇�  − �̇�∗ = 𝒀 𝐀𝐭𝑷 − 𝒀∗ 𝐀𝐭𝑷∗  

 �̇�  − �̇�∗ = 𝒀∗ 𝐀𝐭(𝑷 − 𝑷∗)      →      �̇�′ = 𝒀∗ 𝐀𝐭 𝑷′  (2.40) 

 𝐀 �̇�′ = −𝐀 �̇�∗  − �̇�𝒆𝒙𝒕    →     𝐀  𝒀
∗ 𝐀𝐭 𝑷′ = −𝐀 �̇�∗  − �̇�𝒆𝒙𝒕     

 𝐇 𝑷′ =  𝛄   (2.41) 
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𝑷∗(𝒏𝒆𝒘) = 𝑷∗ −𝜔𝑃 𝑷
′  ; �̇�∗(𝒏𝒆𝒘) = �̇�∗ −𝜔𝑚 �̇�′ ; 

 

with 𝜔𝑃 and 𝜔𝑚 between 0 and 1. For under-relaxation factors close to one, the 

stability of the calculation is guaranteed but its convergence is considerably 

lowered down. An optimum relation between the factors may be derived 

following [102]. The slow convergence rate is one of the main drawbacks of the 

SIMPLE algorithm. On the other hand, it is a robust scheme, allowing getting a 

solution even though the initial guess on the pressures is very far from its correct 

value.  

Now that all the equations have been described, a flow chart of the algorithm 

is given in Figure 3 in order to sum up the complete SIMPLE approach. 
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Figure 3 – Flow chart of the SIMPLE method for the calculation of the steady state initial 

conditions of the network 

 

  

 

yes 

start 

end 

𝒑 = √𝑷∗(𝒏𝒆𝒘)   ,   �̇�∗ = �̇�∗(𝒏𝒆𝒘) 

𝑯 = 𝐀  𝒀∗ 𝐀𝐭 

𝛄 = −𝐀 �̇�∗  − �̇�𝒆𝒙𝒕 

Solving pressure correction eq. 

𝑯𝑷′ = 𝛄 

 �̇�′ = 𝒀∗ 𝐀𝐭𝑷′ 

𝑷∗(𝒏𝒆𝒘) = 𝑷∗ − 𝝎𝑷 𝑷
′   ,   �̇�∗(𝒏𝒆𝒘) = �̇�∗ − 𝝎𝒎 �̇�′ 

Pressure guess  𝒑∗ 

𝑷∗ =  𝒑∗ 𝟐 

Pipeline mass flow   �̇�∗   

𝒀∗ = 𝒀(�̇�) =  𝐑𝐅𝐌
−𝟏 (𝒎∗̇ ) 

Solving momentum eq. 

 �̇�∗ = 𝒀∗ 𝐀𝐭𝑷∗ 

𝑷∗ = 𝑷∗(𝒏𝒆𝒘)   ,   

�̇�∗ = �̇�∗(𝒏𝒆𝒘) 

Convergence? 

no 
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2.8 Multi-Component feature 

The technological innovation brought about by the plans for the energy 

transition towards renewables has affected the gas sector too, in the recent years. 

Not only is the natural gas infrastructure considered to gain a fundamental role in 

complementing the renewable energy sources whenever they may be unavailable, 

but it will also have to host at least a fraction of renewable sources too. This 

means to allow alternative fuel gases such as bio-methane, syngas, synthetic 

natural gas (SNG) and hydrogen to be injected and blended along the gas network. 

The natural gas system is thus likely to be shifted towards a “multi-gas” system, 

able to handle gases whose chemical composition may considerably differ from 

the common local quality requirements. This implies that all what concerns the 

gas quality management, tracking and simulation is gaining more and more 

attention among the gas stakeholders. Indeed, this trend has started since the 

development of liquefied natural gas (LNG) facilities and markets, which allowed 

the admission of uncommon natural gas within gas networks that have always 

been run relying on the very well known gas qualities from the neighboring gas 

fields.  

The algorithm of the transient fluid-dynamic gas network model described in 

the previous sections is complemented by a quality tracking section, extending the 

model to a multi-component one. The mathematical formulation based on mass 

and momentum conservation laws, as formulated by Eqs (2.1) and (2.2), needs to 

be complemented by the equation for the transport of any physical quantity, in this 

case, the molar composition 𝑦(𝑐) of the 𝑐𝑡ℎ  element: 

 

 

The version of the transport equation above is the most complete form, where 

besides the advective term 𝑣
𝜕𝑦(𝑐)

𝜕𝑥
 , the axial and the radial diffusion terms are 

included, as well as the source term 𝑆. 

In case of transport within pipelines, the problem is advection-dominated since 

diffusion coefficients are smaller by two orders of magnitude at least: in fact, bulk 

velocity 𝑣 is often of the order of [m/s] while diffusion coefficients are always 

expressed in [cm/s]. What is more, the molecular diffusion coefficient is 

proportional to the inverse of the pressure [103]. 

For these reasons, only the following simplified formula is considered: 

 

 
𝜕𝑦(𝑐)

𝜕𝑡
+ 𝑣

𝜕𝑦(𝑐)

𝜕𝑥
+ 𝐷𝑥

𝜕2𝑦(𝑐)

𝜕𝑥2
+
1

𝑟
 
𝜕

𝜕𝑥
( 𝑟𝐷𝑟

𝜕𝑦(𝑐)

𝜕𝑟
) = 𝑆 (2.42) 

 
𝜕𝑦(𝑐)

𝜕𝑡
+ 𝑣

𝜕𝑦(𝑐)

𝜕𝑥
= 0 (2.43) 
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in which the generation term 𝑆 was set to zero because no generation is expected 

in the pipeline transport case. Eq.(2.43) is a first order PDE in time and space. 

The solution for the transport problem is possible only by means of numerical 

approaches. A number of them have already been tested on natural gas quality 

tracking problems and they have been discussed in the technical literature.  

In [104],  two alternative methods have been compared: an upwind finite 

difference scheme in its implicit version and an explicit random choice method. 

The upwind finite difference is a common numerical method for the solution of 

advection-based problems. The spatial dimension is divided into a proper mesh 

and the derivative is approximated as a finite difference computed on the mesh 

points. It is in fact a first-order backward- or forward-difference approximation 

scheme, depending on the flow direction:  assuming the velocity 𝑣 > 0 then 

upwinding is obtained applying a backward difference scheme as follows: 

 

 

The time derivative is then approximated by means of the backward Euler 

differentiation formula, so to obtain a fully implicit scheme: 

 

 

In the field of quality tracking problems, this approach is the most recurrent, 

either the aim is to transport the gas composition or some gas features [105] or 

both [55]. More precisely, the spatial differentiation formulas that were chosen in 

[55] are more complex, higher order schemes which nonetheless relies on 

upwinding. For transport problems, the upwind feature, together with the choice 

of implicit methods for time differentiation, grants the stability of the solution for 

any choice of ∆𝑡 and ∆𝑥 as it is discussed in [106]. This turns out to be untrue for 

explicit methods, which may become unstable or conditionally stable. In the case 

of explicit upwind scheme, in order to have stability, the choice of ∆𝑡 is bounded 

to the value of  ∆𝑥 and viceversa. The stability is granted if:  

 

𝐶 = 𝑣 
∆𝑡

∆𝑥
≤ 𝐶𝑚𝑎𝑥 

 

where 𝐶 is known as “Courant–Friedrichs–Lewy number” and 𝐶𝑚𝑎𝑥 = 1 in case 

of explicit methods. This means that for a given ∆𝑥, the ∆𝑡 cannot be deliberately 

large, which may turn out to be a limiting condition in pipeline simulations. 

 
𝜕𝑦(𝑐)𝑖
𝜕𝑡

+ 𝑣𝑖
𝑦(𝑐)𝑖 − 𝑦(𝑐)𝑖−1

∆𝑥
= 0 (2.44) 

 
𝑦(𝑐)𝑖
𝑡+1 − 𝑦(𝑐)𝑖

𝑡

∆𝑡
+ 𝑣𝑖

𝑡+1
𝑦(𝑐)𝑖
𝑡+1 − 𝑦(𝑐)𝑖−1

𝑡+1

∆𝑥
= 0 (2.45) 
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However, as pointed out in [104] and also experienced by the author, upwind-

based methods are affected by severe numerical diffusion, especially if large 

gradients of the computed variable are to be transported along. This means that 

sharp changes in gas composition are smoothed out while translated along the 

spatial direction. This phenomenon is also observed and discussed in [56].  

Numerical diffusion may be avoided using the second method analyzed in 

[104], called explicit random choice method and originally presented in [107] as a 

numerical method for the solution of nonlinear hyperbolic systems. Even though it 

is an explicit method, no stability restrictions such as the CFL condition are 

imposed (Courant–Friedrichs–Lewy). It is not based on integration formulas but 

rather on the solution of the Riemann problem followed by the construction of the 

piecewise constant random choice solution, by sampling the sequence of Riemann 

solutions. In this way, the shape of the spatial profile of the transported quantity is 

preserved. However, it has been noticed that the coupling of the sharp changes in 

the gas quality and the hydraulic problem solver causes oscillations on the 

computation of fluid-dynamic variables. 

A total different approach for the pipeline simulation oriented to quality 

tracking is presented in [108], where it is performed a switch in the coordinate 

system according to which the conservation equations have been defined. The 

conservation equations for mass, momentum and energy (Eqs. (2.1) – (2.3) ), as 

defined in section 2.1, are in fact expressed in Eulerian coordinates that is a 

system of coordinates fixed with the observer in which the fluid particles flows in 

and out. This generates all the first-order advective terms in the formulation of the 

equations, which generate the above-mentioned issues. Referring instead to the 

Lagrangian approach, the system of coordinates is integral with a control volume 

of the fluid, moving along with it, so all the advective related terms disappear. 

Each control volume should have invariant mass and composition, while the 

density changes according to the expansion or the compression of the volume 

itself. It is in [88] that a quality tracking method based on the Lagrangian 

approach is explained and applied. In [56], Chaczykowski uses the same method 

referring to it as the “batch method”. More in details, a fully implicit finite 

difference method is applied to the conservation equations for the solution of the 

thermo-fluid-dynamic problem. The transport equation is then solved using two 

different methods, namely an implicit scheme and the “batch method”, in order to 

perform a comparison between them and benchmarking the numerical results 

against field data from a number of real pipelines. It is found that, in terms of the 

determination of transport times (i.e. the moment in which a quality variation 

reaches the end of the pipeline), batch tracking is slightly better than the implicit 

method, but the figures are very similar. However, the implicit method is affected 

by numerical diffusion, smearing the sharp changes in composition and loosing 

much of the details of the known inlet composition profile. This issue is totally 

overcome using the batch method, which consists, in practice, in a rigid 
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translation of the composition profiles given at the inlet. This becomes quite clear 

after the detailed explanation of the method.  

A “batch” is a volume of the fluid where the composition (or any other 

transported quantity) is assumed constant. This fluid element is defined by the 

coordinates of its starting point and its ending point. The position of the batch is 

given by means of the position of these points ( 𝑏ℎ, 𝑏ℎ+1 ) in the Eulerian system 

of coordinates. The tracking method in the Lagrangian approach consists in the 

determination of the new position of each batch’s limits at every time step: 

 

 

Where 𝑣𝑗  is the gas velocity in the 𝑗𝑡ℎ pipe element, which have been 

computed from the solution of the hydraulic problem. This pipe element is 

delimited, instead, by the mesh points 𝑥𝑖,𝐽 and 𝑥𝑖+1,𝐽 that are fixed to the pipeline 

and corresponds to the points of the discretization mesh of the hydraulic problem. 

A set of pipe element between two junction nodes (nodes at which more than two 

branches are connected) belongs to the same pipeline 𝐽.  

Whenever: 

 

 

the point 𝑏ℎ is translated with velocity 𝑣𝑗 , as in equation (2.46). At the moment 

when 𝑏ℎ gets out of the interval it means that the batch has completely flowed out 

the pipeline element, and the velocity computed in the adjoining element mesh 

should be computed. The graphical representation in Figure 4 is given for 

clarification.  

 

Figure 4 – Graphical representation of batch tracking method principle 

 𝑏ℎ
𝑡+1 = 𝑏ℎ

𝑡 + 𝑣𝑗
𝑡 ∆𝑡 (2.46) 

 𝑥𝑖,𝐽 ≤ 𝑏ℎ
𝑡 < 𝑥𝑖+1,𝐽  
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When the computation of all the new positions of the batches is completed, the 

batch tracking algorithm needs to provide a sampling section in order to update 

the set of information about the composition (or other transported quantity) of the 

gas at the fixed mesh nodes, according to the following rule: 

 

 

For any new time step 𝑡 + 1, the gas composition vector at the sampling point 𝑖 of 

the pipe 𝐽 is the one of the batch ℎ if the position of the sampling point 𝑥𝑖,𝐽 lies 

within the gas batch. 

The assignment of a composition value to the pipe elements is also important in 

the integration of the batch-tracking algorithm with the hydraulic model, since 

many gas properties are defined on the pipe element rather than the junctions. 

Different approaches may be considered: either the composition of the element 

inlet node is assigned to the whole pipe, or average or weighted average 

approaches are applied. 

It is important to highlight that, even if the batch tracking method has the 

advantage of avoiding numerical diffusion thus preserving the shape of gas 

quality variation, it is affected by propagating errors in the computation of the 

batch translation. Eq.(2.46) is in fact an application of a dead reckoning 

technique: each new position of the batch ends 𝑏ℎ
𝑡+1 is determined starting from 

𝑏ℎ
𝑡 , which is computed, in turn, in a similar way. The errors are therefore 

cumulative and grows as the time.  

The batch-tracking algorithm is perfectly suited for the quality tracking along 

a single pipeline structure. When dealing with more complex topological 

structures such as networks, it may lose its effectiveness because batches loses 

their definitions as the fluid mixes up or it is split at junctions. A specific set of 

equations are needed in order to complement the batch tracking with the mixing 

phenomena at junctions. For this reason, they are defined at junction nodes 𝑖∗, 

where more than two branches are connected. The set of pipe sections 𝑗 between 

two contiguous junction nodes 𝑖∗defines a pipeline 𝐽 (pipeline between two 

junctions). 

This system of equations mainly consists in the application, at each junction 𝑖∗, of 

the continuity equation in the form of Eq.(2.26) for each component 𝑐 of the 

composition vector [𝑤]𝑖, expressed in mass fraction: 

 

 

 

 [𝑦(𝑐)]𝑖,𝑗
𝑡+1

= [𝑦(𝑐)]ℎ
               𝑖𝑓               𝑏ℎ

𝑡+1 ≤ 𝑥𝑖,𝐽 < 𝑏ℎ+1
𝑡+1   
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where: 

       𝑎𝑖∗,𝑗
+ = {

+1, edge 𝑗 is outgoing from junction node 𝑖∗                  
0, edge 𝑗 is incoming to junction node 𝑖∗                    
0, edge 𝑗 has no connections with junction node 𝑖∗

  

that is the generic element of the matrix A+; 

�̇�(+)𝑒𝑥𝑡𝑖∗
𝑡+1

 is the withdrawn gas flow from junction node 𝑖∗; 

       𝑎𝑖∗,𝑗
− = {

0, edge 𝑗 is outgoing from junction node 𝑖∗               
−1, edge 𝑗 is incoming to junction node 𝑖∗                       
0, edge 𝑗 has no connections with junction node 𝑖∗

  

that is the generic element of the matrix A–; 

�̇�(−)𝑒𝑥𝑡𝑖∗
𝑡+1

 is the injected gas flow in junction node 𝑖∗; 

and: 

[𝑤(𝑐)]𝑖∗
 is the mass fraction of the component 𝑐 at the junction node 𝑖∗; it is the 

unknown of the equation, resulting from the perfect mixing of the incoming 

fluxes. 

[𝑤(𝑐)]𝑗
 is the mass fraction of the component 𝑐 at all the adjoining nodes that are 

connected to the junction node 𝑖∗ through the 𝑗𝑡ℎ pipe. 

[𝑤(𝑐)]𝑒𝑥𝑡𝑖∗
 is the mass fraction of the component 𝑐 within the mass flux that is 

injected from outside in the network. 

Under a perfect mixing assumption, the mass fraction of component 𝑐 that 

originates at junction node 𝑖∗ is given by this following relation: 

 

 

This last formula can be rewritten in a proper matrix form on the basis of the 

given definitions of the special incidence matrices (A+, A–). 

Thus, combining the nodal mixing equation and the batch tracking approach 

in the same algorithm it is possible to extend the gas quality tracking from a 

[∑  𝑎𝑖∗,𝑗 
+ �̇�𝑗

𝑡+1

𝑗
+ �̇�(+)𝑒𝑥𝑡𝑖∗

𝑡+1
+
𝑉𝑖∗

𝑐2 ∆𝑡
 (𝑝𝑖∗

𝑡+1 − 𝑝𝑖∗
𝑡 )] ∙ [𝑤(𝑐)]𝑖∗  =  

 

 

= −∑  𝑎𝑖∗,𝑗 
− �̇�𝑗

𝑡+1 ∙ [𝑤(𝑐)]𝑗 𝑗
− �̇�(−)𝑒𝑥𝑡𝑖∗

𝑡+1
∙ [𝑤(𝑐)]𝑒𝑥𝑡

𝑖∗
 

(2.47) 

 

[𝑤(𝑐)]𝑖∗
=
−∑  𝑎

𝑖∗,𝑗 
− �̇�𝑗

𝑡+1 ∙ [𝑤(𝑐)]𝑗𝑗 − �̇�(−)
𝑒𝑥𝑡

𝑖∗

𝑡+1
∙ [𝑤(𝑐)]𝑒𝑥𝑡𝑖∗

∑  𝑎
𝑖∗,𝑗 
+ �̇�𝑗

𝑡+1
𝑗 + �̇�(+)

𝑒𝑥𝑡
𝑖∗

𝑡+1
+
𝑉𝑖∗

𝑐2 ∆𝑡
 (𝑝

𝑖∗
𝑡+1−𝑝

𝑖∗
𝑡 )

 (2.48) 
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simple pipeline to complex network structures. For each new time step, the 

composition resulting from the mixing at each junction node of the gas network is 

considered as the first batch that is inserted into the downstream pipeline. The 

subsequent batch-tracking module of the algorithm, applied to each pipeline, is 

then devoted to translate each gas batch along the pipelines, updating the gas 

composition at their end node. A flow chart of the quality tracking section is given 

in Figure 5 

 

Figure 5 – Flow chart scheme of the quality tracking section of the gas network model. 

  

 

end 

no 

Batch composition sampling: 

[𝑦(𝑐)]𝑖,𝑗
𝑡+1

= [𝑦(𝑐)]𝑖,𝑗
𝑡

 

No composition update 

 

yes 

Mixing equation at junction nodes – Eq. (2.48) 

[𝑤(𝑐)]𝑖∗
 ∀ 𝑖∗ 𝑗𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑛𝑜𝑑𝑒 

�̇� , 𝒑, 𝒗 from hydraulic model 

𝐽=1 

Counter of pipeline among the junctions 

Batch tracking – Eq. (2.46) 

𝑏ℎ
𝑡+1 = 𝑏ℎ

𝑡 + 𝑣𝑗
𝑡 ∆𝑡       ∀ℎ 

yes 

no 

Batch composition sampling: 

[𝑦(𝑐)]𝑖,𝑗
𝑡+1

= [𝑦(𝑐)]ℎ
 

Composition update 

 

𝐽 = 𝐽 + 1 

[𝑦(𝑐)]
𝑡+1

 

𝐽 > #𝑝𝑖𝑝𝑒 

𝑏ℎ
𝑡+1 ≤ 𝑥𝑖,𝐽 < 𝑏ℎ+1

𝑡+1  
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2.9 Algorithm 

In order to develop a simulation framework able to solve a transient model of 

a natural gas network with gas quality tracking, all the computational sections 

described in this chapter have been integrated in a single algorithm that is 

described by the flowchart in Figure 6. It is composed of two main parts: the 

transient hydraulic model and the gas quality section. These two cores are nested 

within an iterative computational cycle because of the interdependency between 

the hydraulic status of the network and the gas composition: properties in the 

hydraulic model depends on the gas composition flowing through each part of the 

network. On the other hand, the modifications of the gas quality depends on the 

fluid-dynamic status of the network that is a result of the hydraulic solver part. 

Thus, an iterative procedure is needed in order to get the convergence of the 

results.  
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Figure 6 – Synthetic flow chart of the complete architecture of the algorithm for gas network 

simulation under transient and multi-component conditions. 

 

yes 

Generation of space and time discretization 

means 

 

time step 𝑡 results: 

𝒑𝒕, �̇�𝒕, �̇�𝒆𝒙𝒕
𝒕  , [𝒚(𝒄)]

𝒕
  

�̇�𝒆𝒙𝒕
𝒕+𝟏,𝒌+𝟏 =

𝑬𝒕𝒉
𝒕+𝟏

𝑯𝑯𝑽𝒕+𝟏,𝒌+𝟏
 

max( ‖𝑅𝑒𝑠𝑚𝑜𝑚‖ , ‖𝑅𝑒𝑠𝑐𝑜𝑛𝑡‖ ) < 𝑡𝑜𝑙𝑙  

Thermal energy demand calculation 

𝑬𝒕𝒉 = �̇�𝒆𝒙𝒕 𝑯𝑯𝑽 

no 

Selection of junction nodes 𝑖∗ and 

subsets 𝐽 of pipelines between 𝑖∗ 

Initial condition calculation [see SIMPLE] 

𝑡 = 0 

Solving transient fluid-dynamic problem in matrix form: 

Eq. (2.28) (2.29) (2.30) 

Quality tracking section 

(Figure 5) 

[𝒚(𝒄)]
𝒕+𝟏,𝒌+𝟏

 

start 

Data input 

𝑘 = 0 

𝑯𝑯𝑽 𝒕+𝟏,𝒌+𝟏 ← [𝒚(𝒄)]
𝒕+𝟏,𝒌+𝟏

 

𝑘 = 𝑘 + 1 

no 
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𝑡 = 𝑡 + 1 

𝑯𝑯𝑽𝒕+𝟏,𝒌+𝟏 ← [𝒚(𝒄)]
𝒕+𝟏,𝒌+𝟏

 

𝑡 ≥ 𝑡𝑚𝑎𝑥  

end 

no 

yes 

 (
‖[𝒚(𝒄)]

𝒕+𝟏,𝒌+𝟏
− [𝒚(𝒄)]

𝒕+𝟏,𝒌
‖

‖[𝒚(𝒄)]
𝒕+𝟏,𝒌+𝟏

‖
 ) < 𝑡𝑜𝑙𝑙  
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2.10 Model Validation 

The transient and multi-component fluid-dynamic model of the gas network 

presented in this work is validated in the following sections.  

Firstly, the hydraulic part is evaluated on a simple test network that is 

recurrent in the literature ([109],[110],[90],[111],[112],[113] and [96]). Results 

have been compared to check the correct behavior of the fluid-dynamic algorithm 

and evaluate possible differences originated from the variations of the model. 

Since not all the information about the natural gas of the test case are provided 

(e.g. the gas composition), a sensitivity analysis is also performed. The effect on 

the pressure prediction of the different friction factor formulas is also investigated. 

In a second step, the quality tracking section of the model has been evaluated 

by comparison with an analogous model in literature, presented in [56], where the 

model results have been tested on experimental data. 

2.10.1  Fluid-dynamic validation 

A triangular gas network, as first introduced in [109], has been taken as a 

sample network for the fluid-dynamic model validation. Results have been 

benchmarked with the ones obtained by [109], [110], and [96] where results from 

the commercial software SIMONE [114] are also provided and here reported as a 

further benchmark. 

 The network topology is depicted in Figure 7. The gas enters the system from 

node 1, in which a pressure set point is given, while nodes 2 and 3 are both 

consumption nodes. 

 

 

Figure 7 – Topology of the triangular network used for the validation of the model 
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The network technical data are given in Table 2. The pipeline roughness ε is 

assumed to be equal to 0.012 mm as in [96], being a typical value for the transport 

pipelines. 

Table 2 – Network topology and technical data. 

Pipe Inlet node Outlet node Diameter 

[mm] 

Length 

[km] 

Roughness 

[mm] 

N° sections 

1 1 3 600 80 0.012 1 

2 1 2 600 90 0.012 1 

3 2 3 600 100 0.012 1 

 

Concerning the gas properties, the relative density is approximately 0.6 according 

to all the sources. Only [110] and [90] specify that the fluid density 𝜌 is 0.7165 

kg/m3 at STP ( 𝑇 = 273.15 K and 𝑝 = 1 atm ) which is exactly equal to the density 

of pure methane. No sources specify the reference gas composition, thus leaving 

to the multi-component model here presented some degrees of uncertainty, which 

will be investigated through a sensitivity analysis.  Similarly, the friction factor is 

estimated in different ways among the different references: [109] and [110] do not 

take into account the pipeline roughness while in [96], the Hofer approximation of 

the Colebrook-White correlation is used in order to rely on an explicit formula. 

The behavior of the model using different friction factor formulas is also 

investigated in this section.  

On an operational side, the gas temperature is assumed constant and equal to 5 °C 

(𝑇g = 278.15 K), as all the reference gas model are isothermal ones. As for the 

boundary conditions, the pressure set point at node 1 is kept constant at 50 bar 

(see Figure 8.a) while the consumption nodes 2 and 3 follows the consumption 

profiles given in Figure 8.b. 

 

 

Figure 8 – Boundary conditions for the simulation of the triangular network. a) pressure set point 

at the inlet node; b) gas withdrawal profiles for the gas consumption node. 

Reference conditions are set to 𝑇 = 273.15 K and 𝑝 = 1.01325 bar . 
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At last, space and time discretization are assumed equal to the ones in reference 

[96], in order to have a fair comparison between the results: the pipes are 

discretized considering just one section per pipe (the pipe itself), while in [109] 

and [110] pipelines are discretized in 10 and 5 segments respectively. Concerning 

the time discretization, a Δ𝑡 = 180 s is considered and the total simulation interval 

lasts 24 h. In the next sections, the sensitivity analysis on the Δ𝑥 and the Δ𝑡 is also 

addressed. 

Validation on literature results 

In this first round of validation, the model was run using as friction factor 

formula the implicit version of the Colebrook-White as presented in Eq. (2.8), in 

order to be as close as possible to the assumption in [96]. Following this rationale, 

the fluid properties of the natural gas were defined by choosing a gas mixture with 

the following composition: 

Table 3 – Natural gas composition chosen for the validation against the literature data. 

Inlet 

node  

CH4  

[% mol] 

N2 

[% mol] 

CO2 

[% mol] 

C2H6 

[% mol] 

C3H8 

[% mol] 

Higher C 

[% mol] 

1 92.8 0.9 1.2 4.2 0.9 0 

 

which gives a Relative Density exactly equal to 0.6. However, the fluid density 

differs from the one declared in [90] and [110], being equal to 0.77 kg/Nm3.  

The pressure prediction results are given in Figure 9 for both the consumption 

nodes and they are compared to the pressure profiles resulting from the model in 

literature. 

 

 

Figure 9 – Comparison between the computed pressures at node 2 (a) and 3 (b) and the results 

from literature. 
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It is possible to see how the pressure at the demand nodes follows the 

consumption profiles with a little delay, by decreasing its value whenever the gas 

withdrawal increases and vice versa. The results are very similar to the ones 

obtained by Pambour [96] and its reference results from the software SIMONE, as 

one could expect, since the computational architecture is very similar. The minor 

differences may be given by the choice of a different equation of state that have 

been employed (GERG-2008 rather than the Papay formula [115]) and of the 

friction factor formula. The different assumptions on the friction factor calculation 

in [109] and [110] are probably the main reason for the major differences in the 

pressure prediction. Anyway, the mean deviation on pressure prediction for both 

the nodes is well below 1% for any of the references taken from the literature. 

Detailed results are given in the following Table 4. 

Table 4 – Summarizing table of the relative mean deviation [%] of the outlet pressures predicted 

by the current model from the benchmarks in literature. 

Node Ke & Ti 

[%] 

Osiadacz 

[%] 

Pambour 

[%] 

SIMONE 

[%] 

2 0.14 0.53 0.06 0.02 

3 0.14 0.61 0.06 0.02 

 

Concerning the mass flow prediction, either along the pipelines and at the 

injection node (node 1), no results are available from reference [109] and [110], 

so only the data from [96] have been considered as benchmark. 

In Figure 10.a, the average mass flows along the pipelines of the network are 

displayed. One should refer to these quantities as “average” because no pipelines 

were discretized in subsections, so each pipeline is associated with a single value 

of mass flow, rather than a profile along the space dimension.  

 

 

Figure 10 – Comparison between the computed gas flows along the pipelines (a) and at the inlet 

node (b) and the results from literature. 
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From the test case results, it is possible to note that the fluctuations of the gas 

consumption reflects on the mass flow of the two pipelines directly connected to 

the entry node. Pipeline 3, which connects the two consumption nodes, does not 

show these high fluctuations but rather acts as a balancing buffer for the gas 

supply to the consumption nodes. Its fluctuations are almost negligible because 

the gas consumption pattern is followed instead by the calculated mass flow from 

the supply node, which is pressure controlled at a constant pressure of 50 bar. This 

profile is given in Figure 10.b, where the delayed response of the supply node to 

the demand ones can be observed, if compared to the profiles given in Figure 8.b. 

In this case too, the deviations are marginal (less than 1%). Detailed results are 

given in the following Table 5 

Table 5 – Summarizing table of the relative mean deviation [%] of the gas flows computed by the 

current model from the benchmarks in literature. 

benchmark Pipeline  

1 

Pipeline  

2 

Pipeline  

3 

Inlet 

node 

Pambour 

[%] 
0.2 0.2 0.2 0.6 

SIMONE 

[%] 
0.5 0.6 0.2 1.2 

 

The transient feature of the model are best represented in Figure 11, where the 

variation of the total linepack is provided. The linepack consists in the amount of 

gas that is stored within the geometrical volume of the network or of any portion 

of it (i.e. pipelines or section of pipelines). It is calculated by means of the 

following formula, valid for any edges j of the network: 

 

 

The amount of gas that is stored depends on the local density of the gas, thus it 

depends mainly on the pressure level of the pipes and also on the temperature of 

the gas. As the pressures varies according to the variation at users’ node, caused 

by the consumption pattern, the linepack varies as well, offering a buffer of gas 

which is readily available to provide or store gas whenever an imbalance between 

inlet and outlet occurs. The way the linepack varies is well displayed in Figure 11, 

where the results of the current model are similar to the results from Pambour’s 

model and not so different form the ones form the SIMONE software. The 

deviation are around 0.5 % and 1 % respectively. It is worth noting that the main 

difference originates at the beginning of the simulation (thus the steady state). 

This is probably due to the differences in the determination of the fluid density, 

which depends on the choice of the chemical composition and of the equation of 

 𝐿𝑃𝑗 =
𝐴

𝑐2
 ∫ 𝑝 𝑑𝑥

𝑥=𝑙

𝑥=0

 |
𝑗

 =  
�̅�𝑗

𝑐𝑗
2  𝑉𝑔𝑒𝑜𝑚𝑗

          [𝑘𝑔] (2.49) 
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state. An investigation on the effect on the linepack caused by the different 

chemical compositions is presented in one of following sections. 

 

 

Figure 11 – Variation of the overall linepack of the triangular network  

 

At last, the balance between the gas inflows and outflows is reported in Figure 12 

and compared with results from [96]. This further indicator represents the time 

derivative of the linepack that means the rate of change of the gas stored in the 

geometrical volume of the network. Together with the linepack diagram, these 

figures show the buffering properties of a compressible fluid network. 

 

 

Figure 12 – Rate of variation of the amount of gas stored in the linepack of the network caused by 

the imbalances between inlet and outlet flows. 
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Effect of the friction factor formula 

A second round of model validation was performed changing the friction 

factor formula in order to check the acceptability of the results and the impact of 

the friction factor choice, especially on the pressure prediction at the outlet nodes. 

The implicit Colebrook-White formulation has been substituted with the explicit 

Cheng formulation (Eq(2.10) ), which is valid throughout all flow regimes. 

Pressure prediction results are given in Figure 13 (a and b) for both the outlet 

nodes, together with the results from literature and from the previous trial using 

the Colebrook-White.  

 

Figure 13 – Effect of the friction factor formula on the outlet pressure prediction: comparison 

between the computed pressures with the two different friction factor formula and the results from 

literature. a) pressure at node 2; b) pressure at node 3. 

The pressures calculated using the Cheng formula results higher than the one 

calculated with the Colebrook-White version: the deviation is 0.3% on average. 

This is in line with what is depicted in Figure 1: the current test conditions 

correspond to a relative roughness ε/𝐷 = 2·10 –5 and a Reynolds number around 4 

÷ 5·106. This is the region where the Cheng friction factor and the Colebrook-

White one differ the most, with the Cheng factor being lower. Thus, the results are 

justified. Even though the pressures calculated in this case deviates more from the 

ones resulting from [96] and [110], while approaching the results from [109], their 

average deviation is still well below 1%, making the Cheng formula a valid 

alternative in the choice of the friction factor correlation.  

The differences on the pressure computation reflects also on the calculation of 

the mass flow rates, both along the pipelines and at the inlet node. The average 

deviations with respect to the pipeline mass flows do not exceed 1 % while for the 

mass flow at node 1, the deviation is slightly higher but still within 2 %. To be 

noted that the benchmark for the mass flow computations is only reference [96] in 

which the Hofer version of Colebrook-White relation has been used. 

Interestingly, the choice of the friction factor has an impact also on the 

linepack variation as it can be observed in Figure 14. The linepack profile 
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associated to the Cheng friction factor is higher than the one associated to the 

Colebrook-White case. The curve is shifted upwards since the initial steady state 

as the pressure level is, on average, higher (due to the lower pressure losses). It is 

also worth noting that the new linepack curve does not run parallel to the ones 

from reference anymore, probably due to different choice of the friction factor 

formula. 

 

 

Figure 14 – Effect of the friction factor formula on the estimation of the variation of the overall 

linepack. 

 

 

Effect of the Gas Composition 

Since the composition of the natural gas considered in the references is not 

univocally determined it is of interest to investigate the effect of the choice of 

different gas qualities on the fluid-dynamic results. This is even more important 

considering that the model presented in this work is based on a multi-component 

feature so that is sensitive to the precise gas composition, by means of the GERG-

2008 equation of state. 

The model has been tested with a total of five different compositions: three 

typical European gas qualities have been considered and compared with the case 

of pure methane and with the case of the “guessed” gas mixture that was used for 

the previous speculations. The main features of the test gases are summarized in 

the Table 6. 
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Table 6 – Natural gas composition chosen for the investigation on the effect of the composition 

on the model. Data on the compositions from [116] except for “guessed” one. 

Natural Gas 

type 

CH4  

[% mol] 

N2 

[% mol] 

CO2 

[% mol] 

C2H6 

[% mol] 

C3H8 

[% mol] 

C4
+ 

[% mol] 

Density 

[kg/Nm3] 

Relative 

Density 

Nord Sea 90.81 1.91 1.32 4.73 0.82 0.41 0.7923 0.6132 

Panigallia 

LNG 
90.15 0.70 0.00 7.81 1.07 0.27 0.7881 0.6100 

“guessed” 92.8 0.9 1.2 4.2 0.9 0 0.7751 0.6000 

Russian 95.58 0.71 0.30 2.47 0.69 0.25 0.7545 0.5840 

Methane 100 0 0 0 0 0 0.7165 0.5553 

 

The comparison between the results and the references has been limited to the 

data from [96]. For this reason, the chosen friction factor formula is the 

Colebrook-White.  

Pressure prediction results are presented in Figure 15 for both node 2 and 3. 

As it can be seen, the model is sensitive to the different gas qualities even though 

the pressure predictions result very similar and close to each other. This is wanted 

because the aim of this validation section is twofold: testing the model sensitivity 

to the gas composition while looking for the gas mixture that gives the best 

approximation of the results from literature (in which the Relative Density was 

provided as the only gas quality indicator). 

 

 

Figure 15 – Effect of the different gas composition on the outlet pressure prediction: comparison 

between the computed pressures with the five different gas quality and the results from literature. 

a) pressure at node 2; b) pressure at node 3. 

 

As a general comment, it is possible to note that for both nodes, the lower the 

density of the gas, the higher the outlet pressure.  

On the other hand, by comparing the average deviations of the different gas 

mixtures with respect to the results form Pambour [96] simulations and SIMONE 

software computations, it results that the Russian gas best approximate the 
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Pambour’s curve while the Panigallia LNG gas best agrees with the SIMONE’s 

one. In any case, the differences among all the average deviations are minimal, 

being all below 0.1% anyways. Similar observations may be done on the mass 

flows predictions. 

The speculation around the role of the gas composition is more interesting 

when addressing the evaluation of the linepack evolution, as depicted in Figure 

16. Depending on the gas composition, the overall network linepack deviates from 

the reference values between –2.2 % to + 0.7 %. To be noted that the different 

profiles all looks parallel. Thus, the differences are originated already at the 

beginning of the simulation, at the steady state initial condition, implying that the 

linepack is very much sensitive, of course, to the gas composition which affects 

the gas density at the operational pressure and temperature conditions. It is worth 

noting how the LNG gas is the one giving the highest estimation of the linepack 

even though its relative density is not the highest one. This is possible because at 

the operational conditions, it is the gas with the highest density. 

 

 

Figure 16 – Effect of the natural gas composition on the estimation of the variation of the overall 

linepack. 

 

Sensitivity to the choice of Δ𝑡 and Δ𝑥  

To complete the validation of the model, a sensitivity analysis with respect to 

the space and time discretization choice is addressed in this section, in order check 

the computational behavior of the model. 

As for the behavior of the solution with respect to the spatial grid, starting 

from the validation set up described in the previous sections, with a time step dt = 

180 s and a only one section for each pipeline, the problem was solved increasing 

the number of the pipeline sections to 10 and 100. The latter case was considered 
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as the reference solution (the “exact” solution) to which compare the others. The 

errors where computed following this formula: 

 

 

where 𝜒𝑡𝑟𝑖𝑎𝑙 is the generic quantity computed with a certain dx or dt. 

The behavior of the relative error with respect to the dx size is given in Figure 17 

for all the major fluid-dynamic quantities discussed before. As it can be noted, the 

solution improves with a second order slope for all the analyzed quantities. It is 

worth noting that, in any case, the errors are always lower the threshold of 1% for 

any of the analyzed variable. 

 

Figure 17 – Sensitivity analysis of the solution of the hydraulic network problem with respect to 

the spatial grid size. The dashed line indicates the 1st order slope. 

Concerning the sensitivity of the solution with respect to the time 

discretization, the test case with the coarsest spatial grid was simulated with time 

steps ranging from 60 s to 3600 s (1 hour), over the timeframe of one day. The 

case with dt = 60 s was taken as the reference solution for the comparisons and the 

errors were computed following Eq.(2.50). Results are given in Figure 18 where it 

can be noted that the solution improves with a first order slope for all the analyzed 

quantities. With respect to the errors related to the spatial mesh, the ones related 

with time discretization are higher, thus the model is more sensible to 

improvement in time discretization. On the basis of these results, the choice of 

small time step (less than 1 hour) is to be preferred. This choice also depends on 

the rate of change of the boundary conditions of each specific modelling case.  

 

 𝑟𝑒𝑙.  𝑒𝑟𝑟%  =  
‖𝜒𝑡𝑟𝑖𝑎𝑙 − 𝜒𝑒𝑥𝑎𝑐𝑡‖

‖𝜒𝑒𝑥𝑎𝑐𝑡‖
 ∙ 100 (2.50) 
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Figure 18 – Sensitivity analysis of the solution of the hydraulic network problem with respect to 

the time step choice. The dashed line indicates the 1st order slope. 

 

2.10.2  Quality tracking validation 

The quality tracking feature of the current model was validated by applying it 

to one of the validation cases reported in [56], where the batch method and the 

implicit method for the tracking of gas composition were benchmarked against 

real data.  

A single pipeline belonging to the Polish gas transmission system was chosen. 

It is an 81.5 km-long onshore line, with an inner diameter of 693.8 mm (28 

inches), which connects an underground storage facility to the rest of the network. 

No compressors are present on the line. The line was chosen because it is 

equipped with gas flow meters and gas composition measurement units at both 

ends, so to provide all the field data for the validation. In Figure 19, the measured 

quantities used as boundary conditions for the validation test are depicted. The 

outlet gas flow rate is given for all the time steps, while the pressure is always 

defined at the inlet node. The gas composition should be fully provided at the inlet 

node, for any time step of the simulation. In Figure 19.c, the temporal evolution of 

the concentration of ethane is given, as it is considered as the tracer-gas for the 

evaluation of the quality tracking capability. Data are available both at the inlet 

node (as a boundary condition) and at the outlet node (to have the benchmark 

term). As for the other gas components, no information were made available by 

the authors. Similarly, assumptions about the inner roughness of the pipeline and 

about the gas temperature or the ground temperature were omitted.  
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Figure 19 – Measured quantities for the quality tracking validation as available from [56], used as 

boundary condition to the numerical problem; a) inlet pressure profile; b) outlet gas demand; c) 

molar concentration of the ethane at the two ends of the pipeline, considered as the tracer gas for 

the quality tracking validation 

 

In order to run the simulation, an inner roughness of ε = 0.012 mm and a gas 

temperature of 5 °C were assumed, considering the gas always in thermal 

equilibrium with the surrounding ground. On the numerical side, the simulation 

was run dividing the pipeline in 80 sections, so to have a space discretization of 

around 1 km. As for the time step, the choice was 5 min and the whole simulation 

concerns 6 days in total. These assumption are the same as in [56] so to have a fair 

comparison. 

The result of the current model benchmarking against the field data available 

in literature is given in Figure 20, where the profile of the molar concentration of 

ethane measured at the pipeline outlet is compared to the calculated profile. 
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Figure 20 – Comparison between the computed (solid orange line) and the measured (dashed 

orange line) composition profile of ethane at the outlet. The measured composition profile at the 

inlet node is also given for an estimation of the variations of arrival times. 

 As a first general comment, it is worth noting that all the major steep changes 

in the composition profile, which appears at the inlet node, have been well 

replicated at the outlet. This would not have happened if the Euler implicit scheme 

had been applied. Thus, no numerical diffusion phenomena are introduced. In 

order to quantify the accuracy of the calculated profile with respect to the field 

measurements, it was chosen to refer to the arrival time of the composition 

perturbation to the end of the pipeline. In particular, the three major step variation 

are focused. As it can be seen, the model is able to predict closely the arrival time 

of the first concentration step: the difference between the estimated arrival time of 

the model and the measured arrival time is about 50 minutes. In terms of 

accuracy, this time mismatch should be compared to the measured value of the 

transportation time, that is, for this case, equal to about 24 hours. This gives an 

error on the calculated transportation time of about 3.5 %. As for the others two 

steps, the model delays in the calculation of the arrival time of about 4 hours and 

3.5 hours respectively, with grater relevance on the transportation time errors 

given that, especially for the second step, the transport time is lower, due to higher 

mass flow rates. 

The batch-tracking model, as mentioned in section 2.8, cumulates some 

inaccuracies as the elapsed time grows, since it is based on a dead-reckoning 

technique for the computations of the batch position. However, this error source 

cannot explain the behavior of the errors of the addressed cases. The motivation 

for the computed mismatch may be originated instead form the isothermicity 

assumption of the current model. In fact, errors on the transportation time comes 

from errors on the estimation of the gas velocity, which depends on the gas flow 

rate and on the density, which is, in turn, a function of the temperature. A 

sensitivity analysis on the gas temperature showed that transportation times are 

affected by the choice of the temperature as it is shown in Figure 21. In general, 

computed transport time reduces as the assumed temperature is higher. 
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Specifically, transportation times are reduced by between 30 minutes to 1 hour 

every 10 °C of temperature increase, depending to the velocity and pressure fields. 

This improves the prediction for the second and the third composition step, while 

it worsen the first one. 

 

Figure 21 – Influence of the gas temperature on the estimation of the outlet profile of the molar 

fraction of ethane. 

It is important to underline that the model presented and benchmarked in [56] is a 

non-isothermal one, thus solving the hydraulic problem taking into account the 

energy equation too, in order to consider the effect on the fluid-dynamic of the 

changing inlet temperature and the thermal interaction between the gas and the 

ground. It is likely that over the 6 days of the simulation, the gas temperature 

within the pipe varies because of the thermal interaction with the ground and a 

varying temperature at the pipe inlet, thus reducing the transport times with 

respect to the isothermal case. However the author does not know this temperature 

pattern. 

In conclusion, the quality tracking part of the gas network algorithm gave 

satisfactory results in terms of composition profile replicability, avoiding the non-

physical diffusion effects that were encountered in other algorithms in the 

literature. This is considered as an important feature when trying to extend the 

quality tracking exercise from a single pipeline case, to a network case, where 

fluxes admix together and unphysical composition profiles may spread all over 

the infrastructure. 

Considering the lack of information on the thermal status of the pipeline and of 

the inlet gas, as well as on the pipeline inner roughness assumptions, the 

estimations of the transport times are also satisfactory, provided that the 

assumption of isothermicity could be applied to the whole infrastructure all over 

the timeframe of the simulations. 
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2.11 Conclusions 

A fluid-dynamic model for the simulation of gas network with complex 

topology has been proposed in this chapter and is the tool that will be used to 

perform studies of the impact of renewable gas injection and blending within the 

current gas infrastructure.  

For this reason, the model needs to be based on transient fluid-dynamic 

equations and has to feature a quality tracking section. What is more, the choice of 

the equation of state must be so that the gas composition variations should be 

detected and accounted for. 

On the basis of the validation procedure against literature results and the 

numerical analysis on the spatial mesh and on the time discretization, the whole 

model architecture gives satisfactory results, both concerning the fluid-dynamic 

section and for the quality-tracking feature. 

Considering the advanced characteristics of the equation of state that have 

been chosen (GERG-2008) the current model can be applied either to high-

pressure transmission level infrastructure or to lower-pressure distribution grids. 

The sensitivity to the composition of up to 21 typical components of the natural 

gas make it versatile for the modelling of natural gas with uncommon composition 

such as higher content of hydrogen or CO2. For gas network operating conditions 

far from the phase transitions of its higher hydrocarbon and its main components, 

this model can be considered suitable for any modelling scenario, including cases 

almost pure hydrogen in blending contexts.  

As for the quality tracking feature, given the batch-based tracking method, the 

presence of any components which is carried around at the same velocity of the 

bulk fluid can be traced (either it is one of the 21 considered by the equation of 

state or any impurities or trace compound). The extension of this method to a 

complex and interconnected set of pipelines may bring sometimes to non-

convergence or inexact solutions which takes place when very low velocities and 

flow direction variations occurs within some pipes. 

In the next three chapters, the model will be applied on three case studies 

regarding distribution system infrastructure in which biomethane and hydrogen is 

injected in order to show the model potentialities in tackling specific issues related 

to the injection practices. 
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Chapter 3  

Biomethane injection at 

distribution level 

3.1 Introduction 

According to the European Biogas Association’s (EBA) Statistical Report 

2018 [117], bioenergy in Europe has known its major expansion almost a decade 

ago with the number of installed plants multiplied by a factor of 3 between 2009 

and 2016, and with Germany, UK and Italy as leading countries as biogas 

producers [118]. Within the Italian context, the biogas production chain has 

rapidly grown since 2008 in the direction of electricity production, thanks to a 

very favorable feed-in tariff [119] that brought to the rise of a huge number of 

small scale (< 1MWe) biogas power plants, largely fed by energy crops [120]. 

This policy has helped to bring the Italian energy system to reach the European 

goals of the 20-20-20 program for what concerns renewable share in the electric 

power production and the global energy system. However, concerning the goals 

on the penetration of renewables in the transport sector, Italy is still lagging 

behind the goals of 10 % of bio-fuels in the entire transport sector [121]. This is 

why these later years, Italian policy has strongly committed towards the 

promotion of biomethane production and injection into the natural gas 

infrastructure. 

Biomethane is defined as a fuel gas produced from biomass whose properties 

are comparable to the ones of natural gas [122]. At present, it is mostly produced 

from the upgrading process of biogas produced by anaerobic digestion. In fact, the 
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biogas from anaerobic digestion contains between 30 ÷ 60 % of CO2 together with 

smaller amounts (traces) of contaminants such as hydrogen sulfide and ammonia 

that have to be cleaned out. While the biogas cleaning is performed anyways to 

make the gas exploitable, the upgrading phase is peculiar to the biomethane 

production and consists in the separation of the CO2 form the biogas, so to obtain 

a high-methane gas (more than 95%). In order to be allowed in the natural gas 

value chain, the biomethane is in fact required to have quality parameters within 

the same range of the fossil natural gas usually transported by the network. 

The gas system is in fact a highly interconnected system at national and 

continental level, which is mainly based on a widespread network infrastructure. 

A relative small amount of fossil gas fields and sources (such as LNG terminals), 

which delivers most of the natural gas, are connected to the industrial and 

residential customers by means of the gas network. In the past, the management of 

the gas quality has already been a tackled issue, because different gas field may 

delivers different gas quality. Sometimes, the difference is so high that two 

different infrastructure are run. This is mainly the case of The Netherlands and a 

portion of Germany infrastructure, where a low calorific value network runs from 

the Dutch domestic fields (Groningen and the north see ones) to feed mainly 

households users and an high calorific value network feeds the industrial ones. 

According to this rationale, any gas fed appliance is tested and commissioned to 

work safely and efficiently on specified gas quality ranges, assuming a certain 

stability of the natural gas type. 

In the past few decades, with the growth of LNG facilities, gas quality 

management issues started to rise again. The problem is becoming even more 

urgent since the biomethane sector started to develop. 

Biomethane plants may be considered as a distributed and renewable source 

of natural gas. Its injection within the current infrastructure appears to be the 

straightforward and most sustainable practice to contribute at the greening of the 

gas sector. However it is, to some extent, a revolutionary challenge for a sector 

whose state of the art has been settled since years. 

In order to start the exploitation of biomethane, national and European 

technical regulation and standards were needed. At the European level, the 

European Commission assigned to CEN (European Committee for 

Standardization) the mandate M/475 EN [32] on standardization of biomethane 

injection criteria. It ended with the promulgation of the EN 16723 standard [33], 

directly implemented in Italy in the technical standard UNI/TR 11537:2016 [34]. 

While the European standard [33] states generally that biomethane has to comply 

with the typical ranges of the fuel gases which belongs to group H (higher heating 

value fuel gas), the national standards set more stringent and specific limits on 

compounds that are not usually present in the natural gas but may appear in traces 

in the biomethane. For example, according to the Italian technical norm, 

compounds such as hydrogen sulfide, ammonia, halogens may have negative 
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impacts on the infrastructure and thus they have to be limited and continuously 

monitored. In case of non-compliance, any injection should be immediately 

stopped. In Germany, instead, the limits are different according to the type of gas 

network targeted by the injection [123]. Furthermore, in order to limit the impacts 

on the gas quality of the distributed gas, the system operators are often required to 

add a certain amount of LPG in order to increase the heating value, creating a gas 

with identical calorific properties of the one within the pipes, so to avoid any 

billing issues [124]. This is said to be an expensive part of the biomehtane 

upgrading and conditioning and it may be avoided by means of the adoption by 

the system operators of suitable quality tracking systems in order to comply with 

accuracy requirements in billing processes. This is particularly impactful on the 

business of Distribution System Operators (DSOs), which use to operate local and 

lower pressure portions of the infrastructure, which never had to deal with 

“unconventional” distributed sources of gas. 

Not only did biomethane introduce the quality management challenge at all 

the levels of the natural gas infrastructure, but it also brought about the issues of 

the mismatch between production and consumption, especially on the lower 

pressure level of the infrastructure where portion of the network insists on local 

areas characterized by seasonal and limited consumptions. 

Concerning the European gas infrastructure, definitions of distribution level 

and transmission level may varies from country to country. Most of the times, it is 

defined as transmission infrastructures the set of pipelines that have a national 

relevance, carrying the gas from border to border thus being a part of the 

continental infrastructure. The distinction is also often made based on the operator 

that is in charge of the management of the infrastructure itself. This aspect, in 

particular, generates unclear and non-unique definitions especially for the 

distribution level, which may be regulated and operated differently throughout 

Europe. For instance, for what concerns the Italian situation, one single 

Transmission System Operator (Snam) is in charge of the national gas corridors 

and the directly connected regional branching. Instead, Distribution System 

Operators (DSOs) have in charge the lower-pressure networks, usually serving 

cities and smaller industrial areas, at a pressure level lower than 5 barg. For 

historical reasons, the number of Italian DSO is almost 500, while other countries 

such as Denmark, The Netherlands have a much smaller number. In Denmark and 

Germany, the DSOs usually run also higher-pressure portion of the network, 

insisting on greater areas. For the sake of precision in terms, in this work, the 

portion of the gas infrastructure characterized by lower operating pressure and 

serving a well-defined cluster of users will be addressed as “distribution network”. 

The biomethane injection into these confined portions of gas infrastructure is 

not a very common practice. In fact, most distribution systems serve urban areas 

whose consumptions are characterized by a strong seasonality. This may 

undermine the acceptability of any distributed source of biomethane, which is 
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instead quite steady in its production. Thus, even though distribution 

infrastructure may be located closer to the biomethane production plants and 

would not require any further gas compression, they are often discarded as 

injection option. The injection into higher-pressure transportation pipelines is then 

preferred even if it is more expensive, because it guarantees the access of the 

whole production, with no risk of curtailment due to production-consumption 

mismatch.  

These mismatch issues at local level are well known to the system operators 

and they are faced differently by each country or by each system operator. The 

adopted solutions depends on the current status of biomethane grid injection and 

on the way the entire gas system is managed. 

In Italy, the biomethane sector is at its early stage, even though it has known a 

remarkable expansion since 2018. Most of the plants that are currently injecting 

biomethane within the infrastructure are connected to the regional transmission 

lines, which are portions of the high-pressure transmission network, operated by 

Snam. At present (April 2020), the number of biomethane plant which have been 

authorized for the injection are 20. Among these, just three of them are already 

injecting at distribution level. Each distribution system operator (DSO) is entitled 

to follow its own procedures to evaluate the acceptability of biomethane injection 

requests. However, most gas DSO associations have published common 

guidelines which are concerned to guarantee the safety operation of the 

infrastructure [125]. In this sense, it is required that the biomethane injection point 

can never become the only gas feeding point of the distribution network. The 

network should always be fed by the traditional reduction station too, in order to 

guarantee the continuity of the service. Consequently, any innovative network 

management strategies, such as bi-directional gas reduction-and-metering stations 

and linepack buffering are excluded. Considering the strong seasonality of 

consumption in most of the areas served by distribution networks, these 

restrictions limit considerably the biomethane receiving potential of lower 

pressure infrastructures, with DSOs which may curtail biomethane injection 

during the late-spring and summertime months. 

Circumstances are different in other countries in Europe. 

In Denmark, for instance, the limited capacity of distribution networks have 

been solved by adopting probably the most straightforward solution: returning the 

excess biomethane production to higher pressure transmission level by means of 

compression stations, thus inverting the usual gas flow on demand (so called: bi-

directional reduction and metering stations). The return plants must also be 

equipped with a proper de-odorization section since the gas in the transmission 

lines cannot contain any odorant. According to the latest system plan by Energinet 

(the Danish TSO) [126], two gas return plants were already in operation and three 

more were in a planning phase as of 2018. Interestingly, as detailed in [127], for 

one of the already operating plants, an additional connection with a nearby 
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distribution network which used to be separated was also planned, in order to 

distribute the biomethane throughout a greater consumption area. 

Such solutions are conceptually simple and technically feasible even though they 

add capital costs to the injection projects. However, they require a very good level 

of coordination between the different parties of the gas network value chain as 

well as updates to the regulatory framework. These institutional aspects may act 

as a barrier to the early implement of these measures. 

As for The Netherlands, the main Transmission System Operator (Gasunie) is 

taking part in Projectgroep Groen Gas, a working group of the Association of 

Energy Network Operators (Netbeheer Nederland) aimed to developing pilot 

projects to improve the biomethane acceptability within the current infrastructure.  

Among these, the case of bi-directional gas receiving stations is addressed too, 

together with more innovative projects aimed at generating a buffering storage 

capacity within the network itself. The latter, appears to be one of the less 

impacting solution in terms of capital expenditures, as it deals with the way the 

network is operated. 

In this chapter, the transient and multi-component gas network model 

presented in Chapter 2 is applied to a real gas distribution infrastructure which has 

a limited receiving capacity of biomethane. An overview of the area is given, with 

a focus on the adopted method for the determination of the gas hourly 

consumption profiles. The impacts of biomethane injection under the business-as-

usual scenario are assessed and discussed. In this scenario, the biomethane is 

always accepted because it is limited to the times of the year when consumptions 

are higher than production. The impact from the point of view of the hydraulic 

rearrangement of the network and from the point of view of the gas quality 

deviations are studied considering the effect of the choice of different injection 

point. Subsequently, the model is applied to situations of exceeding production 

(and thus curtailed injection) in order to assess the criticalities and to test, by 

means of simulations, scenarios of short-term gas storage within the network 

linepack in order to avoid or minimize the biomethane curtailment while 

operating the network within its technical limits. 
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3.2 Methodology 

This chapter is devoted to the verification of the admissibility of a distributed 

source of biomethane into a low-pressure infrastructure (i.e. a municipal gas 

infrastructure).  

A real municipal gas network was considered, thanks to the availability of 

data from a previous collaboration with a Distribution System Operator (DSO) 

[128]. The complete set of technical information about the grid is known together 

with the yearly gas consumption of each costumer. In the area, a biogas-based 

power plant is also located allowing for the construction of a possible scenario 

that consists in the conversion of the existing plant to a biomethane one, injecting 

its production in the distribution grid. 

The complete network topology has been simplified. The current distribution 

network consists of two levels of pressure: 

- a lower pressure level, highly meshed, which reaches most of the users in 

the most densely populated areas (the proper urban network); 

- a higher-pressure level (up to 5 barg) which distributes the gas from the 

city-gate booths (the connection to the regional high-pressure network) to 

the secondary pressure reduction substations, which feed the lower level 

networks and most of the industrial users. 

When assessing the biomethane receiving potential of a network, it is reasonable 

to limit the investigation to the higher-pressure portion of the infrastructure as it is 

the target for the possible connection. Lower levels of the network have too low 

pressures and a very limited capacity both in terms of volumes and in terms of 

overall consumption. 

Consequently, a spatial clustering of the scattered users is performed, allocating 

most of the costumer to the nearest secondary substation. 

In order to evaluate the feasibility of the biomethane injection within the 

distribution grid, a profiling of the yearly consumption of the users is needed, 

with, at least, an hourly time resolution. This is necessary in order to evaluate the 

receiving capacity of the gas network according to the overall gas consumption 

pattern, the operating pressure set points and the maximum operating pressure. 

Once the biomethane production potential is known, the receiving potential of 

the network and its limits are assessed.  

A preliminary analysis “out of the fluid-dynamic” is performed to check 

major bottlenecks caused by the mismatch between biomethane availability and 

consumption patterns. The relevant seasonality of the gas consumption throughout 

the year is usually a barrier against the biomethane acceptability during warmer 

months. By means of gas consumption duration curves, it is possible to evaluate 

the occurrence of biomethane curtailments. 
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For the times of the year when the biomethane is acceptable within the grid, a 

“business as usual” fluid-dynamic verification of the gas network is carried out by 

means of the application of the gas model described in Chapter 2. In particular, 

the day characterized by the maximum hourly gas consumption (January 17th) was 

selected. In order to evaluate the effects on the fluid-dynamic of the injection 

point location, different simulations have been performed and compared. These 

results are also commented from the point of view of the quality perturbations 

induced by the injection and blending of the biomethane within the network. 

A similar network test is performed for the times of the year when biomethane 

exceeds the gas consumption of the area. In particular, the day with the minimum 

hourly consumption rate was considered (August 18th). The gas network has been 

simulated introducing a peculiar working condition, which required an 

implementation of a conditional boundary condition at the primary gas receiving 

station (city gate reduction station).  

In fact, no reverse-flows of the gas receiving station are accepted because no 

re-compression stations are installed at that point. Thus under the circumstances 

of production-consumption mismatch, and more specifically, in case of abundant 

gas injected, gas accumulation occurs, increasing the pressure level of the whole 

network.  

From the point of view of the computational model, when gas pressure 

becomes higher than the set-point value given at the pressure-controlled node 

(usually the inlet), an inversion of the gas flow happens at this node. This is in fact 

the only possible solution in order to comply with the pressure constraint of the 

boundary condition. Given that this is considered to be a non-realistic situation (at 

least for what concerns the Italian context), the network model has been adapted 

as follows. When the pressure field is so to imply an inversion at the city-gate, a 

change in the boundary condition is assumed, shifting from a pressure-control to a 

mass flow control, which is set to zero. 

Thus, the following conditional boundary condition at the city-gate reduction 

station is given: 

 

 

where 𝑖 is the city-gate reduction station node and 𝑖 + 1 is the adjacent node. 

Referring to the boundary condition equation discussed in section 2.6.2 – Eq. 

(2.30), the coefficients will be modified as follows: 

 

 {

𝑝(𝑖, 𝑡) = 𝑝𝑠𝑒𝑡𝑖(𝑡)              𝑖𝑓 𝑝𝑠𝑒𝑡𝑖(𝑡) > 𝑝 (𝑖 + 1, 𝑡)
𝑢

�̇�𝑒𝑥𝑡(𝑖, 𝑡) = 0                    𝑖𝑓 𝑝𝑠𝑒𝑡𝑖(𝑡) ≤ 𝑝 (𝑖 + 1, 𝑡)
         ∀ 𝑡 (3.1) 

 {

𝑘𝑝,𝑖 = 1 , 𝑘𝑚,𝑖 = 0, 𝛽𝑖 = 𝑝𝑠𝑒𝑡𝑖(𝑡)         𝑖𝑓 𝑝𝑠𝑒𝑡𝑖(𝑡) > 𝑝 (𝑖 + 1, 𝑡)
𝑢

𝑘𝑝,𝑖 = 0, 𝑘𝑚,𝑖 = 1, 𝛽𝑖 = 0                      𝑖𝑓 𝑝𝑠𝑒𝑡𝑖(𝑡) ≤ 𝑝 (𝑖 + 1, 𝑡)
 (3.2) 
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The case of gas accumulation within the linepack is thus considered and the 

measures for the improvement of linepack storage are tested. 

At first, the pressure level set point is lowered by 1-bar steps, so to unlock 

linepack capacity, considering as the maximum acceptable linepack value, the one 

generated by a network that is set to 5 barg as operating pressure. 

For each cases, the hydraulic verification of the network is performed for both the 

non-injection and the injection case. The first verification is needed to grant that 

nodal pressure does not drop below a minimum value. The second verification 

checks the gas accumulation curve and the network saturation time.  

In a second phase, a reduction on the injected biomethane is imposed in order 

to modify the gas accumulation curve so to determine the proper balance among 

biometane injection, gas consumption and linepack accumulation, which 

guarantees the network to operate within its limits.  

The injection scenario determined by means of this analysis, is then verified 

on a sequence of critical summer days, in which modifications of the pressure set 

points are also simulated in order to set up the case of modulating inlet pressures. 
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3.3 Case study description 

The fluid-dynamic and multi-component transient model was applied on a 

real gas distribution network asset, serving a small urban and rural area located in 

the northern Italy. In the next sections, a description of the area, the gas 

consumption and its profiling is provided as well as a description of the network 

asset. 

3.3.1 Area Description  

The area served by the distribution corresponds to a small municipality 

composed of two urban agglomerations, three industrial areas and rural areas 

surrounding these major consumption centers. It covers a surface of 29 km2 with a 

population of approximately 6,500 inhabitants. The total number of active gas 

meters in the area is equal to 3,262, of which 94% are classified as residential or 

tertiary users’ gas meters while the remaining 6% are classified as industrial 

users’ ones. The annual gas consumption of the area is equal to 8.25 MSm3. 

Despite the proportions of the gas meters, the industrial users contribute to the 

59% of the annual gas consumption of the whole area while the remaining 41% is 

imputable to the residential and tertiary sector. A summary of this information is 

given in the pie chart of Figure 22. 

 

Figure 22 – Composition of gas customers and distribution of the yearly gas consumption 

between the registered user types.  
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3.3.2 Bioenergy availability  

In the rural area, a biogas power plant of 1MWe is present. Its location is 

given by the star in Figure 23. The electricity production is obtained by means of 

the combustion of about 12,000 Sm3/d of biogas from dedicated crops. The 

composition of the biogas is 52 % of methane and 48 % of carbon dioxide. 

In view to test the potentialities of a transient and multi-component simulation 

of the gas network, the bioenergy availability of the area is assumed to be shifted 

from the power production towards the production of biomethane. Given the 

biomethane flow rate, its injection within the distribution network infrastructure is 

evaluated by means of the gas network model. 

Assuming a constant biogas production rate and an ideal upgrading process, 

the possible biomethane production rate downstream the upgrading section is 

6,240 Sm3/d corresponding to 260 Sm3/h. This is the biomethane injection flow 

rate to be verified with the model, under different gas network working 

conditions. 

 

 

Figure 23 – Geographical layout of the whole gas distribution infrastructure. 

The primary reduction station is depicted by the green pentagon in the bottom part of the map;  

the final reduction stations are depicted by red triangles (urban booths) or blue squares (industrial 

users); the pipelines belonging to the different pressure levels of the network are represented in 

different colors; the star indicates the position of the biomass power plant. 
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3.4 Data Pre-processing 

3.4.1 Network features and schematization 

As it is possible to see from Figure 23, the gas distribution network is fed by a 

single city-gate booth that is directly connected to the regional transport facility. 

In the city-gate booth, the gas is generally preheated in order to have its pressure 

reduced to the distribution network operating condition by means of a reduction 

valve. The pre-heating is required in order to avoid the condensation of the higher 

hydrocarbons or the formation of the methane clathrate, as a consequence of the 

sudden temperature drop caused by the Joule-Thomson effect. 

The current network works on two pressure levels, with three different 

maximum operating pressures. At the city gate, the gas is set at constant pressure 

of 5 barg (maximum operating pressure for the medium pressure ducts – blue lines 

in Figure 23). 

The medium pressure network serves the lower pressure levels by means of 

15 final reduction stations (red triangles) that reduce gas pressure either to 0.5 barg 

(red lines) or to 0.04 barg (violet lines). These networks are highly meshed, 

usually following the layout of the streets of the urban areas in order to provide 

gas directly to the majority of residential/tertiary users and some of the industrial 

ones, especially if they are clustered within the urban or industrial areas. The 

remaining industrial users and a few of the residential ones, located in the rural 

areas, are directly connected to the medium pressure infrastructure (the blue 

squares indicates industrial reduction and metering booths). 

For the sake of the modeling activity in this work, only the higher-pressure 

level of the gas network is simulated, consisting in the blue lines depicted in 

Figure 23. The schematic topology of the gas network is given in Figure 24. 

The nodes represented by dots are the consumption points of the gas 

infrastructure (the numbering reflects the one in Figure 23 for the final reduction 

stations). Most of the single users are then clustered and the related gas 

consumption is allocated to the nearest final reduction station. 

The two triangles indicates the gas entry points. The yellow triangle represents the 

city gate, from which the fossil natural gas enters the network. The green one 

represents the biomethane injection node. This node has been chosen as the 

injection one being the nearest to the biogas plant. 

It is worth underling that Figure 24 represents just the structure of the gas network 

in terms of connections between pipelines, thus the branch lengths are not 

representatives of the pipeline lengths. In terms of topology, the network is 

weakly meshed due to the presence of two loops. This is a common design feature 

of medium-pressure distribution gas network.  
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Figure 24 – Medium pressure topology of the gas distribution network. 

 

This level of the gas infrastructure has a total length of about 34 km and it is 

made of pipelines with nominal diameter ranging from 25 mm to 280 mm. The 

total geometrical volume of the system of pipeline is about 250 m3. 

3.4.2 Gas Consumption profiling 

In order to carry out a fluid-dynamic simulation of the gas network, the gas 

consumption rates of all the connected users have to be known with a suitable 

time resolution. 

The availability of metered gas consumption data at time resolutions higher 

than the daily or the yearly base is very uncommon among the distribution system 

operators (DSOs), especially for households’ final costumers. This is due to the 

lack of smart and telemetered gas counters. Usually, DSOs collects gas 

consumption data for each users on an annual basis and then applies a profiling 

procedure for billing purposes. This procedure is regulated by the Italian energy 

authority through resolution 229/2012 [129].  

Within this resolution, the natural gas users are classified in seven categories 

according to the final use of the gas. Five out of seven refers to residential or 

tertiary users, with natural gas utilization ranging from cooking and/or domestic 

hot water (DHW) production only to space heating and to space cooling and 

possible combinations. The remaining two categories refers to industrial use, with 

natural gas utilization for technological purpose only or for technological purpose 

and space heating. For the sake of clarity, Table 7 summarizes the gas usage 

categories.  
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Table 7 – Gas usage categories according to [129] 

Code description seasonality 

C1 Space heating yes 

C2 Cooking and/or DHW no 

C3 Space heating + cooking and/or DHW yes 

C4 Space cooling and conditioning no 

C5 Space conditioning and heating yes 

T1 Technological use no 

T2 Technological + space heating yes 

 

For each of these gas usage categories, three additional withdrawal classes are 

assigned, depending on the weekly frequency of the use of gas (Table 8). 

 

Table 8 – Class of withdrawal according to [129] 

Code Withdrawal days 

1 7 days per week 

2 6 days per week (excluding Sundays and national holidays) 

3 5 days per week (excluding Saturdays, Sundays and national holidays) 

 

Gas use categories and withdrawal classes are assigned in order to profile the 

annual gas consumption of each user throughout the year, on a daily basis.  

Resolution 229/2012 specifies also the modality of the annual profiling 

procedure, providing a formula based on coefficients that are updated year by 

year, depending on the current calendar. The matrix of coefficient is also different 

according to the climate zone in which the area is located. In Figure 25 the result 

of the profiling procedure is given. Together with the daily gas consumption of 

the area, the biomethane daily availability is also given in order to compare 

consumption data with the injection source. 
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Figure 25 – Annual gas consumption profile and biomethane production on a daily basis [129] 

The calculated daily gas consumption profiles are not suitable for a dynamic 

modeling of the gas network, being the characteristic time of the transient 

phenomena of the gas less than a day. For this reason, for each gas usage category 

present in the case study here addressed, a set of daily gas consumption profiles 

have been proposed and here reported in Figure 26. The profiles are the hourly 

fraction of the total daily consumption. The hourly profile of each user is obtained 

multiplying the daily consumption with the profile corresponding to the user 

category. 

 

 
Figure 26 – Daily gas consumption profiles for the residential and tertiary users (above) and 

industrial users (below)  
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Higher time resolution (i.e. every 15-min) can be obtained by a linear 

interpolation of the hourly profile. 

 

3.5 Biomethane injection – business-as-usual scenario 

In this section, the impacts of biomethane injection within gas distribution 

infrastructure are considered. The case study described in the previous section is 

used to evaluate the acceptability of the biomethane that is possible to produce 

from the redesign of the already existent biogas power plant. 

The biomethane acceptability limits are set by the current business-as-usual 

scenario, following the guidelines from the Italian DSOs associations [125]. The 

fluid-dynamic impacts on the network are evaluated by means of the application 

of the gas network model to the non-injection and the injection scenarios. The gas 

quality perturbation consequent to the biomethane injection is discussed. 

3.5.1 Preliminary production-consumption analysis 

The major (and most frequent) issue that may arise when injecting 

biomethane into a distribution grid comes from the mismatch between a constant 

production and the variable nature of the gas consumption. Particularly critical is 

the non-heating season, when gas consumption may drop to about 25 ÷ 30 % of 

the winter peak (or even less), as it is already visible in Figure 25. Additionally, 

the consumption variations between weekdays and weekends may also turn 

critical, depending on the share of the industrial gas users within the area.  

In Figure 27, the year-round total gas consumption on hourly base, as 

obtained applying the procedure of section 3.4.2, is compared to the hourly 

biomethane production.  

 

Figure 27 – Overall natural gas consumption profile on an hourly base for the entire year in 

comparison with the biomethane production rate that is available in the area. 
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As it is possible to note, the biomethane production is not always acceptable 

within the infrastructure. In fact, the biomethane production is completely 

absorbed by the overall gas consumption during most of the heating season 

(which formally starts on October 15th and ends on April 14th), while it is always 

exceeding the consumption during the weekends of the non-heating season.  

Considering that distribution gas networks are usually managed in a passive 

way so that the inward gas flow rate at the primary reduction station is the result 

of the balancing of the overall gas demand of the area, whenever the production 

exceeds the overall consumption, the biomethane cannot be accepted in injection 

and it is cut-off the grid. This circumstance, otherwise, would imply the 

accumulation of gas within the pipeline and it cannot be handled by most of DSOs 

at present (it is also excluded by the guidelines [125]). 

Under this business-as-usual approach, only a fraction of the yearly produced 

biomethane can be accepted in the network. This value can be retrieved from the 

following duration curves (Figure 28), which displays the allowable biomethane 

under two different assumptions. 

 

Figure 28 – Natural gas consumption duration curves for the whole area and biomethane 

production rate for the estimation of the injection curtailment criteria. Loose criteria: acceptability 

until biomethane injection equals the consumption (red dot). Strict criteria: acceptability until the 

biomethane injection is equal to the fossil-natural gas inflow (green dot) 

The red dot and dashed line define the maximum amount of hours of 

biomethane acceptability under the least stringent constraint according to which 

the biomethane is always accepted provided that consumptions are higher or equal 

to the production. However, most DSOs may want to keep a safety-margin which 

basically consists in keeping the traditional city-gate reduction station always in 

operation, avoiding that the whole network would be fed exclusively by the 

biomethane injection [125]. This has a twofold purpose: on the one hand, it is a 

preventive measure in case of unexpected lower consumption rates; on the other, 

it prevents possible gas shortages in case the biomethane injection is stopped 

because of gas quality deviations or unplanned stop of the production. 
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A good rule of thumb is to consider that the traditional reduction station 

should provide at least half of the total gas consumption. This may result in a 

reduction of the accepted injection rate or, as for the case of Figure 28, the 

reduction of the timespan of acceptability of the whole production (green dot and 

black dashed lines). The obtained results are summarized in the following table 

(Table 9). 

 

Table 9 – Results of the preliminary production-consumption analysis in the business-as-usual 

injection scenario under two different curtailment assumptions 

Curtailment 

criteria 

Yearly injection 

[MSm3] 
# hours % 

loose 1.91 7 369 84.1 

strict 1.66 6 389 72.9 

 

3.5.2 Verification of the network and fluid-dynamic impacts 

When a certain amount of biomethane is allowed to a distribution network, a 

verification of the fluid-dynamic status of the network is required. Most often, this 

simulation is performed by means of steady-state network models which are 

applied to the worst-case scenario, that is, under a fluid-dynamic point of view, 

when the gas consumption rate is the maximum. 

When managing a fully passive network (i.e. without compressors), the DSO 

has to guarantee to each downstream node of the network a sufficient pressure 

level: modifications on the gas fluxes throughout the network may increase in an 

unacceptable way the pressure drops along some pipes. Furthermore, the speed of 

the gas within each pipeline needs also to be kept within a limit. In the case of 

lower pressure network (local distribution networks) these limits are set by the 

technical standard UNI 9165 [130] and are reported in Table 10.  

Table 10 – Fluid-dynamic operational limits for medium pressure (4th species) distribution 

networks 

Parameter Units Range 

pressure barg 1.5 ÷ 5 

gas velocity m/s < 25 

 

In this case, a fluid-dynamic verification of the network was performed using 

the transient model presented in Chapter 2. The day with maximum gas 

consumption was considered and set as the simulation timeframe. The results 
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from the injection case were compared to the base case scenario where 

biomethane injection is not present. Results are given in the following sections. 

When performing a fluid dynamic simulation of a gas network, at least one 

nodal pressure has to be fixed. In correspondence of the node at fixed pressure, 

the gas flow rate exchanged with the external environment is calculated 

accordingly. Under normal operating conditions, the pressure set point is fixed at 

the city gate of the gas network so that pressures throughout the network are 

determined according to the pressure drops along the pipelines and the gas inlet 

flux is determined by the summation of the all gas consumption contributions and 

the variation of the linepack.  

Since the model is sensitive to the gas composition, the gas properties may change 

accordingly along the network. For instance, the gas heating value can change 

thus resulting in a different thermal power output at the consumption nodes. In 

this case, to account for this effect and to avoid possible power scarcity at the 

users, the assumption of maintaining the power demand satisfied is considered, as 

it is done in other references [21,54]. This implies that the network constraints at 

the loads are given in thermal power terms, converting the known gas 

consumption profiles into power demand profiles by means of the higher heating 

value of the fossil natural gas that is currently distributed (HHVNG = 54.68 

MJ/kg). Starting from the so calculated thermal loads, the mass flow rate that is 

requested at each outlet node is re-assessed using the local higher heating value, 

which depends on the composition that is expected at each node. This step is 

necessary because the hydraulic model is based on mass flows rather than energy 

fluxes. Each time the composition at the outlet nodes changes, the outlet mass 

flow rates needs to be updated and the fluid-dynamic re-assessed.  

Under distributed biomethane injection, the pressure condition is still kept at 

the city gate boundary while the biomethane injection node is modeled as 

“negative” consumption node, thus a node with a fixed and net gas flows inwards 

the network. The pressure will be determined accordingly. 

The current gas network is operated with a city-gate pressure set point at 5 

barg . All the other nodes are assigned with an updated value of thermal equivalent 

gas consumption every 15 minutes. The injection node is assigned with a negative 

thermal equivalent gas consumption (thus a gas injection) which corresponds to 

260 Sm3/h of biomethane (HHVbio = 51.23 MJ/kg). This injection is constant 

throughout the whole simulation period. 

Fluid-dynamics impact of the biomethane injection 

The results of the fluid-dynamic verification of the network are displayed in 

Figure 29, in terms of the evolution of the nodal pressure throughout the network. 

The node sequence is represented along the x-axis, giving the complete picture of 

the pressure field of the network. The time evolution of the pressure field is given 
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along the perpendicular direction, along the time axis (y-axis). To be noted that 

the node sequence is useful to give the complete and synthetic information for the 

whole network but information about complex connections (i.e. non-sequential) 

and about the network topology is sometimes lost. Thus, when sudden increase of 

the pressure are observed, it means a sequence of adjacent pipe has ended and the 

current node is connected to another series. 

Figure 29.a reports the results of the base case scenario that consists in the gas 

network with no distributed injection, working under maximum consumption 

conditions Figure 29.b displays instead the fluid-dynamic verification of the gas 

network in case of injection of the whole biomethane production. In this figure, 

the pressure profile of the injection node (node 33) is highlighted in green. 

It can be observed that the pressure variations throughout the day, in any point of 

the network remains within the operating pressure range [1.5 ÷ 5] barg.  
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Figure 29 – Time evolution of the nodal pressure field throughout the network during the day 

of maximum consumption (Jan.17th) under the following scenarios: a) baseline scenario: no 

injection of biomethane; b) biomethane injection at node 33. The pressure evolution at the 

injection node is highlighted in green. The nodal pressure field is represented following the 

numbering sequence of the nodes, thus topological information about network connections are 

sometimes lost. A sudden increase of the pressure means that the previous sequence of nodes 

has ended and the node is connected to a previous one, with higher pressure. Along the 

perpendicular direction (y-axis) the time dependence is reported. The blue border of the 

surface highlights the pressure time pattern. The black border is intended to highlight the 

nodal pressure sequence. A similar pattern as the one in the following figure may be 

recognized. 
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What is more, from a comparison between the two figures, it is possible to note 

that, in the case of biomethane injection, the nodal pressures set to higher values 

than the ones in the base case scenario. The difference is more relevant for those 

nodes that are closer to the traditional reduction station. This is a consequence of 

the partial substitution of fossil natural gas by the injected biomethane. In fact, 

having a second source of gas, nearer to some of the users, reduces the overall gas 

request to the city gate and the gas flows along the pipelines which are the 

topological roots of the network (i.e. which carries the total gas consumption of 

the network). In this way, pressure drops along the pipeline located upstream the 

injection node are reduced, allowing for higher nodal pressure throughout the 

network. 

In order to have a clearer picture of the difference in the nodal pressures between 

the two scenarios, Figure 30 is given. For the sake of clarity, couples of nodal 

pressure sequences, one for the base case (solid lines) and one for the injection 

case (dashed lines), are displayed for six different hours of the day, sampled every 

four hours.  

 

Figure 30 – Impact of biomethane injection on pressure profiles: comparison of the complete 

nodal pressure sequences between non-injection and injection scenario, for a selection of hours 

(every 4 hours). Solid lines: non-injection scenario; Dashed lines: injection scenario. The green 

triangle highlight the nodal pressure of the injection node. 

 

Lines having the same color corresponds to the same hour; the lighter the color, 

the later the hour. 

By means of Figure 30 it is possible to have a direct comparison of the pressure 

changes caused by the biomethane injection. The dashed lines are always higher 

than the corresponding solid ones, meaning that the overall pressure level of the 

network not only is preserved, but it is also increased, with no risk of insufficient 

pressure at the far ends of the network. This is a consequence of the peripheral 

position of the injection node. The presence of an additional source of gas located 
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downstream the main entry point and the main gas collectors allows the upstream 

part of the network to provide less natural gas, because a portion of the grid is 

served by the additional source. A decrease of the gas request at the traditional 

and main gas supply implies less gas fluxes along the pipeline and so lower 

velocity and lower pressure drops. This occurrence can be observed analyzing the 

different behavior that the nodal pressure deviations have upstream and 

downstream the injection node (node 33). The nodal pressure deviation observed 

in the first part of the network is remarkably higher than the one of the 

downstream nodes, which is more or less constant. A graphical representation of 

the nodal pressure deviation is given in the first bar plot of Figure 31. The 

quantities represented in there are the deviations of the generic quantity 𝜒 with 

respect to the base case scenario, calculated element-by-element according to this 

formula: 

 

 

The bar plots in Figure 31 refers to (from the top to the bottom) the nodal 

pressures, the pipeline mass flows, the pipeline velocity and the pressure drop 

(pipeline referred). These values are referred to a specific time of the simulation (t 

= 20:00). The deviations of the nodal pressures (blue bars) originates from the 

redistribution of the mass flows among the pipelines, as it is possible to see in the 

orange bar plot, which shows the deviations of the mass flows along each pipe. 

Branch 33, which is the first branch downstream the injection point, undergoes the 

highest impact, carrying almost all the injected mass flow. A small portion flows 

through branch 34, which is a direct connection to an outlet node (user node). This 

branch has its gas flow constrained to the user demand, thus the slight increase 

that is possible to note is due to a combination between the higher gas demand 

(consequent to the variation in the heating value – biomethane has lower heating 

value than fossil natural gas in this case) and the fluid-dynamic rearrangement of 

the network. Similar observations may be applied to branch 10. Most of the 

upstream branches (1 ÷ 31) reports instead negative or null mass flow deviations. 

Negative mass flow deviations are observed at the root pipelines (1 ÷ 4) and along 

the pipeline sequences that compose the loops. Null mass flow deviations regards 

branches directly connected to outlet nodes, which do not undergo gas quality 

variations. Interestingly, there is a whole subnetwork which is not affected at all 

by the biomethane injection: it is the tree-shaped network starting from node 51: 

the biomethane does not reach these portion of the network so the gas quality 

remains constant and equal to the one of the fossil natural gas. This implies no 

variations in the gas demand and in the gas flows throughout the pipelines, 

meaning that the velocity remains the same (see yellow bar plot) and thus pressure 

drops too (purple bar plot). The nodal pressure deviation (blue bar plot) is then 

𝒓𝒆𝒍. 𝒆𝒓𝒓𝝌%
 =   

𝜒
𝑖𝑛𝑗.𝑐𝑎𝑠𝑒

(𝑖, 𝑡) − 𝜒
𝑏𝑎𝑠𝑒 𝑐𝑎𝑠𝑒

(𝑖, 𝑡)

𝜒
𝑏𝑎𝑠𝑒 𝑐𝑎𝑠𝑒

(𝑖, 𝑡)
|
𝑡

∙ 100    ∀ 𝑖𝑡ℎ𝑛𝑜𝑑𝑒 𝑜𝑟 𝑝𝑖𝑝𝑒 (3.3) 
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constant and positive throughout these downstream nodes, showing an increase of 

the pressure in this part of the network, as a consequence of the higher pressure 

level at node 51, originated by the fluid-dynamic rearrangement after the 

injection. 

As for the velocity field modifications, even though the velocity deviation can 

reach more than +75% (as it is depicted in Figure 31), it does not affect the correct 

operation of the network. In fact, the overall maximum velocity in the case of 

biomethane injection is equal to 10.4 m/s resulting lower than the base case 

scenario (in which it is equal to 10.5 m/s). 

 
Figure 31 – Relative deviations between injection case and base case of the main fluid-dynamic 

quantities of the network referred to a specific time (t = 20:00 h) for all the nodes or pipes.  

Starting from the top: blue bar plot: nodal pressure deviation; orange bar plot: mass flow 

deviation for each pipeline; yellow bar plot: velocity deviation for each pipe; purple bar plot: 

pressure drop deviation for each pipeline. 
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As a final remark, it is worth noting that the different behavior of the different 

sections of the network originates from the presence of two loops, which, in fact, 

are topological solutions in order to generate a self-balancing infrastructure. In 

contrast with this dynamic, it is possible to consider the behavior of the tree-

shaped section of the network rooted to one of the two main loops (in node 51): 

for this set of pipelines, the fluid-dynamic impact of biomethane injection is 

homogeneous and no compensations can be observed. 

Impact of the choice of the injection node 

To provide a complete discussion about the hydraulic implications of the 

activation of a distributed injection of biomethane, the simulation just discussed 

was repeated changing the position of the injection node. In particular, the 

injection node was moved upstream towards the traditional gas receiving station 

(node 2). In a further trial, the injection was moved downstream and in particular 

at the root node of the tree-like portion of the network (node 46). The main results 

of this analysis are displayed in Figure 32. 
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Figure 32 – Impact of the choice of biomethane injection point on nodal pressure profiles and 

velocity in the pipeline. 

First line: comparison of the complete nodal pressure sequences between non-injection and 

injection scenario, for a selection of hours (every 4 hours). Solid lines: non-injection scenario; 

Dashed lines: injection scenario. The green triangle highlight the nodal pressure of the injection 

node.  

Second line – blue bar plot: nodal pressure relative deviations between injection case and base 

case of the dynamic quantities of the network referred to a specific time (t = 20:00 h). 

Third line – yellow bar plot: velocity deviation for each pipe. 
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In Figure 32, results of the two injection cases are summarized following the 

scheme of the previous paragraph: first, the nodal pressures for selected hours 

(every 4 hours) are given for both the non-injection and the injection case, in 

order to have a graphical comparison of the variations introduced by the injection 

practice. Subsequently, the relative variations of the main hydraulic quantities are 

computed and reported in the figure. In this case, only the nodal pressure relative 

variation and the gas velocity relative variation are represented. Of course, the 

reference case is considered to be the non-injection case. 

The different distribution throughout the network of the relative deviations for 

each of the three injection scenarios indicates the impact that the choice of the 

injection point has on the hydraulic asset of the network. 

Considering the case of injection at node 2, it is possible to note that it is the 

case introducing the smallest perturbations in terms of gas velocity through the 

pipes and thus in terms of nodal pressures. The velocity has a considerable 

decrease in the first pipeline, the one connecting the fossil-gas entry point to node 

2 where the biomethane injection is located. This happens because the fossil 

natural gas request is lower as it is partially substituted by biomethane. Except for 

the first pipeline, all the other pipes, which are located downstream the 

biomethane injection, undergo very little increase of the velocity, caused by the 

slightly higher amount of mass flow requested. In fact, the biomethane has a 

lower heating value than the one of traditional natural gas. Consequently, all the 

nodal pressures have decreased in a quite homogeneous way.   

It is worth highlighting that the behavior of the network in this case is monotonic 

and homogeneous: all the nodes have their pressure reduced by 0.2 ÷ 0.4 % 

because of the biomethane injection at node 2. 

Moving the injection downwards, it is possible to note uneven pattern of 

nodal pressure variations and pipeline velocity variations, similar to what happen 

in the case of injection at node 33 (Figure 31). Both in the case of injection at 

node 33 and injection at node 46, the nodal pressures undergo an increment, 

differently than what observed in the case of injection at node 2. The area 

upstream the injection preserve a higher-pressure field because less natural gas 

flows through these pipes. The nodes downstream the injection point display 

furtherly higher nodal pressures because they are affected by the higher-pressure 

level at the injection point originated from the observation before and the pressure 

is maintained by the decentralized injection. In addition, these are the nodes of the 

network that have the lowest pressure levels in the non-injection case, thus the 

ones that shows the highest variation in relative terms. 

 It is worth noting that the injection point is the root of a tree-shaped portion 

of the grid as well as a part of one of the two loops of the grid. Thus, all the 

downstream nodes, belonging to the tree topology reacts in the same way while 
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the upstream nodes are affected differently according to their position in the loops 

with respect to the injection point. The major pressures rearrangement can be 

observed in the loop where the injection node is located, in which the portion 

from node 35 to node 47 where the nodal pressure progressively grow with 

respect to the base case scenario, as long as they are nearer to the injection point. 

The other portion (node 48 to 50) rearranges accordingly. The other loop appears 

instead to react with an even pressure increase. This behavior is similar to what 

observed in the case of injection in node 33. 

Thus, the choice of the injection node has an impact on the nodal pressure 

throughout the whole network as the gas flows are modified (and so the 

velocities). As a general consideration, the closest the injection point gets to the 

traditional gas receiving station, the least influent will be the impacts on the 

pressure field. Under these circumstances, in fact, the fluid-dynamic organization 

of the infrastructure is not substantially changed and the pressure deviation 

(evenly distributed) will be related to the change in the gas quality rather than 

other reasons. Conversely, when the injection is in a more peripheral point, then 

gas flows are modified because part of the network is required to distribute less 

gas, given the presence of an additional source. In general, the pressure field will 

be increased. 

Impact on gas quality 

The natural gas that is considered for this simulation is characterized by a 

molar fraction of methane equal to 98.3 % and, together with the other 

compounds, it has a higher calorific value of 54.68 MJ/kg. The biomethane is 

instead assumed as composed of 97% of methane and 3% of CO2, thus having a 

calorific value of 51.23 MJ/kg. This type of biomethane is complying the gas 

quality requirements for injection set in [34] for the Italian context. However, its 

injection within the network has a non-negligible impact on the gas quality of the 

network. In fact, a complete substitution of the natural gas by the biomethane 

would cause a reduction of the calorific value provided to each costumer of the 

network equal to 6.3 %, if invariant gas consumption (mass based) are considered. 

Under the assumption (made in these simulations) to consider the thermal energy 

demand at each node rather than the mass flow request, the difference in the 

energy content reflects on the amount of gas flowing in the network instead. 

Nevertheless, the condition of complete fuel switching for the whole network 

cannot be reached under the assumption of network double feeding (traditional 

gas receiving station always feeding the network together with the biomethane). 

The gas quality perturbations will then be a more or less local occurrence and its 

magnitude depend on a time and a space variable, which together contributes to 

define the blending of the biomethane within the fossil natural gas. The blending 

magnitude is time-dependent by means of the variation of gas consumption rate of 
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the whole users of the network. It is also space-dependent, changing according to 

the location of the injection node. The position of the injection node highly 

influence the size of the influenced area.  

In Figure 33, a screenshot of the network status is given for the three cases 

concerning the injection point choice, referred to the same moment in time (h 

20:00). Among the other variables depicted, the gas quality is given in terms of 

higher heating value of the gas that is flowing within each portion of the pipes. It 

is displayed by the color of the inner part of each pipe. The orange color indicates 

100% of fossil natural gas, while the dark green one stand for 100% biomethane.  
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Figure 33 – Screenshots of the network status referred to h 20:00 for the three injection cases 

addressed. a) injection point: node 33; b) injection point: node 2; c) injection point: node 46. The 

injection point is highlighted with a green triangle; the natural gas entry point is indicated by an 

orange triangle. The figures display all the hydraulic quantities throughout the network and the gas 

quality within each pipe (in terms of higher heating value) 
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As it is possible to note, when injecting in node 33 (Figure 33.a), the gas quality 

perturbation is the greatest in terms of deviation of the higher heating value from 

the fossil natural gas one (– 4.1 % on average). On the other hand, in this case the 

perturbation affects the smallest number of final users. 

Interestingly, the further blending potential of a meshed network is 

highlighted considering the gas quality that reaches node 11, as compared to the 

one reaching node 34. A closer look is given by Figure 34, where the quality 

variation over the time is given for both the mentioned nodes.  

 

Figure 34 – Quality perturbation profile in terms of higher heating value variation in time for the 

two consumption nodes that are nearest to the injection point (node 33). Effect of gas blending at 

the injection and inside the network. 

It is possible to see that already at the injection node (node 33) the biomethane is 

mixed with the natural gas. In fact, node 34 – that is directly connected to the 

injection point – receives the quality pattern shown in figure in terms of higher 

heating value. The dashed lines represent the higher heating value of the 

biomethane (green line) and of the natural gas (yellow line) as benchmarks. 

Concerning node 11, its higher heating value pattern results always higher than 

the one of node 34 of about 0.9 %. The reason for this difference it its location. It 

is in fact located downstream a junction connecting a pipeline that is adjacent to 

the injection node (33) and another pipeline, in which only fossil natural gas 

flows. Thus, a further blending inside the network occurs at this junction and the 

resulting gas is detected by node 11, which is the nearest consumption point.  

Back to Figure 33, when the injection is set at node 2 (case b) it is possible to 

note that the whole network is affected by a drop in the higher heating value of the 

distributed gas, even though this drop is very little (– 0.8 % on average). In Figure 

35 the quality perturbation is given in function of the time. As it is possible to 

draw from a comparison with the previous Figure 34, the higher heating value of 

the resulting gas mixture is much higher (and closer to the one of the natural gas) 

than in the previous case, showing that in that injection point, the network has an 

higher blending potential. Since the perturbation affects almost the whole 
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network, it is of interest to track the quality perturbation traveling along the 

network and assessing the time it takes to reach the farthest node of the network. 

In Figure 35, the quality perturbation at node 78, one of the farther from the 

injection point, is also given, showing a lagging between the two of about 

1h30min. 

 

Figure 35 – Quality perturbation profile in terms of higher heating value variation in time for the 

injection node (node 2) and for consumption node 78, one of the farthest. Effect of the quality 

transportation. 

The case c of Figure 33 shows that the injection at node 46 implies that any 

perturbations is limited to the downstream portion of the tree-like network, 

provided that the downstream overall consumption are always exceeding the 

injection. When this condition is verified, the quality perturbation will be evenly 

spread throughout the tree, with no further mixing phenomena as the ones 

observed in case a. The observed perturbation in this case is – 1.5 % on average. 

In this situation, the DSO has to deal with a portion of the network that is affected 

by a quality perturbation that is stable from the point of view of the localization. 

However, it may vary according to the balance between the overall consumption 

of the network subsection and the injection rate, similarly to what observed in the 

previous figures. 

In Table 11, a summary of the quality perturbation results obtained for the 

different injection point is given. Minimum and maximum deviations are also 

indicated in order to account for the variability of this perturbation that is caused 

by the variation in the overall thermal load demand. 

 

 

 

 



  Chapter 3 

 

i                                                                                                                                              i 

100 

 

Table 11 – Variation of the higher heating value because of biomethane blending within the 

natural gas depending on the injection node. Summary of the results with related ranges of 

deviation with respect to the higher heating value of the fossil natural gas (54.68 MJ/kg). 

Injection case HHVmean Min. Average Max. 

Node 33 52.4 MJ/kg – 3.5% – 4.1% – 4.7% 

Node 2 54.2 MJ/kg – 0.6% – 0.8% – 1.1% 

Node 46 53.9 MJ/kg – 1.1% – 1.5% – 2.1% 

 

 

3.6 Improving biomethane injection acceptability by 

means of linepack storage 

When trying to execute the fluid-dynamic network verification by running the 

same simulation on the day with minimum consumption, unacceptable results are 

obtained very soon in the simulation timeframe, since the production-consumption 

mismatch is remarkable.  

The network has been simulated with a pressure set point at the city-gate 

reduction station of 5 barg, as in the previous case. Gas consumption boundary 

conditions have been updated to the profiles of a summer weekend day (August 

18th), corresponding to the day of minimum consumption of the whole year.  

When production-consumption mismatch occurs, one possible solution of the 

network simulation is to have a reverse flow of gas at the pressure-controlled inlet 

node. This is in fact the only possible solution in order to have the pressure 

boundary condition respected. However, this occurrence does not reflect the real 

operation of a traditional gas reduction station: in fact, upstream the inlet node 

there is a portion of the network with higher pressure, thus a compression station 

would be needed. Also in this case, the model boundary condition would need to 

be updated. 

For the sake of this current research, it was assumed to operate the network 

without any re-compression station, considering only the behaviour of a 

traditional city-gate reduction station, which would stop any gas inlet when the 

pressure conditions are not compliant the usual operating conditions, avoiding any 

reverse flow. This behaviour has been modelled and introduced in the network 

simulation program as a conditional boundary condition as previously described 

in section 3.2. Thus, under the circumstances of abundant gas injected, gas 

accumulation occurs, increasing the pressure level of the whole network.  

Under these assumptions, the nodal pressure sequence as a function of time is 

given for both the base case and the injection case in Figure 36 (a) and (b) 

respectively. As it is possible to see, the blockage of the reverse flows at the city-

gate causes a continuous and almost linear increase of the pressure throughout all 
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the nodes, as a consequence of the biomethane accumulation, reaching extremely 

high and unacceptable pressure levels. The maximum operating pressure of 5 barg 

is exceeded already after the first time step (15 min).  

 
Figure 36 – Time evolution of the nodal pressure field throughout the network during the day of 

minimum consumption (Aug.17th) under the following scenarios: a) baseline scenario: no injection of 

biomethane; b) biomethane injection at node 33 with forbidden reverse gas flows at the city gate reduction 

station and continuous injection. The pressure evolution at the injection node is highlighted in green. The 

nodal pressure field is represented following the numbering sequence of the nodes. Along the perpendicular 

direction (y-axis), the time dependence is reported. 

 

This immediate saturation of the network happens because its pressure level is 

already very close to the operational limit during the base case scenario: the 

pressure set point is in fact at 5 barg and the gas demand during the day is so little 

that pressure drops are infinitesimal. A comparison between the nodal pressure 

sequence of the winter base case and of the summer base case is given in Figure 

37.  

 

Figure 37 – Comparison between the nodal pressure sequence of the winter base case (no 

injection) and the summer base case (no injection). 
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In the summer case, the maximum overall pressure drop is in the order of 

millibars, while in the winter case this value is about 1 bar. 

Consequently, in the summertime case, the pressure of the network can be 

considered equal to 5 barg throughout the network thus implying that the linepack 

of the gas network is always at its limit. This means that the gas network is not 

able to accept any additional inlet gas flows that is not counterbalanced by a 

suitable consumption. That is to say that the storage capacity of the network is 

already at its limit. In Figure 38, the linepack evolution associated to the two 

summertime cases simulated before (non-injection and injection case) is given. 

 

 

Figure 38 – Summertime linepack evolution in the case of no-injection (red line) and maximum 

injection (green line). 

The red line, associated to the non-injection case, is to be considered as the 

storage limit of the network: it is the hourly amount of gas that is stored within the 

geometrical volume of the network when it is operated with the pressure set point 

equal to the maximum operating pressure. The monotonic increasing line is 

instead the linepack evolution in the “virtual case” of constant injection of the 

whole biomethane production and forbidden reverse flows at the city-gate gas 

entrance. It shows the continuous accumulation of the gas within the geometrical 

volume of the network, which however, needs to reach unacceptably high 

pressures. 

 

3.6.1 Unlocking of the linepack storage by pressure modulation 

The analysis of the “virtual” injection case of the previous paragraph defines 

the limits of the biomethane acceptability when the gas network is operated in the 

simplest business-as-usual way. On the other hand, it is also a useful starting point 

in order to investigate innovative solutions to increase the biomethane receiving 

capacity of the network.  

From the analysis of the nodal pressure trends as shown in Figure 37, it is 

possible to infer that for the summer case, the pressure set point at 5 barg is much 

higher than the needs. This observation may lead to question the opportunity to 
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keep this set point this high or whether it is possible (and even convenient) to 

lower the pressure set point when consumptions are considerably lower, thus 

decreasing the overall operating condition of the network. Figure 39.a shows the 

nodal pressure sequence referred to the maximum consumption hour of the 

summer day considered before, under different pressure set points, for the case of 

no distributed injection. Correspondingly, in Figure 39.b the dashed lines 

represent the linepack under the non-injection case for the different test-pressures.  

 

 

Figure 39 – a) Nodal pressure sequence throughout the network for the different set point 

pressures; b) Evolution of the linepack for the different set point pressure for both the non-

injection case (dashed lines) and the injection case (solid lines); the red dashed line corresponding 

to the linepack at 5 barg is to be considered as the maximum possible linepack.  

 

From this analysis it is possible to draw, on the one hand, that even at very low 

pressure set points, the network can guarantee proper operating conditions. On the 

other hand, lowering the pressure set point allows for the unlocking of a linepack 

storage capacity. The difference between the amount of linepack when the 

network is operated at 5 barg (red dashed line) and the linepack at lower pressure 

indicates the hourly amount of gas that is virtually storable within the geometrical 

volume of the network, while keeping the pressure level below the maximum 

acceptable pressure. Figure 39.b shows that, under these working conditions, the 

linepack decrease is linear with the decrease of the operating pressure of the 

network. The rate of linepack decrease for each bar is 33 %, corresponding to an 

additional storage capacity of about 245 Sm3 each hour. This allows the network 

to be more flexible in accepting imbalances between inflows and outflows so to 

have an accumulation of the gas within the lines. 

The gas accumulation function are depicted in Figure 39.b by the solid lines. 

They are obtained from the time integral of the inlet-outlet mass flow balance of 

the whole network as follows: 
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Where: 

is the initial value of the total network linepack, obtained as a summation of all 

the single pipeline linepack as calculated in Eq.(2.49). It depends on the choice of 

the pressure set point of the network. 

is the gas accumulation term, resulting from the balance between inlet and outlet 

gas flows. According to the convention of sign assumed in Chapter 2, a minus 

sign is needed in order to consider the inlet flows as positive, so to have an 

accumulation in fact. Linepack and accumulation terms may be expressed in 

standard cubic meters rather than kilograms by considering the local density at 

standard reference conditions (here: 𝑇=15 °C and 𝑝=1 atm). 

From Figure 39.b, it is possible to measure the increase of the storage capacity 

of the network as a consequence of the lowering of pressure set point. The 

intersection between the solid lines and the dashed red line, which corresponds to 

the maximum acceptable linepack, indicates the time when the network is 

saturated by the constant injection of the whole production of the biomethane. 

Results are summarized in Table 12, where the network saturation times are given 

for the addressed cases. The lower is the starting pressure set point, the higher the 

accumulation capacity of the network and the longer is the time before the 

network is saturated. 

Table 12 – Network accumulation capacity of biomethane generated with the decreasing of the 

pressure set point for each pressure level analysed and related saturation time of the network 

under the case of complete injection of biomethane 

Pressure 

set point 
4 barg 3 barg 2 barg 

Saturation time 1h 7’ 2h 12’ 3h 18’ 

Accumulation 

capacity 
247 Sm3/h 493.3 Sm3/h 738.6 Sm3/h 

 

It is possible to conclude that, concerning this case study, each bar of decrease 

allows the network to gain slightly more than 1 h of line storability, thus 

providing flexibility to the system as well as improving renewable gas 

acceptability.  
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Of course, this result is specific for the case study addressed: it depends on the 

total geometric volume of the network and the balance between gas consumption 

and biomethane injection flow rate. Form this first investigation towards the 

exploitation of linepack gas storage it has been observed that operating the 

network at lower pressure is useful to unlock the linepack storage potential. 

However, this newly created flexibility may not be enough to counterbalance the 

mismatch between production and consumption. It can only provide some lagging 

time before the injection cut-off happens. In order to avoid this circumstance, a 

reduction of the biomethane inlet flow rate is to be imposed. 

 

3.6.2 Biomethane injection partialization 

The effects of the reduction of the biomethane injection on the gas 

accumulation function are depicted in Figure 40, for each of the pressure 

reduction scenario discussed before. Each graph refers to one inlet pressure set 

point (pset = 4 ÷ 2 barg from the top to the bottom), which defines the linepack for 

the non-injection case and gives the initial linepack condition 𝐿𝑃0 for the 

calculation of the accumulation trajectories under different injection reduction 

scenarios. These scenarios consists in a progressive reduction of 10% of the 

inflows of biomethane, thus producing ten possible linepack evolutions, under the 

assumption that the city-gate entry point is not exchanging any mass flow. The 

analysis depicted in figure, gives the complete set of possibility of biomethane 

acceptability improvement by the combination of the pressure decrement and 

injection limitations, in order to avoid the cutting-off solution.  
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Figure 40 – Variation of the gas accumulation within the network (i.e. linepack evolution) in 

function of the % reduction of the biomethane injection rate. The multicolor solid lines represent 

the different injection cases by step of 10% reduction. Each graph refers to a different lowered 

pressure set point: form the top to the bottom: 4 barg ,. 3 barg , 2 barg . The maximum acceptable 

linepack (corresponding to 5 barg ) is indicated on every graph as maximum limit (dark red line). 

 

From the figure, it is clear that in the case of a network at 4 barg (upper plot), the 

reduction of the biomethane injection to 40 % of the biomethane production is 

still not sufficient to avoid overpressures. It is necessary to drop the injection 

down to 31.8 %. Turning the network to 3 barg (middle plot) allows the injection 

of the 37.1 % of the biometane production. At last, the network set point to 2 barg 

(lower plot) grants the acceptability to the 42.5 % of the produced biomethane 

(the 40% line lies in fact completely within the acceptability range of linepack 

volumes). Thus, in the context of limiting the biomethane injection, lowering the 

pressure set point allows for a higher fraction of the production allowable in 

injection, with an almost linear increase between 4 barg and 2 barg gaining about 

+5.3% per barg in the fraction of injectable biomethane. 

As a side comment, it can be noted that at percentages of biomethane injection up 

to 30%, the linepack evolution drops down the linepack level corresponding to the 

non-injection scenario at the desired pressure set point. This is possible under the 
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assumption of the deactivation of the city-gate reduction station. In this situation, 

the biomethane is the only gas source of the network and, at too low injection 

percentage, it starts to be insufficient thus emptying the linepack of the network. 

In the real case, this would not be the case since the city-gate would provide fossil 

natural gas as fast as the pressure of the network drops lower that its set point. 

It is worth saying that this acceptability scenario is tailored for a one-day long 

low-consumption status of the network. Results are different if the consumption-

production mismatch would last longer. This is the common situation for a 

summer weekend, when industrial gas usage is lower and heating systems are 

turned off. Predictions on the duration of the possible mismatch are important to 

set-up the most profitable strategy. In fact, in the context of biomethane injection 

reduction, what concluded by the analysis of Figure 40 may lead to over-

accumulation during the next day. Specifically, considering the case of 2 barg set 

point and the maximum possible injection rate of 42.5 %, it can be noted that the 

evolution of the linepack is increasing and already at its maximum. A repetition of 

a consumption pattern similar to the one of the day before, with no modification 

on the injection side, would soon lead to overcome the linepack limit, as shown in 

Figure 41. It is then necessary to further decrease the acceptable biomethane in 

injection.  

 

Figure 41 – Linepack evolution in case of persistency of the mismatch condition for a whole day 

(case of a summer weekend). The linepack trend under the reduction case tailored over 24 hours 

only (light green line) is compared to the linepack trend adapted for the 48 hours packing (dark 

green light). The red line represents the maximum acceptable linepack; the light blue line 

represents the linepack of the 2-barg case without injections. 

 

Considering the whole time of critical operating condition of the network (i.e. 

the two days of a summer weekend), it results that, in the case of pressure set 

point already lowered to the minimum, the biomethane injection has to be limited 

to the 35.5 % of the total production. In this way, the storage potential of the 

linepack, unlocked by the modulating pressure measure, it is fully exploited 

without any violation of the operating conditions. 
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3.6.3 Verification of the measures for linepack storage 

exploitation 

The measure taken so far in order to maximize biomethane injection should, 

at last, be verified in the transition towards an higher consumption day, in which 

the linepack storage is no needed anymore because consumptions are greater than 

biomethane production. With higher consumptions on the one hand and a low-

pressure set point, pressure drops may increase and nodal pressure should be 

verified. Furthermore, the impact of restoring the biomethane injection to 100% of 

the production should also be evaluated. 

In Figure 42, different scenarios for the transition to the third day (a weekday) are 

considered under the point of view of the variation of the linepack and the nodal 

pressure at the farther node (node 73). 

 

Figure 42 – Linepack (above) and pressure (below) evolution over a three days simulation in 

which different strategies for the transition to normal operating conditions are compared. For the 

first 48 hours, the network is operated at a pressure set point at the city-gate of 2 barg and the 

injection is reduced to the 35.5 %. Then: case 1) “nothing changes”: the pressure set point at the 

city gate is maintained at 2 barg and the injection is kept reduced. Case 2) restoring the injection: 

the pressure set point at the city gate is maintained at 2 barg and the injection is turned to 100%. 

Case 3) the pressure set point at the city gate is changed to 3 barg and the injection is turned to 

100%. Case 4) “modulating pressure”: the pressure set point at the city gate is changed to 3 barg 

and after 12 h is linearly decreased to 2 barg again while the injection is turned to 100% since the 

beginning of the third day. 

In case 1 and 2, the pressure set point at the city-gate is not changed, thus as fast 

as the pressure level of the network drops below 2 barg, the conventional gas entry 

point is restored and starts to feed the network again, supporting the biomethane 

flux. It is worth noting that this occurrence is not instantaneous: it takes over 2 h 

for the pressure level to decrease due to the increased overall gas consumption, 

which have overcome the biomethane injection. This dynamics reflects on the 

linepack value, which decreases until the 2-barg linepack line. A similar behavior 

is observed in case 2, but with slower emptying process, which takes more than 

3.5 hours. The difference is due to the different setting for the biomethane 
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injection: in case 1, the injection is kept reduced while in case 2, the injection of 

the complete production is restored.  

In both the cases, the nodal pressures will be lower than 2 barg during the third 

day. Although the higher consumption rates, higher gas flows thus higher pressure 

drops, the nodal pressure are still compliant to the minimum values at any time of 

the simulation, thus no critical conditions are reached. In Figure 42 the nodal 

pressure variation of the farthest node is given. 

To avoid any issues related to possible excessive pressure drops or, in general, to 

keep the network at a higher pressure level when the need for linepack storage is 

over, the pressure set point may be changed to a different value than the one for 

the previous days. This is what is simulated in case 3. Referring to Figure 42, it is 

possible to see how the linepack (and thus the pressure level of the grid) sets its 

value to the one corresponding to the pressure set point of 3 barg. 

At last, a proper pressure modulating case is addressed in case 4. In this case, the 

pressure set point is changed during the third day. The city-gate pressure is first 

set at 3 barg and then, at around noon, it is subsequently reduced from 3 barg to 2 

barg, with a linear modulation over 2.5 hours. In Figure 42, the linepack response 

follows directly the pressure settings changes, which reflect to the nodal pressure 

of node 73 too. The changing in the pressure set point of the network causes a 

reduction of the fossil gas inflow at the city-gate, as it is possible to note in Figure 

43. In this way, an imbalance between inlet gas flows and gas consumption is 

generated and the network undergoes and emptying phase in which the pressure 

level and, consequently, the linepack, are reduced. This phase ends after almost 

2.5 hours, when the inward gas flow at the city gate recovers the same value as the 

previous case, in order to keep the balance of the network (and thus its pressure 

level). 

This 4th case is meant to show how the pressure modulation technique is to be 

considered in order to prepare the network to improve its flexibility in receiving 

excess renewable gas production, by means of linepack managing. 
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Figure 43 – Restoration of inlet natural gas flow at the city-gate reduction station after the 48 

hours of “linepacking” during the weekend. The gas withdrawal profile depends on the control 

strategies on the pressure set point and about ri-modulation of the biomethane injection. 

 

3.7 Conclusions  

The case study considered in this chapter aimed to assess the impact of 

biomethane injection within the lower pressure level of the gas network, with the 

constraint of limited receiving capacity. Critical operating conditions have been 

considered and countermeasures to solve these criticalities in order to minimize 

the biomethane curtailment have been proposed and tested. 

At first, the gas network was tested under a complete injection scenario during 

the day of maximum consumption (winter case). This can be considered as a 

“business-as-usual” scenario because the hourly consumption are much higher 

than the injection rate and so the biomethane may be accepted without particular 

concerns. However, this case have been addressed in order to test the fluid-

dynamic response of the network to the implementation of a further, peripheral 

injection of a gas with different quality. Different injection points have been 

tested in order to perform the analysis. 

As a general result, the overall pressure level of the network increases when a 

distributed source of the gas is added in a peripheral point. The additional source, 

in fact, allows the decrement of the gas flows along the upstream pipes, thus 

reducing the pressure drops and keeping a higher-pressure level. This pressure 

gain at the distributed injection point is then maintained along the downstream 

part of the network as long as the gas quality of the gas resulting from the 

blending is similar to the one of the previous gas – as for the addressed cases. 

Conversely, injecting and blending a lower heating value gas (on a volumetric 

basis) implies an increment of the gas flows downstream the injection point 

which, in some cases, may cause considerably higher pressure drops, thus 

counterbalancing the gain in the pressure level obtained by the peripheral 
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injection. A taste of this occurrence may be found analyzing the injection case at 

node 2, located at the very beginning of the network: in that case, a full 

substitution of the distributed gas is in fact obtained, as the biomethane blending 

affects the whole consumption area, causing a decrement in the higher heating 

value of the distributed gas. On the other hand, no particular pressure gains are 

obtained at this stage. It can be seen that the case of injection in node 2 is the only 

case where an increment in the pressure drop is observed implying a (slightly) 

lower level of the overall nodal pressures. 

As for the impact on the gas quality, it was assessed with reference to the 

higher heating value of the blend. Of course, the network express its highest 

blending potential when the injection is nearest to the already existent gas entry 

points. What is more, in case of constant and continuous injection, the gas quality 

undergoes variations that depend to the gas consumption pattern: when 

consumptions lower, the amount of fossil natural gas needed to complement the 

biomethane delivery lowers, thus the composition of the blend changes. 

Already at this stage of this conclusive analysis, it is clear that once 

distributed injections of renewable gases are accepted, the gas network operating 

status shift towards a more dynamic ones, which would need proper tools to be 

managed in the optimal way. 

The added value of a dynamic management of the gas network is even clearer 

when addressing the second part of the model application, devoted to avoid the 

biometane injection curtailment when consumption levels are too low. 

The aim was to exploit the compressibility of the gas in order to store the 

production in excess within the volume of the network itself (linepack storage). 

To do so, this storage potential should be unlocked by changing the inlet pressure 

set point to lower pressure level: in this way, in case of a positive unbalance (i.e. 

injection higher than consumption), the gas can be stored within the lines without 

exceeding the maximum operating conditions. On the other hand, the pressure 

level should be high enough to avoid unacceptable low pressure levels at the 

farthest nodes. The analysis carried on in this chapter, though referred to a single 

case study, shows some general trends. When gas consumption are lower and the 

production-consumption mismatch is more likely, the pressure drops along the 

network are also lower, thus there is no need to keep the pressure set point at high 

values. A modulation of the pressure set point on the basis of the gas consumption 

pattern may give as a consequence a network which is already in the condition to 

use its linepack to buffer short time mismatch. From the result of this sample case, 

for each bar of lowered pressure set point, 245 Sm3 each hour of linepack storage 

are unlocked, with a +33% linear trend with the pressure. However, the geometric 

volume of a distribution network is anyways limited, thus this strategy still 

presents limits. The addressed case, in fact, shows how fast the unlocked linepack 

may be saturated if the inlet-outlet unbalance is not changed (3h18’ in the best 

situation). On the other hand, when curtailment cannot be avoided, this transient 
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analysis allows the calculation of the fraction of biomethane to curtail, which 

depends on the gas consumption pattern and on the duration of the mismatch 

condition occurrence. The combination of the modulating pressure strategy and 

the reduction of the biomethane injection during the critical days (summer 

weekends in this case study) allows recovering the 35.5 % of the total curtailed 

biomethane in the case of loose constraint (see Table 9). This is equal to roughly 

128.000 Sm3 of recovered biomethane which corresponds to about additional 

483.8 equivalent hours of full injection, thus increasing the biomethane injection 

allowance of +5.7 %, obtaining 89.9% of yearly injection factor. 

In order to make this biometane receiving improvement realistic and feasible, 

a generalized update of the metering systems and the control devices that monitor 

any gas network is needed, in order to achieve the status of “smart grid”. This 

process is already ongoing at the European level thanks to [131] even though, 

sometimes, this process lacks of coordination and scope. 
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Chapter 4  

Hydrogen injection cases: 

simulations and receiving potential 

assessment 

4.1 Introduction 

Gas network infrastructure has been considered in the latest years as a 

possible storage of renewable energy with a remarkable potential and a distributed 

feature. The storage of renewable sources will be possible by means of power-to-

gas processes coupled with distributed injection practices. A key player within 

this framework is, of course, hydrogen, whose production by means of electrolysis 

seems to constitute, in the longer term, a viable support for a decarbonized and 

robust energy system.  

Hydrogen is not only considered as the connecting bridge for the complete 

integration of the power and the gas sectors. From the gas sector perspective only, 

in fact, it is seen as the crucial molecule to allow the whole value chain to endure 

its business through the energy transition towards a fully decarbonized energy 

system.  

In this framework, the approaches that the stakeholders of the gas sector are 

pursuing are sometimes opposite. In Europe only, there are countries such as The 

Netherlands which are planning a complete shift of portions of their infrastructure 

from natural gas to hydrogen. A number of pilot projects have been started in the 
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country during the past few years (2018-2019), ranging from mini-grid test 

facilities [132] to fuel switching projects at block of buildings [133] and small 

villages [134]. These initiatives are based on the report [135] financed by 

Netbeheer Nederland (the Dutch association of network operators) which states 

that the current Dutch infrastructure is suitable to shift from natural gas to 

hydrogen. It is worth noting that one of the main driver towards these initiatives 

comes from the sudden change in the political attitude and social perception 

towards the domestic gas extraction industry, which happened after a series of 

earthquakes hit the surroundings of Groningen gas fields, one of the main 

European ones. The government has in fact planned a significant and progressive 

reduction of the field operations until the complete stop in 2030 [136]. Moreover, 

some Dutch cities including Amsterdam has introduced a ban for natural gas at 

urban level where new buildings will be hindered from the natural gas grid 

connection option thus switching towards an all-electrical building energy supply. 

Similar to the Netherland approach is the UK one with the H21 project [137], 

which started with the feasibility study on the hydrogen switching for the city of 

Leeds [138] that gave a thorough insight on the barriers, the costs and the 

roadmap to follow to pursue the aim.  

Germany, Denmark, France and Italy have undertaken a different approach. In 

these countries, test cases and pilots plants on hydrogen blending within the 

natural gas current infrastructure have been put in place. Since 2013, in 

Falkenhagen (Germany), an hydrogen blending facility powered by excess power 

from a wind farm have been operated [139] and recently it has turned to a 

methanation facility within the Store&Go project [140]. Following the same 

rationale, the French initiative Jupiter1000 by GRTgaz [141] aims at producing 

either hydrogen and SNG from renewable to be injected at the transportation 

level. In Schopsdorf (Germany), the distribution level is instead addressed by the 

power-to-gas plant within the E.ON’s Green Gas from Green Power initiative 

which is planned to raise the hydrogen percentage to 20% [142]. A similar project 

named HyDeploy is on-going at Keele University (England) [143]. All of these 

projects are oriented to the distribution level of the gas network in order to 

demonstrate that gas blends may have minor or negligible impacts on the 

households’ appliances. As for the Danish [144] and the Italian set-ups [145], the 

target is the transmission level of the network and in particular they both aim at 

studying the behavior of gas leakages at the regulation and metering stations, at 

different percentage of hydrogen fraction (up to 10% concerning the Italian case 

by Snam). 

This remarkable number of projects involving hydrogen substitution or 

blending within the natural gas infrastructure, and the strong increase in their 

number during the past 2-3 years shows how much the subject of renewable gas 

and especially hydrogen have gained attention. What is more, they also testify that 

the blending of hydrogen within the current gas system is not straightforward: 
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differently from the case of the biomethane inclusion within the value chain, 

hydrogen has completely different properties than natural gas and its presence 

within the system has an impact on all the level of the infrastructure. The main 

issues are the following: 

- It may strongly affect the quality management of the gas flows and cross 

border exchanges, 

- it may have a potentially detrimental effects on the materials which 

constitute the gas network infrastructure itself, 

- it may affect the gas leakages arising issues on the usual detection 

protocols and risk management assessments, 

- it may have impacts on the final users’ appliances, with different degrees 

of severity according to the type of appliances themselves. 

Before turning to the testing phase, most of these issues were considered in a 

thorough review from the NREL [43], in which it was concluded that the blending 

of hydrogen in natural gas up to a concentration of 15 % should not have a severe 

impact on the overall gas infrastructure. However, a case-by-case analysis is 

usually required, in particular in the field of the leakage evaluation and safety 

issues. Other similar studies, however more focused on the effects of the hydrogen 

blends on the multitude of the different appliances connected to the gas network, 

were conducted in [146] and general results summarized in [44], the latter as an 

outcomes from the HIPS-NET initiative form GERG. In this case, particularly 

stringent limits were imposed by gas turbines and by CNG tanks for the 

automotive sector, whose steel is not suitable to hydrogen exposition. Finally, a 

recent and comprehensive summary of the admissible hydrogen for the many 

different aspect and sectors of the gas infrastructure value chain has been released 

in a report [147] by Marcogaz, the technical association of the European gas 

industry. This summary gives a detailed picture of the complexity of the gas 

system as a strongly interconnected system, which developed on the assumption 

of a certain gas quality stability, also granted by the national gas quality standards. 

A change on the fundamental assumption related to the gas quality of the gas, 

which eventually makes the entire system to evolve into a “multi-gas” one, affects 

the entire value chain of this complex and interconnected system. In addition, for 

this change of paradigm to happen, a coordinated effort is needed at all the levels 

of the infrastructure. 

It is under these premises that the case studies presented in this chapter have 

been developed and executed. The distribution system has been addressed because 

it is thought to be the first and easiest part from which the gas decarbonization 

process may start. Thanks to its geographically limited nature, the impacts of any 

fuel switching or gas blending remain local and affect only a portion of the 

infrastructure. On the other hand, the same limited feature imposes additional 

constraints or limitations on the possible decarbonization scenarios. These issues 
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will also be addressed and analyzed in this chapter in terms of limited hydrogen 

acceptability and in the following one, in terms of sector coupling feasibility. 

This chapter is devoted to simulate scenarios of direct injection and blending 

of hydrogen within the same gas infrastructure already described in Chapter 3. It 

is assumed that the production of hydrogen is directly linked to the electricity 

produced by the renewable energy installations and subsequently injected in the 

infrastructure. The aim is to assess the impact that the injection of variable flow 

rates of hydrogen may have on the network, in terms of gas quality perturbations. 

 

4.2 Solar to Hydrogen production and blending within 

the distribution infrastructure 

In this paragraph, the integration of “solar hydrogen” form distributed sources 

within a gas distribution network is studied following the power-to-gas pathway. 

Two photovoltaic power plants of different size (333 kWp and 500 kWp) are 

assumed to be coupled with two electrolyzers systems in order to produce 

hydrogen form 100% renewable source. The hydrogen conversion efficiency of 

the electrolyzers was assumed to be equal to 65%HHV, that is an average value 

within the common range of alkaline and proton-exchange-membrane (PEM) type 

[148],[149]. Alkaline and PEM electrolyzers are also the most suitable technology 

for a coupling with variable renewable energy sources according to the abundant 

literature [150],[151] and the several projects on these systems [152],[140] . Other 

technologies, such as high temperature electrolysis by Solid Oxide Electrolysis 

Cells may give higher efficiencies but they are still at the demonstration phase. 

Most of existing studies about power-to-gas systems for hydrogen production 

address the technical and the operational criticalities emerging from the coupling 

with the power grid, mostly due to the continuous modulation of the power supply 

to the electrolyzers and to the possible mismatch between the optimum operation 

points. These issues affect the hydrogen conversion opportunity, worsening the 

overall conversion efficiency process thus shrinking the amount of potential 

hydrogen production.  

However, for the sake of the analysis presented hereafter, a simple input-

output model of the components of the solar-hydrogen production system is 

considered.  

The solar power production curve is determined as follows: 

 

where  

- 𝒫𝑛𝑜𝑚 is the nominal installed power (expressed in kWp) of the PV plant; 

 𝒫𝑜𝑢𝑡(𝑡) = 𝒫𝑛𝑜𝑚
𝐺(𝑡)

𝐺0,𝐴𝑀1.5
 𝑃𝑅 (4.1) 
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- 𝐺(𝑡) is the global irradiance on the panel plane (kWh/m2) – it is assumed 

that the power position and orientation is the optimal one; 

- 𝐺0,𝐴𝑀1.5 is the standard global irradiance for air mass AM=1.5 (in kWh/m2 

– it is the standard irradiance for the labeling of PV nominal power); 

- 𝑃𝑅 is the Performance Ratio of the power plant, which is a sort of overall 

efficiency of the entire installation, taking into account the losses due to 

operating conditions (temperature, irradiance mainly) which deviates from 

the standard ones. 

The values for 𝐺(𝑡) for a northern Italy location have been taken form PV-GIS 

[153], in which solar irradiance values for average days for each month, with a 

time resolution of 15 minutes, are available for any specified orientation of the PV 

panel. Monthly values of Performance Ratios are also available. To be noted that 

the ratio 
𝐺(𝑡)

𝐺0,𝐴𝑀1.5
 can be considered as a normalized solar curve for the average day 

of the considered month. In Figure 44 the solar power output for the average day 

of each month is given for the two plants. 

 

Figure 44 – Solar energy production profiles for the average days throughout the year for the two 

PV plants: case a) Pel = 500 kWp; case b) Pel = 333 kWp; 

 

Considering the simplifying assumptions mentioned before, the hydrogen 

production rate is consequently determined by the application of the electrolyzer 

conversion efficiency: 

 

 

 �̇�𝐻2(𝑡) =
𝒫𝑒𝑙(𝑡)

𝐻𝐻𝑉𝐻2
 𝜂𝐻𝐻𝑉 (4.2) 



  Chapter 4 

 

i                                                                                                                                              i 

118 

 

This allows obtaining a hydrogen production curve which is assumed equal to 

the injection pattern into the network. In Figure 45 the hydrogen production for 

the two plants is given for an average day of each month. 

 

Figure 45 – Hydrogen production profiles from the coupled solar PV – electrolyzer plants for the 

average days throughout the year. Case a) 𝒫el = 500 kWp; case b) 𝒫el = 333 kWp; 

 

Differently from the case of distributed injection of biomethane, this case is 

characterized by an intraday variation of the injection curve that will influence the 

network in a more complex way, since the magnitude of the perturbation is an 

interplay between solar energy availability and the intraday variation of the 

overall gas consumption. The case study presented hereafter aims at determine 

these aspects. What is more, the seasonality effect is amplified by the seasonality 

of the hydrogen production linked to the solar energy availability which is 

counterphased with gas demand 

 

Figure 46 – Network topology scheme with hydrogen injection points highlighted. At node 33, the 

500-kWp plant is connected and virtually injecting; at node 51, the 300-kWp plant is connected. 
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The hydrogen is injected in two peripheral and non-adjacent nodes of the 

network in order to assess the local impact that each injection generates and to 

check whether occurrences of interference between the two injections takes place. 

In Figure 46 the network scheme is depicted and the two PV+Electrolyzer plants 

are reported. 

 

4.3 Network simulations 

4.3.1 Winter case  

The day of maximum gas consumption of the network is chosen for the winter 

case analysis. The comparison between the profile of the natural gas overall 

consumption during the day and the injection pattern at the two nodes is given in 

Figure 47. While the gas consumption are the highest of the year, the solar 

production and thus the hydrogen production and injection are the lowest.  

 

Figure 47 – Inlet gas flows to the network. Left side picture: natural gas inlet flow – for the case 

of non-injection scenario; right side picture: hydrogen injection sources. 

It is worth noting that the inlet natural gas flow refers to the non-injection case, 

thus it is also equal to the overall gas consumption for the non-injection scenario. 

When hydrogen is injected, the amount of gas delivered to the costumer will 

increase while the inlet gas flow at the gas station will reduce.  

The evolution of the network when hydrogen is injected is given in Figure 48 

for a number of selected moments. The network screenshots are given every two 

hours for the entire timespan when solar production is active. The inner lines of 

each pipeline represents the amount of hydrogen within the gas flowing in each 

pipe while the outer lines indicates the gas velocity. As it is possible to note, the 

gas consumption rate is high and so are the velocities along the pipelines. This is 

more evident if a comparison is made with Figure 55, in which the network status 

is given for the summertime case. The bullets at some ends of the pipelines 

indicates the major consumption nodes, with the size of the bullet proportional to 
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the withdrawal gas and the color that gives an indication to the nodal pressure 

level. The gas entry points are highlighted instead by means of triangles, with the 

blue ones standing for the hydrogen injection points. 

As for the hydrogen tracking, it is possible to note that the modification of gas 

quality is clearly visible in the surrounding of the injection node 33, where the 

bigger solar plant is injecting, while is almost visible downstream the node 51, 

where the network sub-tree originates. Especially for the case of injection node 

33, it can be noted that the hydrogen perturbation remains local, investing only the 

node downstream the injection. The area affected by the injection at node 51 is 

greater but it is still limited to the downstream portion of the network. What is 

more, the hydrogen percentage is much more limited. 
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Gas network at time: 06:00

 
 

Gas network at time: 08:00

 
 

Gas network at time: 10:00
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Figure 48 – Screenshots of gas network status during winter injections of solar hydrogen. Triangles 

highlights the gas entry points (blue triangles for hydrogen), the bullets highlight the main withdrawal points. 

The color of the bullets indicates the nodal pressure. The size of the symbols are proportional to the amount 

of gas exchanged. The outlet lines of the pipelines reports gas velocity values; inner lines are colored 

according to the percentage of hydrogen within the gas flow. 

Gas network at time: 12:00

 
 

Gas network at time: 14:00

 
Gas network at time: 16:00
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In both cases, hydrogen has a certain propagation time and, especially for the 

injection at node 51, its presence within the gas of the network persists after the 

injection has stopped, with a sort of “bubble” of H2-NG travelling the network. 

The magnitude of the perturbation is considerably different for the two cases, not 

only because of the size of the injection, but also because of the blending potential 

of each point (i.e. the amount of natural gas transiting though each specific node). 

In Figure 49, the molar fraction of hydrogen for the injection points and some 

selected downstream nodes are showed.  

 

 

Figure 49 – Intraday evolution of hydrogen molar fraction at the two different injection points and 

at selection of downstream nodes. Figure a): influence area of injection 33; figure b): node 51 and 

sequence of node along a branch of the downstream tree, until node 78.  

 

In Figure 49.a, the case for node 33 is depicted. The concentration of hydrogen 

peaks to almost 12 % following the hydrogen production pattern. The resulting 

hydrogen-natural gas blend reaches node 34 within a time interval of 5 minutes. 

Node 11, which also results as a downstream node to the injection point, is also 

fed by another pipeline of the loop, thus a further blending occurs just before (at 

junction 10) and the hydrogen is furtherly diluted: the maximum hydrogen 

presence at node 11 is 5.6 %.  

As for the case of node 51 in Figure 49.b, the hydrogen molar fraction still 

follows the same pattern as the injection, but it reaches only the 2%. With respect 

to case a), not only is the installed solar power equal to the 2/3 of the plant in node 

33, but the amount of gas that flows through node 55 is also higher – see the 

comparison of the amount of gas that passes through node 55 and 33 in Figure 50. 
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Figure 50 – Profiles of natural gas flow rate at the injection nodes compared to the overall gas 

consumption of the area (i.e. gas flow at the city gate) 

No further blending occurs downstream the injection because the portion of the 

network has a tree topology thus the mixture formed at the injection node is 

transported downstream towards the farther exit points, as it is possible to get 

from Figure 49.b. It takes about 50 minutes for this translation. 

The gas network has to deal with at least three different gas quality areas: the 

area upstream the injections, where traditional natural gas is distributed; and two 

areas characterized by the variable presence of hydrogen. One of these, in 

particular, has to face a remarkable gradient of the hydrogen molar fraction. 

In the following figures (in Figure 51), the intraday evolution of three relevant 

fluid-dynamic parameters concerning gas quality variations are given and 

discussed for the two hydrogen injection nodes (33 and 51) and the consumption 

node 11, which is subject to further blending. Graphs on the left depicts the molar 

fraction of hydrogen within the mixture. Correspondingly, the central graphs gives 

the relative variation of the gas flow rates with respect to the non-injection case, 

evaluated in terms of standard cubic meters. All the addressed cases displays an 

increase of volumetric gas flow which follows the hydrogen presence in the 

mixture. This is because it was assumed that the thermal energy delivery should 

have remained the same, as boundary condition at the final users. Thus, being the 

volumetric higher heating value of the hydrogen blend less than the one of natural 

gas, more gas flow is requested from the users. This is an important aspect to bear 

in mind when assessing the fossil gas saving potential of the blending practices. In 

fact, as it is also reported on the graph, the amount of fossil gas that is substituted 

by the presence of hydrogen does not corresponds to the hydrogen molar faction, 

but it is less. In Table 13, a summary of the results are given for the three cases 

addressed in the figures. In particular, the percentage of natural gas substitution 

stands for the amount of natural gas have been saved calculated on the basis of the 

hourly gas flow (thus it is variable during the day). The integral of this value is 
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given later in this paragraph and it indicates the integral of the natural gas 

substitution curve. 

Table 13 – Effect of the hydrogen blending on the gas flow variation and consequent natural gas 

substitution. Summary of the maximum values obtained for the different quality areas of the 

network.  

node 
H2 molar fraction 

[%] 

Gas flow variation 

[%] 

Natural gas substitution 

[%] 

33 11.7  +8.7 % 4.0 % 

11 5.6 +4.0% 1.9 % 

51 1.9 1.0% 0.6 % 

 

In order to check on the fluid dynamic impacts downwards the hydrogen 

injection, the relative variation of the velocity along the pipe that is adjacent to the 

addressed node (with respect to the non-injection case) is given on the right side 

graphs. Because of the volume flow rate increase, the velocities will also increase 

accordingly. In the case study under consideration this does not bring these 

sections of the network to reach unacceptably higher velocities, but in case of 

higher amount of hydrogen during times of the year when consumption are higher 

– or in case the network is operated closer to its limits – this aspect may become 

an issue. 

 

Figure 51 – Effect of the hydrogen blending on the gas flow rates and on the gas velocity at the 

injection point and at downstream consumption nodes. 
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Concerning the admissibility of hydrogen within the network and the 

acceptability of the gas quality of the blend, it should be reminded that the current 

technical regulation about biomethane injection limits the amount of hydrogen 

within the acceptable biomethane to 0.5 % [34]. This specific limit is often 

generalized to the whole Italian infrastructure, even though there are no specific 

limitations about hydrogen in [154], that is the technical rule setting the gas 

quality standards in Italy.  

Therefore, when considering the 0.5 % limit, none of the considered injections 

generates a gas blend that is acceptable. Referring to the [154], which sets limits 

on gas quality parameters, then the situation is different and it is summarized in 

Figure 52. 

 

Figure 52 – Intraday variation of the three main gas quality parameters (higher heating value, 

relative density and Wobbe Index) for three selected nodes of the network: node 33 and 51 as the 

injection nodes and node 11 as consumption node. 

The intraday variation of three main gas quality parameters are displayed for each 

of the addressed node. Each graphs refers to one of the parameter whose 

acceptability range are set in the national standards and here reported as dashed 

black lines. It is possible to infer that, when dealing with hydrogen injection and 

blending, the most critical value is the relative density of the resulting mixture. In 

fact, the only case in which the hydrogen blending brings to acceptable values is 

the one in node 51, where the smaller version of the solar-powered electrolyzers 

injects its production in a point with relatively high gas flows – it is the root of a 

tree-shaped portion of the network. Thus, at hydrogen concentration as high as 

almost 2%, the mixture approaches the minimum acceptable value of relative 

density. As for the other injection point and the consumption node 11, the 

hydrogen fraction gets quickly above 2%, thus the gas at those nodes are not 

compliant with the current regulations. It is worth noting that the critical value for 

the molar fraction of hydrogen within the natural gas with respect to the relative 

density depends on the composition of the natural gas itself. Natural gases with 
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less methane and higher fractions of heavier hydrocarbons may host higher 

quantities of hydrogen [21,54,155]. 

When turning to higher heating value and Wobbe Index, the hydrogen impacts 

appear to be less critical. In fact, even though hydrogen has a lower heating value 

than natural gas (on volumetric basis), it cause the heating value to exit the 

acceptability range only for molar fractions of about 12%. 

In the end, concerning the Wobbe Index, it appears to be the least sensitive to the 

presence of hydrogen, given that though a drop is observed, its value is always 

well within the acceptability ranges. This is a remarkable result considering that 

the Wobbe Index is the traditional parameter representing the interchangeability 

of fuel-gases. Two gases having the same Wobbe Index releases the same thermal 

power output at a burner, with no need to change its valve setting. However, 

especially when dealing with hydrogen blends, Wobbe Index should not be the 

only reference criteria to establish whether a certain percentage is acceptable for 

the safe use of any downstream appliances and the safe management of the 

network. 

At last, an evaluation on the fossil natural gas flow rates at the city-gate 

reduction station is performed in order to determine the savings of natural gas. 

 

Figure 53 – Natural gas flow variation at the gas reduction station depending on the injection/non-

injection scenario. Upper graph: gas flow rate patterns for the two cases; Lower graph: difference 

between the two-gas patterns above (i.e. saved natural gas) 

As it is possible to see in Figure 53 (upper graph), the difference between the inlet 

flow of natural gas at the reduction station is barely visible. In the lower picture, 

the difference between the injection and the non-injection case is showed, 

representing the amount of fossil natural gas that is saved in this scenario. The 

overall daily natural gas savings are equal to the 0.22% of the daily gas 

consumption in the non-injection case. 
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4.3.2 Summer case 

The day with minimum gas consumption is chosen for the summer case 

analysis. The solar hydrogen production is instead one of the highest of the year. 

The comparison between the profile of the natural gas overall consumption during 

the day and the injection pattern at the two nodes is given in Figure 54 –Figure 54. 

 

Figure 54 – Inlet gas flows to the network. Left side picture: natural gas inlet flow – for the case 

of non-injection scenario; right side picture: hydrogen injection sources. 

It is worth noting that the gas consumption refers to the non-injection case, thus 

the amount of delivered gas will increase in case of hydrogen blending scenarios. 

In addition, in terms of mass balances, the density of hydrogen is about 8 time 

smaller than the density of natural gas, so the inlet mass flow of the hydrogen is 

very small compared to the natural gas flows. Furthermore, the energy content of 

the natural gas and of the hydrogen in volumetric terms is about 3:1, so each 

standard volume of hydrogen injected will substitute about 0.3 Sm3 of natural gas 

under the assumption that the final users’ consumptions are accounted in energy 

terms and no fuel switching effects at the appliances are considered. That is to say 

that no occurrences of over injection as observed for the biomethane case will 

happen. 

The evolution of the network when hydrogen is injected is given in Figure 55. 

Differently than the previous winter case, the screenshots of the network are given 

with a time step of 4 hours in order to cover almost the whole time span in which 

relevant quality perturbations are visible throughout the network. In fact, as it is 

possible to see, the hydrogen presence within the network remains even after the 

injections have ended. In general, the dynamic of the network during particularly 

low summer time conditions is slow. This is clear referring to the gas velocity 

within the pipes (outer lines of each pipeline in figure), which are much lower 

than the ones depicted in Figure 48. Velocities are determined by the gas 

consumption rates that are also considerably lower in this case with respect to the 

winter consumptions. The size of the bullets are proportional to the gas 
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consumption level. However, it has been necessary to change the dimension scale 

to make summertime consumptions visible on the figures. 
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Gas network at time: 05:00

 
 

Gas network at time: 09:00

 
 

Gas network at time: 13:00
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Figure 55 – Screenshots of gas network status during summer injections of solar hydrogen. 

Triangles highlights the gas entry points (blue triangles for hydrogen), bullets highlights the main 

withdrawal points. The color of the bullets indicates the nodal pressure. The size of the symbols 

are proportional to the amount of gas exchanged. The outlet lines of the pipelines reports gas 

velocity values; inner lines are colored according to the percentage of hydrogen within the gas 

flow. 

 

The slower dynamics are clearly visible in the following graphs that represent the 

variation of the hydrogen concentration during the day at contiguous nodes. In 

Figure 56.a, the case for node 33 and its contiguous consumption node 34 is 

depicted. The concentration of hydrogen grows during the morning until it peaks 

100%, obtaining thus a total substitution of the natural gas, replaced by hydrogen 

(under the assumption of maintaining the same energy output to the users). 

 

 

Gas network at time: 17:00

 

 

Gas network at time: 21:00
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Interestingly, the growth of the hydrogen fraction does not follow exactly the 

solar curve. This is an effect of the blending process within natural gas flow 

which varies according to the gas consumptions. Considering the hydrogen 

evolution at node 34, it is possible to note a lag in the hydrogen transport towards 

the exit node in the early morning, linked to the consumption pattern of the users 

at node 34. It takes about 1h35’ for the hydrogen to get to the consumption node 

34. Then the lag reduces until it almost disappears. 

 

Figure 56 – Intraday evolution of hydrogen molar fraction for three different groups of nodes. 

Figure a): Injection 33 and contiguous consumption node 34; figure b) influence area of injection 

33; figure c): node 51 and sequence of node along a branch of the downstream tree, until node 73.  

 

A more peculiar situation is depicted in Figure 56.b, where the hydrogen 

fraction evolution of further nodes influenced by the injection at node 33 is given. 

The molar fraction at nodes 10 and 11 is given in order to perform a comparison 

with the previous winter case. In Figure 49.a, their hydrogen evolution pattern 

was given in order to show a further blending occurring within the network itself. 
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As of the summer case, nodes 10 and 11 undergo almost the same hydrogen 

evolution pattern of the injection node, slightly anticipating the transport time 

with respect to node 34, but then following the same pattern of the other nodes 

already commented. The further injection phenomena happens this time further 

away from the injection node, at node 8, the junction before consumption node 9. 

This junction is part of one of the two loops of the network so it can receive gas 

from both sides of the loop. This situation happens when hydrogen reaches the 

node and blends further. The result of this mixing process reaches almost 

instantaneously the consumption node 9. To be noted that the hydrogen reaches 

these node after about seven hours, generating at first a H2-NG blend at around 

30%, and then growing up to 97.5 % of hydrogen. These interactions at nodes 8 

and 9 shows that and inversion of the gas fluxes happens along the connecting 

pipelined during the day. 

A less complex blending scenario develops around the injection at node 51 

(Figure 56.c) even though more peculiar dynamics of the hydrogen fraction 

evolution may be observed if compared to the winter case of Figure 49.b. In terms 

of profiles, what happens to the injection point is more or less translated to all the 

downstream nodes, with higher transport times with respect to the winter case. No 

further blending occurs downstream the injection because the portion of the 

network has a tree topology. Hydrogen concentration peaks 60 % but then the 

hydrogen pattern is influenced not only by the solar production but also by the 

consumption pattern, thus giving to the hydrogen molar fraction curve a different 

shape than the one it displayed in the winter case. In that case (see Figure 49.b, 

the curve followed the solar production thanks to the consumption pattern of the 

area which were quite stable – see Figure 50). It worth noting the persistence of 

hydrogen within the network under summertime gas consumptions: node 70 and 

73 starts registering hydrogen presence when the solar production is almost over. 

As observed for the winter case, the gas network has to deal with at least three 

different gas quality areas: the area upstream the injections with traditional natural 

gas and two areas characterized by the variable presence of hydrogen. During 

summer operating conditions, both the areas have to face a remarkable gradient of 

the hydrogen molar fraction, but the injection at node 33 results critical. Hydrogen 

in fact saturates the downstream lines in terms of complete gas substitution: there 

are thus nodes that will undergo a complete fuel switching (from 100% natural 

gas to 100% hydrogen) in a matter of a single day. What is more, the area 

influenced by injection at node 33 is wider under summertime network conditions. 

In the following figures (in Figure 57), the intraday evolution of three relevant 

fluid-dynamic parameters concerning gas quality variations are given and 

discussed for the two hydrogen injection nodes (33 and 51) and two consumption 

nodes (11 and 9). Graphs on the left depicts the molar fraction of hydrogen within 

the mixture. Correspondingly, the central graphs gives the relative variation of the 

gas flow rates with respect to the non-injection case, evaluated in terms of 
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standard cubic meters. Because of the assumption that the thermal energy delivery 

to the users should have remained the same, all the addressed cases displays an 

increase of volumetric gas flow, which follows the hydrogen presence in the 

mixture. Of particular interest is the cases in which hydrogen substitutes 

completely the natural gas. As it is possible to see, the gas flow relative variations 

is coherent with the ration between heating values of natural gas and hydrogen on 

standard cubic meters basis (3:1). Thus, as the percentage of hydrogen grows 

within the blend, the total volume of the mixture should grow in order to carry the 

same amount of energy.  

 

Figure 57 – Effect of the hydrogen blending on the gas flow rates and on the gas velocity at the 

injection point and at downstream consumption nodes. 

The aspect of a non-linearity between the hydrogen fraction within the gas flow 

and the natural gas substitution provided that the same amount of energy is 

contained within the gas mixture, has already been addressed in the past sub-
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section, where smaller amount of hydrogen where considered. In this case, the 

trajectory of a complete fuel switching can be analyzed. In Table 13, a summary 

of the results are given for the four addressed cases. It is worth noting the case of 

node 51 in which when the hydrogen molar fraction reaches 60% the amount of 

natural gas that has been substituted is 32.6%. 

Table 14 – Effect of the hydrogen blending on the gas flow variation and consequent natural gas 

substitution. Summary of the maximum values obtained for the different quality areas of the 

network.  

node 
H2 molar fraction 

[%] 

Gas flow variation 

[%] 

Natural gas substitution 

[%] 

33 100  +212.7 100 

11 100 +212.7 100 

09 97.5 +196.7 92.6 

51 60.3 +69.6 32.6 

 

On the right side of Figure 57, the relative variation of the velocity along the 

pipe that is adjacent to the addressed node is given. Even though the velocity 

increase follows the same behavior of the gas flow increase, thus growing up to 

three times, it does not bring the addressed sections of the network to reach 

unacceptably high velocities. However, it is still a non-negligible variation, which 

is already remarkable for the case of 60 % hydrogen blends. This aspect is to be 

taken into account for scenarios in which hydrogen-rich blends are to be 

employed during the whole year or for those networks that are closer to their 

operational limits. 

Besides the velocity potential issue, a more critical aspect regards the strong 

variations on the gas quality parameters. In Figure 58 the intraday variation of 

higher heating value, relative density and Wobbe Index is given for the four nodes 

addressed in the previous figure. The limits for each parameter are also given in 

each graph, according to [154]. As opposite to the previous case, no parameters 

are compliant with the standard limits under any of the circumstances. In fact, 

besides the relative density, which is already very near to the lower acceptability 

limit when 100% natural gas is considered, the higher heating value and the 

Wobbe index too drops under the respective acceptability limits with very sharp 

profiles, following the quick increase of hydrogen fraction within the gas flow.  

In particular, the critical value of hydrogen molar fraction that causes the drop of 

the higher heating value is 12.4 %, which is reached within the first 30 minutes of 

injection for the case of injection at node 33. As for the Wobbe Index, the critical 

threshold within this case is 24.1%, which is reached just 10 minutes later. As for 

injection at node 55, the limits are reached later: after 2h40’ of injection for the 

higher heating value and after 7h40’ for the Wobbe Index. Of course blending a 
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smaller amount of hydrogen in a network node where higher amount of gas flows 

makes the practice less impactful and more acceptable.  

 

Figure 58 – Intraday variation of the three main gas quality parameters (higher heating value, 

relative density and Wobbe Index) for four selected nodes of the network: node 33 and 51 as the 

injection nodes and node 11 and 09 as consumption nodes. 

It is worth noting the different behavior of the Wobbe Index variation displays 

with respect to the other parameters, especially when very high levels of hydrogen 

are approached. In correspondence of these cases, the Wobbe Index increases 

again after a sharp drop. This happens when hydrogen fraction exceeds the 80 % 

and it is linked to the formula for the calculation of Wobbe Index, which have a 

strong non-linearity given by the square root of the relative density of the gas at 
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the denominator. This causes the Wobbe Index of a hydrogen-natural gas mixture 

to grow again when hydrogen fraction approaches 100%. 

The comments just made about the gas quality perturbations in the summer 

case raise critical issues on the direct injection of hydrogen within the gas network 

in the context of integration between renewable energy and renewable gas, thus 

making the case study just addressed a “virtual” case. This is not only due to the 

non-compliance with the quality standard, but also for the sudden fuel switching 

(natural gas – hydrogen) which some areas of the network undergoes within a 

very short time span (hours). This may probably have too strong impacts on the 

final users’ appliances. 

Nonetheless, in order to complete the analysis following the scheme of the 

winter case, the flow rates of fossil natural gas at the city-gate are compared for 

the two cases of injection/non-injection in order to evaluate the savings of natural 

gas. 

 

Figure 59 – Natural gas flow variation at the gas reduction station depending on the injection/non-

injection scenario. Upper graph: gas flow rate patterns for the two cases; Lower graph: difference 

between the two-gas patterns above (i.e. saved natural gas) 

In Figure 59 (upper graph), the entry gas flow rates under the two scenarios are 

displayed. Differently form the case of Figure 53, the difference between the inlet 

flows of natural gas is clearly visible. In the lower picture, the difference between 

the injection and the non-injection case is showed, representing the amount of 

fossil natural gas that is saved in this scenario. The overall daily natural gas 

savings are equal to the 11.7% of the daily gas consumption in the non-injection 

case. 
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4.4 Hydrogen admissibility 

The case studies and the analysis from the previous sections showed that the 

critical parameters for the hydrogen acceptability within the gas network are the 

ones related to the gas quality. This often translates into a set of maximum 

acceptable percentages of hydrogen in the H2-NG mixture, according to the 

quality parameter taken into account. 

The previous analysis showed that the impact of the hydrogen injection within 

the network is a combination of the following different factors: 

- hydrogen production curves, 

- gas consumption rates, 

- choice of the injection point. 

Two out of three of these factors are directly related to gas network and the 

amount of gas that flows throughout each pipe. 

The gas consumption rates, strongly influenced by the season, determines the 

overall amount of gas entering the infrastructures and, to some extent, the way the 

gas distributes within the network. The partition of gas fluxes among each 

pipeline is a complex interplay between intraday consumption patterns of 

costumers or clusters of costumers and network topology. Some examples of a 

similar complex network behavior have been observed when reverse gas flows 

occurred during the summertime case scenario of solar-hydrogen injection. The 

amount of gas flowing through each pipeline of the network at any moment of the 

infrastructure operational activity is an essential information in order to determine 

the amount of hydrogen that is acceptable in injection by each node of the 

network. 

4.4.1 Methodology 

By means of the gas network model presented and applied in this work, it is 

possible to determine the hydrogen receiving potential throughout any network, 

once the topology and gas consumption patterns are given. 

In this section, this evaluation has been carried out for the infrastructure already 

considered in the previous cases, under the two operating conditions of winter 

maximum consumption and summer minimum consumption. 

The hydrogen acceptability is a preliminary analysis, in the sense that the 

hydrogen receiving potential is assessed, but no injections are performed. Thus, 

knowing the amount of gas that passes through each node, the amount of 

hydrogen that is possible to inject and to blend within the gas flux is calculated on 

the basis of the choice of the hydrogen fraction limit. The procedure that leads to 

the problem formulation is here illustrated. 
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First, it is necessary to know the amount of gas which flows through each 

node. When solving the fluid-dynamic problem, the gas mass flows are referred to 

the pipelines in which they transit rather than to the nodes they pass through. 

Thus, the allocation of pipeline mass flows to corresponding node is to be 

performed by means of the following formula: 

 

 

Where the term  (𝐈 𝑮) is equal to a b×b diagonal matrix with all the gas flow 

values on the diagonal. Equation (4.3) generates an n×n matrix whose diagonal 

corresponds to the nodal allocation of the branch gas flows. Therefore, it is 

possible to extract the following n× 1 vector: 

 

 

In order to obtain a formulation for the assessment of hydrogen acceptability, 

the “gas substitution rule” must be expressed in the form of equation. Throughout 

this work, the assumption of preserving the amount of energy within the gas flow 

has been considered as the condition for the obtained hydrogen-gas blend. In 

mathematical form, it can be written as follows: 

 

 

Where the mathematical operator ∘ stands for the “element-by-element” product. 

Equation (4.4) sets the condition for which the energy content of the gas flow 

through each node in the situation of no-injection must be equal to the energy 

content of the hydrogen and natural gas mixture obtained after the possible 

injection of the gas flow 𝑮𝒏𝑯𝟐
. The energy content of the ex-post blend is 

expressed as a sum of the two main components: hydrogen and natural gas, 

keeping in mind that for the natural gas part, a new vector 𝑮′𝒏 is to be considered 

since a partial substitution of natural gas by the injected hydrogen will occur, as 

already commented in the previous sections 

Thus, Equation (4.4) has two unknowns that are the amount of hydrogen 

𝑮𝒏𝑯𝟐
 and the updated value of the nodal natural gas fluxes 𝑮′𝒏 . These two values 

are interdependent by means of the definition of hydrogen fraction 𝒚
𝑯𝟐

:  

 

 𝐆𝐧 = 𝐀 (𝐈 𝑮) 𝐀
+ (4.3) 

 𝑮𝒏 = 𝑑𝑖𝑎𝑔(𝐆𝐧)  

 𝑮𝒏 ∘ 𝑯𝑯𝑽𝑵𝑮  = 𝑮𝒏𝑯𝟐
∘ 𝑯𝑯𝑽𝑯𝟐 + 𝑮′𝒏 ∘ 𝑯𝑯𝑽𝑵𝑮  (4.4) 
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that is expressed in vol/vol terms, applying the standard densities to each mass gas 

flows. 

In this analysis, the hydrogen fraction 𝒚
𝑯𝟐

 is the independent variable: the amount 

of the hydrogen receiving potential of each node is determined according to the 

choice of the desired hydrogen fraction. This choice can be made so that the 

resulting blend is compliant with one of the gas quality parameters discussed 

before or any other imposed hydrogen limit. 

From Eq. (4.5) it is possible to obtain an expression for 𝑮′𝒏 . This expression 

is to be used in Eq. (4.4) in order to obtain the following formula for the 

assessment of the hydrogen injection potential of each node, as a function of the 

hydrogen fraction 𝒚
𝑯𝟐

: 

 

 

in which all the operations among vectors are to be intended as element-by-

element operations. 

By means of Equation (4.6), once the target hydrogen 𝒚
𝑯𝟐

is set and the fluid-

dynamic of the gas network is solved, the amount of hydrogen that can be blended 

within each node is obtained so to get the desired H2-NG mixture.  

If a time evolution of the network is considered, then the profile of the maximum 

amount of acceptable hydrogen can be determined. This kind of information may 

be useful in order to check the mismatch between production profiles and 

hydrogen receiving potential ones. 

The information about the acceptable hydrogen profiles can also be converted in 

terms of electrical power that is necessary to provide to an electrolyzer in order to 

produce the same amount of hydrogen by means of this formula: 

 

 

where 𝜂𝐻𝐻𝑉 is the conversion efficiency of the electrolyzer. In case the 

electrolyzer is directly coupled with a renewable energy source, then the 

storability of renewable electricity within the gas network is obtained. 

    𝒚𝑯𝟐  =

𝑮𝒏𝑯𝟐
∘ 𝝆

𝑯𝟐

(𝑺𝑻𝑫)

𝑮𝒏𝑯𝟐
∘ 𝝆

𝑯𝟐

(𝑺𝑻𝑫)
+ 𝑮′𝒏 ∘ 𝝆𝑵𝑮

(𝑺𝑻𝑫)
   (4.5) 

 
𝑮𝒏𝑯𝟐

=
𝑮𝒏

𝑯𝑯𝑽𝑯𝟐
𝑯𝑯𝑽𝑵𝑮

+
𝟏 − 𝒚𝑯𝟐
𝒚𝑯𝟐

𝝆
𝑵𝑮

(𝑺𝑻𝑫)

𝝆
𝑯𝟐

(𝑺𝑻𝑫)

 
(4.6) 

 𝒫𝑒𝑙(𝑡) =
�̇�𝐻2(𝑡) 𝐻𝐻𝑉𝐻2

𝜂𝐻𝐻𝑉
  (4.7) 
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In any case, in the context of sector coupling and integration between electricity 

and gas infrastructure, this amount of “equivalent electricity” gives a measure of 

the actual flexibility that the gas network may provide to the power sector. 

4.4.2 Results 

The methodology illustrated in the previous subsections has been applied to 

the two case studies already addressed, in order to highlight the seasonality that 

affects any gas distribution infrastructure. 

A target value for the hydrogen molar fraction needs to be chosen. From the 

previous analysis it emerged that the natural gas feeding the network is already 

very light in terms of relative density, being its value very close to the lower limit 

set by Italian standards. In fact, already when the hydrogen fraction exceeds 2%, 

the relative density of the obtained mixture gets outside the ranges. However, 

under the higher heating value and the Wobbe Index perspective, the hydrogen 

acceptability margins are wider. Considering the higher heating value, the critical 

hydrogen fraction for this case is around 12% while for Wobbe Index the value 

turns to be 24%. For the sake of this analysis, the critical values of hydrogen 

molar fraction for the cases of relative density and for higher heating value have 

been considered and results are given in the following figures. In Figure 60  and 

Figure 61, the hydrogen acceptability maps are given for the two network 

conditions (summer and winter respectively). In the figures, the values of 

hydrogen acceptability are already translated in equivalent amount of renewable 

power that is necessary to employ in order to produce hydrogen by means of the 

power-to-hydrogen pathway, by the application of Equation (4.7) and considering 

an electrolyzer efficiency of 65%HHV. They are referred to a single time step: noon 

(12:00). 
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Figure 60 – Hydrogen admissibility maps for the two considered hydrogen limits, referred to the 

timeframe 12:00. Summer case. 

Concerning the summer time – minimum consumption – gas load conditions, 

the bottlenecks that the gas network shows in the framework of the hosting 

capability of renewable gas are clearly visible from these admissibility maps. If 

the most strict hydrogen limit is to be observed (𝑦
𝐻2
𝑙𝑖𝑚𝑖𝑡 = 2%), then, referring to 

the 12:00 timeframe, only around 1.7 Sm3/h of hydrogen is injectable at the city-

gate node, which corresponds to around 8.9 kWe of renewable power requirement 

as input to the chosen electrolyzer. The number changes if the hydrogen limit of 

𝑦
𝐻2
𝑙𝑖𝑚𝑖𝑡= 12% is considered, but in terms of required power, the number is still 

well below 100 kW addressing the city-gate node, as it is possible to infer from 

Figure 60 ( 𝒫𝑒𝑙 = 58.3 kWe corresponding to a hydrogen production of 11.1 

Sm3/h). 

Renewable hydrogen admissibility map –  𝑦𝐻2𝑙𝑖𝑚𝑖𝑡 = 2% – summer case 

 

Renewable hydrogen admissibility map –  𝑦𝐻2𝑙𝑖𝑚𝑖𝑡 = 12% – summer case 
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Figure 61 – Hydrogen admissibility maps for the two considered hydrogen limits, referred to the 

timeframe 12:00. Winter case. 

 

More significant results are displayed in Figure 61 where the winter case 

condition is addressed, referring to a gas network screenshot at 12:00. A 

distributed hydrogen injection potential is visible throughout the network already 

for the case of hydrogen fraction limit sets at 2%. In this case, the receivable 

hydrogen at the city-gate node at noon grows to 43.8 Sm3/h, which corresponds to 

an electrolyzer power input of around 226 kWe. On the basis of Equation (4.6), 

these values grows linearly with the amount of gas flowing through each node. 

With respect of the increase of hydrogen fraction limit, the acceptable hydrogen 

growth is instead non-linear, as it is possible to infer again from the Equation 

(4.6). As it is possible to observe from Figure 61, the amount of acceptable 

 

Renewable hydrogen admissibility map –  𝑦𝐻2𝑙𝑖𝑚𝑖𝑡 = 2% – winter case 

 

Renewable hydrogen admissibility map –  𝑦𝐻2𝑙𝑖𝑚𝑖𝑡 = 12% – winter case 
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hydrogen has a significant increase when the composition limits is raised to 12% . 

This allows in fact receiving a hydrogen injection flow of 282.6 Sm3/h 

corresponding to 1.46 MWe of power to be provided to the electrolyzer system.  

The comments are all referred to the city-gate node because, of course, it is 

always the node with the maximum blending capacity, since the gas flow for the 

whole consumption area pass through this point and given the gas flows 

magnitude of certain cases; it is the only node that allows a fair comparison of the 

results. The network visualization of the hydrogen acceptability results under a 

given hydrogen fraction limit are useful to extend these analysis to the other nodes 

of the network in view of distributed injection scenarios (similar to the ones 

addressed in 4.2). It emerges, for example, that the nodes with relevant blending 

potential turns to be node 46 and 51, as well as the group of node 48-49-50.  

Less potential is instead displayed by the bottom section of the network, where 

also node 33 is located. 

To complete the analysis of the hydrogen admissibility case study, the two 

hydrogen admissibility curves obtained for the two hydrogen limits are given in 

Figure 62 and Figure 63 for the summer and the winter days respectively, referred 

to the case of node 51. 

For both cases, it is possible to observe the remarkable variability of the 

admissible hydrogen pattern (blue lines), which follows the gas consumptions 

profiles. Comparing the two figures, it is also possible to see the different order of 

magnitude on the y-axis scale, which is linked to the seasonality of the 

consumptions. This difference is exacerbated by the fact that the maximum and 

the minimum consumption days have been compared. However, these are relevant 

cases because represent the extreme case scenarios one should expect from the gas 

network behavior. 
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Figure 62 – Hydrogen admissibility profiles at node 51 for the two investigated hydrogen fraction 

limits (2% and 12%) referred to the summer time case, compared to the calculated maximum 

acceptable hydrogen profiles produced by solar source.  

 

 

Figure 63 – Hydrogen admissibility profiles at node 51 for the two investigated hydrogen fraction 

limits (2% and 12%) referred to the winter time case, compared to the calculated maximum 

acceptable hydrogen profiles produced by solar source. 

 

Given the profiles of the network, constraints just commented, on the same graph, 

the maximum solar hydrogen production profiles that match with the hydrogen 

admissibility ones is given and the rated power of the solar PV system is 

calculated. Concerning the summertime case of Figure 62, the solar panel rated 

power referred to the 12% hydrogen limit scenario must be limited to 38 kW. 

Turning to the homologous case within the winter scenario of Figure 63, this 

value grows up to 2.2 MW as a combined effect of increased hydrogen 

admissibility and decreased solar energy productivity. These observations pose 
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questions on the mismatch between gas sector and the power sector, at least 

concerning the solar energy coupling by means of hydrogen from power to gas.  

At last, not only the seasonal variation, but also the intraday mismatch between 

hydrogen admissibility and hydrogen production may undermine affect the solar 

hydrogen coupling, as it is possible to see from the two figures: hydrogen 

admissibility peaks are not aligned with solar production one. 

 

4.5 Conclusions 

In this chapter the gas network model is employed for the simulation of a gas 

distribution network under hydrogen blending from two distributed sources, 

whose injection profiles varies according to a production profile. With respect to 

the biomethane case, in this application the multi-gas features of the model has 

been best highlighted, showing the quality tracking capability in complex network 

conditions as well as the capability to account for the fuel switching by computing 

higher amount of gas flowing through the pipes affected by hydrogen blending.  

The results obtained from the network simulation cases showed that the direct 

injection of a gas that is completely different form the usual natural gas may have 

critical impacts on the fluid-dynamic of the network (especially the section that is 

downstream the injection). Under the assumption that the final users’ thermal 

energy demand remains constant as not affected by the fuel switching, then the 

amount of distributed gas, in volumetric terms, must grow in order to compensate 

the loss in the volumetric higher heating value caused by higher fraction of 

hydrogen. The peculiar trend of natural gas substitution by hydrogen has been 

observed and commented, being non-linear with respect to the hydrogen fraction. 

In Figure 64 this trend is reported for the whole spectrum of possible hydrogen 

fraction within a H2-NG blend, under the assumption that hydrogen is 

progressively substituting natural gas in order to obtain a gas mixture that have 

the same energy content as the starting natural gas. It is possible to see that the 

trend of the hydrogen contribution in energy terms to the overall energy content of 

the mixture is not linear with the hydrogen molar fraction, as already noted during 

the simulations. This is an important aspect to bear in mind when evaluating the 

benefits of hydrogen injection within the gas system: as it is possible to infer from 

Figure 64, to obtain a 10 % substitution, the hydrogen fraction within the blend 

should be higher than 20%. 

The red line indicates instead the linear volume growth caused by the hydrogen, 

following the 3:1 ratio of the higher heating values. 
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Figure 64 – Impact of the growing hydrogen fraction within the natural gas-hydrogen blends. Left 

axis is referred to the blue line that displays the contribution of the hydrogen fraction to the 

energetic content of the blend; Right axis is referred to the red line that displays the volumetric 

increment of the overall natural gas mixture caused by hydrogen substitution of natural gas. These 

values are referred to mixture with constant energy content. 

 

 It is worth noting that the assumption of constant thermal energy output, 

especially at final users’ appliances level, may not represent the exact reality of 

their behavior. This in fact depends very much on the combustion control and 

regulation systems of the final appliances. The ones that are not equipped with 

self-regulating systems may be affected in their thermal output release as a 

consequence of the different density of the hydrogen-natural gas mixture. 

However, in the context of the assumptions made, the higher flow rate implies 

higher velocity, which have been registered not to be critical in the observed 

cases, but it may turn to be a critical parameter in those networks working near 

their limits. This aspect depends on the rationale behind the planning of the 

infrastructure itself and the subsequent evolution of the amount and of the type of 

connected users. This is one of the reason why generalization of results about the 

feasibility of similar practice on large scale are difficult to be inferred. A case-by-

case analysis is still needed to check local and peculiar possible barriers. 

By means of the network simulation tools, the impact of the hydrogen 

blending is evaluated on a broader level, the network infrastructure one. The 

distributed nature of renewable energy sources may express in the future the need 

of distributed injections of renewable gases throughout the infrastructure, with 

possible multiple injection points as the one that has been simulated. Having a 

global picture of the network behavior is important to assess the magnitude of the 

quality perturbations, their size in terms of influenced network area and its 
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evolution under different working condition of the network. These dynamics may 

also end to generate possible interferences between the different sources. This is 

not an occurrence that was observed within the sample case studies presented 

here, but it may be a possible scenario consequent to the choice of different 

injection points or depending on the network topology or the interplay between 

gas consumptions profiles, injection profiles and flow distribution. 

The major impacts are observed in terms of quality perturbation of the natural 

gas. If the current Italian ranges of higher heating value, relative density and 

Wobbe Index are to be applied, the presence of hydrogen may quickly cause 

unacceptable deviation of at least one of these: the relative density. However, this 

is strongly influenced by the conditions of the natural gas in which the blending is 

practiced, adding a further terms of peculiarity to the general discussion about 

hydrogen blending in natural gas. It is worth to be also reminded that gas quality 

regulation are still not homogeneous throughout Europe, even though the gas 

network infrastructure is highly interconnected. This to say that gas quality ranges 

are good indicators but does not establish the acceptability or not of a hydrogen 

blend, as it is also proven by the several pilots initiatives described in the 

introduction. 

Thanks to the different scenarios that have been simulated, it is more relevant 

to put in comparison the different gas quality impacts under different gas network 

and hydrogen production working conditions. In fact, while during the winter 

operation mode the blending may be considered acceptable throughout the 

network as does not exceed 12%, in the summer case the hydrogen availability 

may be so high that areas of 100 % of hydrogen may originates, creating full 

hydrogen district. Even though this is a “virtual” scenario, this draws the attention 

on the flexibility limits the natural gas distribution infrastructure may offer to the 

electricity system. This aspect is especially critical addressing the case of solar 

power production coupled to the sector integration by means of hydrogen. In fact, 

the times of the year of maximum production corresponds to the times of 

minimum consumption of the gas network. 

This aspect has led the author to set up the assessment of the hydrogen 

admissibility map and the determination of the admissibility profiles that set the 

hydrogen injection limits to prioritize the constraints required by the gas network 

in the framework of greening the gas and coupling the sector. The evidence from 

this exercise is that the strong seasonal variation may be a non-negligible 

bottleneck towards the sector coupling, at least at the level of distribution level 

where the infrastructure manage limited amount of gas.  

So, while the gas distribution level may offer promising case studies to 

exercise the hydrogen blending practice (with quality impacts limited on a 

confined and well defined area with no need of higher level harmonization efforts 

on the quality standard regulations), the magnitude of the allowable hydrogen, 

especially coming from variable renewable source may be significantly reduced 
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by the limited capacity they have. A possible option to avoid similar issue may 

come from the production of SNG from renewable hydrogen and then, injecting it 

into the gas infrastructure. The value chain would be even more improved if the 

necessary CO2 for the methanation would come from a previous sequestration 

from biogas upgrading. 
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Chapter 5  

Electric and Gas infrastructure 

combined simulation 

5.1 Introduction 

Hydrogen production and injection within the gas network is often considered 

as an alternative way to store surplus energy produced by the renewable sources 

and which may be otherwise curtailed in order to avoid unbalances on the 

electrical infrastructure. 

In this section, a sample case study of sector integration is given, for the case 

of distribution infrastructures, which are nowadays characterized by a certain 

amount of distributed generation. A different urban case study has been addressed 

with respect to the previous model applications. In this case, both electric and gas 

infrastructures are known and the main features of the area and of the 

infrastructures are presented in the following sections.  

The case study investigates, on the one hand, the impacts on the electricity 

distribution infrastructure of a progressively high penetration of solar distributed 

generation. On the other hand, whenever the electrical infrastructure reaches 

critical or unconventional operating situations, the excess of the solar production 

is assumed to be converted into hydrogen by means of a suitable power-to-gas 

system and subsequently injected into the gas distribution grid. 
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5.2 Interlink between the infrastructure models 

The integrated modeling framework consists of the sequential simulation of 

the electricity and the gas network infrastructures. According to the case study 

here addressed, there is no need to set up a modeling framework capable to solve 

numerically power and gas flows within the same time iteration, because the 

tested scenario is sequential. In fact, the impacts of higher amount of PV on the 

power grid are shifted to the gas sector, whose operating condition will not affect 

the power system anymore.  

At first, all the data about the energy infrastructures and the energy 

consumption profiles are collected. The topology of the networks and the useful 

technical features of the branches (cables and pipelines) are provided to the model 

as parameters. Being the medium voltage and medium pressure level of the 

energy grids the focus of the model, the majority of the consumption nodes are 

composed of clusters of users. The composition of each consumption clusters in 

terms of types of final users is also a relevant information to be given. The data 

acquisition phase ends with the input of the power and gas consumption curves 

for each user type. In this specific case, these data are obtained from users’ 

consumption profiles expressed as a fraction of the installed electrical power and 

the daily gas flow rates. 

The RES penetration scenario is then tested on the electricity infrastructure. A 

RES penetration rule is decided so that distributed generation is progressively 

installed. For each installation step, the electric power flow is performed for a 

typical day by means of the electrical network model. Solar production curves for 

a typical day of each month, taken from PV-GIS database [156] are also provided 

as input to the model. In fact, to take into account the seasonality of the solar 

production, a further month-by-month iteration is carried out.  

In order to check the operating conditions of the electric infrastructure, 

specific key performance indicators are calculated and their compliance with the 

normal operation limits are checked. Table 15 summarizes the key performance 

indicators considered for the electrical case, together with their operational limits. 

Table 15 – Summary of the electricity network constraints to be verified during the simulations 

Parameter Units Limits 

Nodal Voltage [p.u.] 0.95 ÷ 1.05 

Max Line Current [p.u.] < 1 

Reverse Power Flow [MW] 0 

 

Thus, possible deviations of the key performance indicators are assessed and a 

system integration strategy is developed in order to solve the issues emerged.  
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A P2G solution is adopted, consisting of the production of hydrogen from an 

electrolyzer in order to store in molecular form the fraction of solar production 

that causes issues to the electrical distribution grid. Furthermore, the produced 

hydrogen is injected directly in the gas distribution infrastructure, so that it is 

blended within the natural gas stream.  

A solar overproduction curve may be produced whenever a deviation from 

normal operating condition occurs. This curve is an input to the electrolyzer 

model, which converts it into a hydrogen production rate that will be provided as 

additional input to the gas network model. Once a location for the electrolyzer is 

chosen, the gas network model is run and the effects of the variation of gas 

composition in time and in space are evaluated. Also for the gas case, the 

operating conditions of the infrastructure are checked. Fluid-dynamic indicators 

and its compliance with the normal operation limits are evaluated. Furthermore, 

the three main parameters for the evaluation of the gas quality are also considered. 

These parameters are the most common throughout all the European regulations 

and standards [157]. Table 16 summarizes the indicators considered for the 

evaluation of the gas network case, together with their operational limits referred 

to the Italian case [154]. 

Table 16 – Summary of the gas network constraints to be verified during simulations: fluid-dynamic 

operational limits for medium pressure distribution network and Italian national gas quality ranges 

according to [154].  

Parameter Units Limits 

Pressure [barg] 1.5 ÷ 5 

Gas Velocity [m/s] < 25 

Higher Heating Value [MJ/Sm3] 34.95 ÷ 45.28 

Relative Density [-] 0.55 ÷ 0.7 

Wobbe Index [MJ/Sm3] 47.31 ÷ 52.31 

 

The sample urban area is built around the available data for an urban electric 

grid, coming from the ATLANTIDE project [158]. Starting from those data and 

through additional assumptions, the electrical scheme was shaped in a 

topographical form covering an area of 4.4 × 5 km2. The spatial distribution of the 

users, together with the estimation of their gas consumption rates, allowed 

designing a possible gas network layout, consistent with the urban framework 

associated to the electrical case. A detailed explanation may be found in [159]. In 

the following sections, the main features of the two infrastructures as well as the 

related consumption localization and profiles are given. 
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5.2.1 Electrical infrastructure 

The grid is operated at medium voltage (15 kV) and it consists of 96 nodes 

and 96 lines; however, one of the lines is kept open in order to operate the grid in 

radial mode. Figure 65 shows the schematization of the topology of the grid. As it 

is shown, the electrical infrastructure is composed of 11 feeders. All the lines are 

fully described in terms of linear resistance, capacitance, inductance, length and 

maximum current. Each node may be either a final user or a cluster of users. No 

distributed generation is present in the base case. 

 

 

Figure 65 – Schematic topology of the urban distributed electric network. 

 

5.2.2 Electrical user types, rated power and profile 

Four categories of users are considered in this framework: residential, 

industrial, commercial and offices. The nodes along each feeder may be either 

industrial users directly connected to the medium voltage or MV/LV substations 

clustering the other types of users. For each of them, the total installed rated 

power for each category is known. A set of reference nominal powers for each 

users’ counter was assumed in order to calculate the number of users for each 

category as well as to estimate the number of inhabitants. The total installed 

power (for consumption) is 25.6 MWe and based on the assumptions made, the 

inhabitants are about 11,500. The pie charts of summarize the main electricity 

statistics of the area, in terms of the allocation of the installed power among the 

four categories of final users and their share over the total number of users 

(electric meters).  
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Figure 66 – Electricity statistics of the urban area according to users’ type. Left: distribution of 

the installed nominal power; Right: users’ type distribution. 

Concerning the users’ profiles, four load curves were available from [158], 

one for each category, with a time step of 15 min. Figure 67 shows the profiles 

expressed in per unit (p.u.) with respect to the installed power. 

 

Figure 67 – Electricity consumption profiles for each user type. 

As the last step towards the characterization of the sample urban area, a 

topographic shape of the scheme in Figure 68 is proposed by choosing a set of 

users’ densities. In this way, a gas network may be designed accordingly, after 

having estimated the gas consumption of the scattered users. On the left side the 

topography of the urban area is shown, while on the right side the layout of the 

gas network is presented accordingly.  
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Figure 68 – Urban case electricity grid, topography and proposed gas network layout. 

5.2.3 Natural gas infrastructure 

The natural gas infrastructure was designed on purpose, starting from the 

available data and information from the electrical case. The complete 

methodology is described in [159]. Following the approach of the electrical case, 

the addressed gas network is the medium pressure one, operated at 𝑝𝑚𝑎𝑥 =

5 𝑏𝑎𝑟𝑔. It has a tree-shaped topology, consisting of 64 branches and 63 nodes, a 

fraction of which are consumption ones. Among them, 22 nodes consist of 

industrial users directly connected to the medium pressure network and 12 nodes 

are final reduction stations (FRSs), feeding non-industrial areas of consumption.  

As shown in Figure 68, the network starts from a single metering and reduction 

station (M/R station), also called city-gate, located outside the urban context 

limits, in which gas from transmission level is withdrawn. It is composed of a 

central feeder supplying five other sub-feeders to the FRSs or industrial users. All 

the pipe sections are described in terms of inner diameter, length and inner 

roughness. 

5.2.4 Natural gas user types, rated power and profiles 

Gas consumption data have also been estimated starting from the electrical 

case. As a fundamental assumption, it was decided that for each single electrical 

user, a gas meter is installed, so to have an equivalence between electrical and gas 

users, keeping the distinction among the four categories as in the previous case. 

For each users’ category, the natural gas consumption estimation was carried out 

through semi-empirical methodologies [160], commonly used within the gas 

sector. Daily gas consumption per unit of building covered area (or covered 

volume) were available from handbooks [161] so the daily consumption was 

calculated assuming covered areas and volumes for each user category. The daily 

consumption of natural gas is the starting value both for the calculation of the 

maximum gas flow (useful to size the gas network) and for the gas consumption 
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profiling (in order to run the simulations). Detailed information may be found in 

[159]. Concerning natural gas uses for the industrial activities, the allocation of 

the consumption was carried out arbitrary on the basis of yearly data. 

According to this methodology, a characterization of the area under natural 

gas consumption may be given: the total consumption of natural gas on yearly 

basis is about 100.3 MSm3/y shared among the different users’ types as depicted 

in Figure 69. 

 

Figure 69 – Composition of the yearly gas consumption of the urban area according to the 

different user types. 

To finalize the characterization of the area under the natural gas consumption 

point of view, the users’ profiles need to be defined. Based on the four electrical 

load curves already presented and other available consumption patterns in [161] 

and [160], the profiles in Figure 70 are proposed as own elaboration. The time 

step is equal to 15 min, and the entries in the vertical axis are expressed as a 

percentage of the daily consumption.  

 

Figure 70 – Natural gas consumption profiles for each user type. 
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5.3 Electric network model 

The electricity network can be represented by a directed graph, similarly to 

what has been described in section 2.3 referring to the gas networks. In the 

electrical case, the set of nodes represents the connection points between two or 

more electrical components, also called “bus”, while the set of edges mainly 

represents the electricity lines connecting the nodes or an electrical transformer. 

For the sake of the addressed analysis, the edges will represent only the 

distribution lines of the network. 

Differently than the gas network, the dynamic of the electricity networks is so 

fast that the power flow analysis are simulated by means of steady state equations, 

thus the temporal evolution of the system is obtained as a sequence of steady 

states.  

It is also assumed that the AC three-phase distribution system is balanced and 

thus it can be modeled referring to its single-phase equivalent, referring to a single 

line (out of the three).  

 Electric lines are represented by the so called “π-line lumped-parameter 

model” as represented in Figure 71. 

 

Figure 71 – Generic representation of the electric line according to the π-circuit lumped-parameter 

model. 

The features of the conductors of a network such as line resistance ℛj, inductance 

ℒj and capacitance 𝒞j, are usually given as distributed parameters (rj, ℓj, cj) with 

unit of measurements expressed in per unit length of the line. The lumped-

parameter model consists of representing these features as if they were 

concentrated within the single elements of an ideal circuit (that has the shape of a 

π) where: 

ℛ𝑗 = 𝑟𝑗  ∙ 𝑙  ; ℒ𝑗 =  ℓ𝑗  ∙ 𝑙  ; 𝒞𝑗 = 𝒸𝑗  ∙ 𝑙  ; 

 

These lumped-parameters allow, in turn, determining the line impedance 𝒵j, 

which allows expressing the generic line equation as follows: 

 

 ∆𝑉 𝑗 = 𝑉 𝑖 − 𝑉 𝑖+1 = 𝒵𝑗𝐼𝑗 (5.1) 
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The nodes of the electrical network are the locations where the generators or 

the loads are located. As for the loads, different models may be applied depending 

on the type of load considered. They differ according to the control variable used 

to set the operating point. In fact, loads may be: 

a) Power driven: the absorbed active power 𝒫 and the reactive power 𝒬 are 

assigned; 

b) Current driven: the magnitude of current I and the power factor cosφ are 

assigned; 

c) Impedance driven: the magnitude of 𝒵 and the power factor cosφ are 

assigned; 

d) Generic, with absorbed active power 𝒫 and the reactive power 𝒬 given by 

the following relations: 

𝒫 = 𝒫𝑛 (
𝑉

𝑉𝑛
)
𝛼

 𝒬 = 𝒬𝑛 (
𝑉

𝑉𝑛
)
𝛽

 

 

This is the most generic way to describe the loads. In fact, according to the value 

of the exponent, all the previous cases may be obtained. 

Generation buses are instead usually of two types: 

a) 𝒫V: where active power 𝒫 and the voltage magnitude |V| are given, while 

the reactive power 𝒬 and the voltage phase are calculated 

b) 𝒫𝒬 : similar to case a) of the load so that the generated active power 𝒫 and 

the reactive power 𝒬 are assigned; to be noted that the active power 𝒫 will 

have an opposite sign with respect to the case of 𝒫𝒬 loads. 

The difference of the two generator types depends on whether the voltage control 

is present (or feasible) or not. 

A convention of sign must be decided to indicate the direction of the power flows 

at the boundary nodes. The exchanged power towards a bus is positive in case of a 

load at the bus while it is negative in case of a generation bus. The sign of the 

current is determined accordingly. 

When performing power flow simulation it is necessary to consider a third 

type of node, where the magnitude and the phase of the voltage are set (with phase 

equal to zero since it is the reference node) and the active power 𝒫 and reactive 

power 𝒬 are calculated instead. In radial distribution networks, this node is often 

the exit node of the High-Voltage/Medium-Voltage transformer and so the bus 

which is connected to the higher voltage level of the network. This node is called 

“slack-bus” or reference node and it is the root of the tree-shaped topology of the 

network. The calculated values of power correspond to the total amount of active 

and reactive power consumed by the whole network. 

Power flow simulations are aimed to determine the voltages at every node and 

the currents in every branch, thus making possible to evaluate the electrical power 

distributed throughout the network, to determine the line losses and to perform 
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checks on the operating constraints such as maximum acceptable losses, 

maximum line currents or nodal voltage levels. 

In the field of power system analysis, it is common to perform power flow 

calculations referring the units of measurement of the electrical quantities to the 

per-unit system. This system consists of expressing all the quantities as fractions 

of a defined reference quantity (base unit). In case of power flow simulation, it is 

common to choose the rated power and the rated voltage of the slack node to 

generate the reference values for the impedances and for the currents and thus 

obtaining the reference base for the per unit system. All the electrical quantities 

related to the analysis of the distribution system will be expressed in reference to 

the chosen base, this including the computed results and the constraints set on the 

network. 

For the case of tree-shaped (also defined as radial) network, in which no loops 

are present, a suitable method is the Backward/Forward Sweep (BFS) that is an 

iterative method. Iterations are needed because, in general, the equation at the 

buses may be not linear. In fact, when power driven buses are present, the nodal 

expression equation linking the nodal current and the nodal voltage is:  

 

 𝑆 𝑖 = 𝒫 𝑖 + 𝑗𝒬𝑖 = 𝑉 𝑖 𝐼 𝑖𝑒𝑥𝑡 
∗  (5.2) 

 

that is nonlinear. It can be underlined that most of the load buses in a distribution 

network infrastructure are modeled as power driven. 

The BFS owes its name to the structure of each iteration, which is composed 

of a first computation step in which line currents are determined starting from the 

nodal equations and assuming a tentative initial value for the nodal voltages: 

 

   𝐼 𝑖𝑒𝑥𝑡
(𝑘)

= (
𝑆 𝑖

𝑉 𝑖 
(𝑘)
)

∗

                          ∀ 𝑖𝑡ℎ 𝑏𝑢𝑠 (5.3) 

 

where 𝑉 𝑖 
(𝑘)

 is the tentative value of the nodal voltage coming from the previous 

iteration or the initial guess 𝑉 𝑖 
(0)

. 

This step is called “backward step” because calculations originates from the end 

nodes of the radial network and line currents are then computed moving 

backwards to the slack bus, where the total current is obtained, applying the 

Kirchhoff’s current law (KCL): 

 

  𝑰 
(𝒌) = 𝐀𝐦𝐨𝐝

−𝟏
 𝑰 𝒆𝒙𝒕
(𝒌)

 (5.4) 
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where 𝐀𝐦𝐨𝐝is the modified version of incidence matrix as defined in section 2.3, 

in which the row corresponding to the slack node has been removed so to obtain, 

in case of tree shaped networks, a square matrix. 

Once the line currents 𝑰 
(𝒌) are all known, the forward sweep is executed by using 

the line equation (5.1) in its matrix form in order to determine the voltage drops 

and then, moving forward form the slack node to the end buses, the nodal voltages 

are determined. The resulting equation may be written as follows: 

 

  𝑽 
(𝒌+𝟏) = 𝑉𝑠𝑙𝑎𝑐𝑘 𝟏 −  𝐀

𝐦𝐨𝐝𝐭 𝑑𝑖𝑎𝑔(𝒵)𝑰 
(𝒌)  (5.5) 

 

or, referring directly to the nodal currents vector 𝑰 𝒆𝒙𝒕
(𝒌)

 : 

 

  𝑽 
(𝒌+𝟏) = 𝑉𝑠𝑙𝑎𝑐𝑘 𝟏 −  𝐀

𝐭 𝑑𝑖𝑎𝑔(𝒵)𝐀∗−𝟏 𝑰 𝒆𝒙𝒕
(𝒌)

 (5.6) 

 

where 𝟏 is a column vector with all unity components. 

Of course, the computed voltages 𝑽 
(𝒌+𝟏) are not coincident with the tentative 

initial value, thus based on the new nodal voltages vector, an updated line currents 

vector should be obtained, starting the Backward/Forwards procedure again, until 

convergence is reached. 

This procedure can be merged within a single expression: 

 

  𝑽 
(𝒌+𝟏) = 𝑉𝑠𝑙𝑎𝑐𝑘 𝟏 −  𝐀

𝐭 𝑑𝑖𝑎𝑔(𝒵)𝐀∗−𝟏  (
𝑺 
𝑽(𝒌)

)

∗

 (5.7) 

 

that is the iterative equation of the method. 

The convergence criterion is set on the nodal voltages by means of this 

expression: 

 

 max(  
|𝑉 𝑖  

(𝑘+1) − 𝑉 𝑖
(𝑘)|

|𝑉 𝑖
(𝑘)|

 )  <  𝑡𝑜𝑙𝑙                 ∀ 𝑖𝑡ℎ  𝑛𝑜𝑑𝑒 (5.8) 

 

Once the power flow of the network is solved, the line losses are calculated by 

means of this equation:  

 

  𝓟𝒍𝒐𝒔𝒔 = 𝓡 𝑰
2  (5.9) 
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The checks on the constraints is also performed verifying that nodal voltages and 

branch currents comply with the following conditions 

 

 0.95 p. u. < 𝑉 𝑖 < 1.05 p. u.               ∀ 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝 𝑡 (5.10) 

 𝐼 𝑗 < 𝐼 𝑗𝑚𝑎𝑥
 .                                          ∀ 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝 𝑡 (5.11) 

 

In the framework of an increasing penetration of energy form solar distributed 

sources, a further check is considered: active power flow at the slack node should 

not be positive (in accordance with the sign convention), meaning that the power 

should not be exported towards higher levels of electricity infrastructure. 

 

  𝒫𝑠𝑙𝑎𝑐𝑘 < 0                                           ∀ 𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝 𝑡 (5.12) 

 

These conditions should be tested for any time step. 
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5.4 Simulations and Results 

5.4.1 Increasing of solar distributed generation 

In order to study the effects of an increasing penetration of solar power plants 

on the electrical distribution system, a penetration rule must be decided. In this 

case study, the RES penetration is progressive, meaning that the installations are 

incremental. For each installation step, a 0.1 kW of photovoltaic output was 

installed at each residential and office type users. Thus, installations result evenly 

distributed throughout the nodes and linearly increasing. Figure 72 depicts the 

installation trajectory: on the vertical axis, the percentage of the total installed PV 

power over the total load is given while on the horizontal axis the percentage of 

PV energy production over the total energy consumption (on an annual basis) is 

presented. Each bullet represents the installed power of a single power plant, 

located at residential and office users (with a step of 0.5 kW). 

 

Figure 72 – RES penetration trajectory according to the distributed PV installation rule. Vertical-

axis: percentage of the total installed PV power over the total installed load; Horizontal-axis: 

percentage of PV energy production over the total energy consumption (on an annual basis). 

For each installation case, the electrical network is simulated over the whole 

year considering 12 representative days (one for each month). The performance 

indicators are checked for the whole time period and the results are reported in 

Figure 72 (dashed lines). As it can be noted, the thermal limit is exceeded for the 

first time in the case of 12.1 kW of solar power plant installed at each residential 

and office user, corresponding to a scenario of an annual solar energy production 

equal to 106.7% of the total energy consumption. More specifically, the saturation 

period lasts just for a single time step (15 min), taking place only in July and the 

saturated line is line 1 – the branch collecting all the feeders towards the HV/MV 

transformer. Conversely, the voltage at each node is always maintained within the 

operational limits. The reverse power flow condition occurs for the first time 

when the solar penetration corresponds to 27.6% (3.2 kW installed each users) of 
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total energy consumption. The first occurrence is recorded for one hour during the 

month of July, for a total energy surplus of 244 kWh with maximum surplus 

power of 344 kW. In order to observe reverse power flows all year round, the 

solar penetration must have reached 53.5%. (6.1 kW installed each users). In this 

case, occurrences range from 30 minutes for a typical day of December to 8 hours 

15 minutes in July. In Figure 73, the evolution of the occurrence of the reverse 

flow condition is given as a function of months and of the penetration of solar 

energy on the total consumptions of the area. In this case reverse flow occurrences 

are evaluated in terms of percentage of hours in which the reverse flow takes 

place over the whole year (vertical-axis values).  

 

Figure 73 – Occurrences of the reverse flow condition is given as a function of months and of the 

penetration of solar energy over the total consumptions of the area. Reverse flow occurrences are 

evaluated in terms of percentage of hours in which the reverse flow takes place over the whole 

year (z-axis values). 

5.4.2 Electricity and gas sector coupling 

The electrical simulation above shows that the main deviation from the normal 

operating condition consists of the occurrence of reverse power flows, whose 

frequency and intensity increase as the solar energy contribution increases. Even 

though it is not as critical as a deviation of nodal voltages or the saturation of the 

lines, it implies, with respect to the higher voltage levels of the network, the 



  Chapter 5 

 

i                                                                                                                                              i 

164 

 

transformation of a passive hub to an active one, providing energy rather than 

consuming it. In order to avoid this situation, energy surplus may be stored 

locally. A strategy of sector coupling is here proposed by considering a power-to-

gas solution based on electrolyzer, which produces hydrogen whenever a surplus 

of power is available from the grid. A power to hydrogen efficiency is assumed 

equal to 70%HHV as commonly reported in literature [148], [162]. The hydrogen 

production profile is then calculated accordingly. Solid lines in Figure 74 shows 

the hydrogen production patterns for three different stages of solar energy 

penetration (30% 40% 50%), both for the summer case (July) and for the winter 

case (February). In view of the injection of hydrogen within the natural gas stream 

it worth mentioning that the seasonality affects also the gas network, being the gas 

demand tightly related with the space heating needs. To consider this, the gas 

consumption profiles in the summer case have been reduced to the 15% of the 

winter case (with the exception of the process-related industrial gas consumption 

profile).

  

Figure 74 – Hydrogen production patterns for three different stages of solar energy penetration 

(30% 40% 50% from left to right). Orange lines: summer case (July); Blue lines: winter case 

(February). The dashed lines are the corresponding flat injection profiles 

5.4.3 Hydrogen injection scenarios 

A wide range of variability characterizes hydrogen injection scenarios 

depending on several parameters. In the framework of hydrogen blending within 

the gas network infrastructure, two additional terms of variation may be 

considered: 1) the “direct injection” versus the “flat injection”; 2) the choice of 

the injection node. 

The first term considers the possibility to decouple the hydrogen production 

profiles with the injection ones by means of a suitable buffer system. Thus, for 

each of the five injection profiles in Figure 74 a corresponding “flat profile” over 

the whole day is generated (dashed lines). These profiles will be used to run the 

simulations of distributed injection on the network infrastructure in order to test 

the impact of this type of sector coupling. Concerning the choice of the injection 

node, all the hydrogen production profiles are tested on two different injection 
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nodes. In the first case, a median node (node 30) is chosen, following a proximity 

criterion between the HV/MV station and the gas network. In the second case, the 

hydrogen injection is assumed to be localized right after the gas city gate (node 2). 

For each of the three stages of solar energy penetration, four injection profiles 

have been generated, considering the seasonal variation (summer or winter) and 

the injection mode (direct or flat). Additionally, these injection scenarios have 

been tested on two different injection nodes, thus generating a total of 24 

hydrogen injection scenarios. 

In this paragraph, the results of the fluid-dynamic simulations of the 24 

hydrogen injection scenarios are reported and compared. Hydrogen injection 

within the gas infrastructure has an impact both on the fluid-dynamic of the gas 

flowing within the pipelines and on its composition and quality. Furthermore, 

dealing with network systems and distributed injections, the gas properties vary 

throughout the network and the magnitude of the introduced perturbation varies 

according to the injection point. 

Fluid-dynamic results 

For each injection scenario and for each modeled time step, both the gas 

velocity along each pipeline and the pressure level at each node have been 

compared with their operational limits in order to check the fluid-dynamic 

impacts of blending hydrogen within the natural gas.  

Results show that gas velocity may become critical in a few branches during a 

few hours of the winter case, when the hydrogen injection rate is one of the 

highest. The critical cases refer to the highest solar penetration stage (50%) when 

considering the direct injection mode. However, they do not correspond to the 

highest injection rate, since the maximum amount of hydrogen is produced during 

the summer season. This means that the overcoming of the gas velocity limit is 

not only linked to the amount of hydrogen injected, but it has to deal with the gas 

consumption level and the network design too, as it will be clarified afterwards. 

Concerning pressure levels, no criticalities emerge.  

Concerning the impact on the velocity field, the daily velocity profiles within 

branch 49 are given in Figure 75, since it results to be the most critical pipe. Each 

graph is referred to one of the two injection node scenarios. The profiles are given 

for all the cases of direct injection during different seasons. The cases regarding 

the flat injection have not been considered since they do not cause major 

variations. 

Figure 75 helps to clarify the combined effect of hydrogen abundance and 

higher natural gas consumptions that leads to the exceeding gas velocity within 

branch 49. While gas velocity perturbation is smaller among the winter cases than 

the summer ones due to the smaller hydrogen production rate, in absolute terms, 

the winter gas velocity is sensibly higher because of the higher gas consumption. 
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Furthermore, by the comparison of the two injection-node cases of Figure 75, it 

can be noted that injecting hydrogen in node 30 (median node) has a higher 

impacts on the velocity than injecting at node 02 because the same amount of 

hydrogen is injected within a smaller amount of natural gas stream. This will also 

have an impact on gas quality perturbation, as it will be commented below.  

 

 

Figure 75 – Daily velocity profiles within branch 49. Left: injection node 30 – right injection node 02. 

 

A quantification of the velocity perturbation induced by the distributed 

injection of hydrogen at different branches of the network and for the different 

seasons is given in Figure 76. The branch selection follows a continuous path 

form the city-gate to node 60, the farther node of the network (see the scheme in 

Figure 68). 

The variation is calculated in relative terms with respect to the base case (gas 

network operated with no distributed injections). Data are referred to the time step 

characterized by the maximum hydrogen injection rate (t=11:30). All the three 

hydrogen injection profiles coming from the three stages of solar penetration are 

reported, as well as the related flat injection cases (bars in lighter color). To be 

noted that for the 30% solar penetration case, no hydrogen is produced during the 

winter months, so no perturbations are detected. It is also worth noting that scales 

are different between the upper part of the figure (winter cases) and the lower part 

(summer cases); thus, in the case of 50 % of solar penetration, the velocity 

increase downstream the injection nodes ranges between almost 4 % in the winter 

case to more than 50 % for the summer case. The highest perturbations occur for 

the summer cases and for median injection node (node 30). The same behavior is 

to be found for the flat injection cases, even though the perturbations are sensibly 

lower: from less than 1% to slightly more than 5%. As a final remark, Figure 76 

also depicts a difference in the sign of the velocity variation. Gas velocities 

increase downstream the injection and decrease upstream the injection as a result 

of the substitution of an amount of natural gas with an unconventional fuel gas 



  Chapter 5 

 

i                                                                                                                                              i 

167 

 

(hydrogen) that has a smaller calorific value on a volume basis (HHVH2 = 12.07 

MJ/Sm3 ; HHVCH4 = 37.09 MJ/Sm3). 

 

 
Figure 76 – Velocity perturbation induced by the distributed injection of hydrogen with respect to 

the no-injection case (base case) along the longest branch of the network. Left: injection node 30 

– right injection node 02; upper part: winter cases, lower part: summer cases; lighter colors: flat 

injection cases. 

 

 

The variation of volume gas flows has also an impact on the pressure drops 

along the pipelines. Figure 77 shows the pressure drops variation with respect to 

the base case along the same sequence of branches as in Figure 76 and referring to 

the same time. All the three hydrogen injection profiles coming from the three 

stages of solar penetration are reported, as well as the related flat injection cases 

(bars in lighter color). Pressure drops variations follow the same trends as the 

velocities ones. However, the impact on the pressure levels at each node is 

negligible, as it can be inferred from Figure 78, where the pressure profile along 

the selected sequence of branches is given.  

Nodal pressures are given with respect to the distance from the starting node 

(city gate) so to picture the pressure profile as a function of the cumulative length. 

For each node-injection case, pressures profiles are given for the direct injection 

case for all the three stages of solar penetration, both for the winter and for the 

summer case. It is evident that pressure levels are negligibly affected for any of 

the addressed scenarios.  
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Figure 77 – Pressure perturbation induced by the distributed injection of hydrogen with respect to 

the no-injection case (base case) along the longest branch of the network. Left: injection node 30 

– right injection node 02; upper part: winter cases, lower part: summer cases; lighter colors: flat 

injection cases. 

 

 

 
Figure 78 – Nodal pressure along the longest branch of the network. Left: injection node 30 – 

right injection node 02; blue curves: winter cases, orange curves: summer cases. 
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Gas quality results 

The major impact of hydrogen injection practice within natural gas 

infrastructure is on gas quality parameters. The three main parameters, together 

with the hydrogen molar concentrations are presented in Figure 79 and Figure 80 

for all the addressed case studies. Since each single case study is based on a 

dynamic simulation, the graphs display the variation of the quality parameters for 

the whole day and for all the injection cases related to a specific solar penetration 

stage. Figure 79 shows the direct injection cases while Figure 80 refers to flat 

injection ones. Orange curves refer to summer cases while the blue ones to the 

winter season. For each season, the injection cases at node 30 and at node 02 are 

given, thus resulting in four curves for each graph. Concerning the higher heating 

value, the relative density and the Wobbe index graphs, the higher and the lower 

limits of acceptability, as expressed in the Italian Standards system [154], are also 

depicted, delimiting the acceptability area (colored area). 
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Figure 79 – Daily variation of gas quality parameters and hydrogen molar concentration for the complete set 

of injection scenarios, under the assumption of direct injection. 
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Figure 80 – Daily variation of gas quality parameters and hydrogen molar concentration for the complete set 

of injection scenarios, under the assumption of flat injection. 
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Concerning the graphs of the molar concentration of hydrogen, it is worth 

noting that vertical axis scale changes through the different solar penetration 

cases. As the magnitude of the hydrogen injection increases (both in term of 

timespan and in term of peak), the hydrogen presence within natural gas increases, 

ranging from 7.6% to 49.3% with reference to the maximum values. These 

maximum values of hydrogen concentrations are obtained for the summer cases 

and for the case of injection at node 30.  

To reduce the peaks, injecting hydrogen at an upstream node (towards the city 

gate) is an effective solution. As it can be seen from the picture, the maximum 

hydrogen concentration is reduced to 4.2%, 18.6% and 31.2% for the three stages 

of solar penetration when moving the injection to node 02. Moving the injection 

node can thus lead to halve the hydrogen percentage peak. Similar reduction 

results are obtained also for the winter cases and for all the cases related to the flat 

injections.  

Flat injection patterns are more effective, by even out the peaks and spreading 

the injection throughout the day. The achievements in the reduction of the 

hydrogen percentage peaks are considerably higher: the hydrogen concentration at 

the maximum injection time drops to 0.4%, 5.2% and 12.5% for injection at node 

30 or to 0.2%, 2.8% and 6.9% for injection at node 02 (summer case), with the 

hydrogen composition decrease ranging from 20 times to 4 times.  

It is worth noting that flat injections do not mean a flat concentration of 

hydrogen. In fact, it also depends on the withdrawal rate of natural gas from the 

city gate, in which a constant flux of hydrogen is to be blended, and so ultimately, 

it depends on the gas consumption profiles. Interestingly, in the framework of flat 

injections, the fluctuations of hydrogen concentration have an opposite behavior 

with respect to the direct injection case: hydrogen concentration is higher 

overnight when natural gas demand is lower. However, the variation is slow 

throughout the day and limited to ± 1.7%. 

Concentration of hydrogen within the natural gas has a direct effect on the 

three gas quality parameters, as it is clear from the overall analysis of Figure 79 

and Figure 80. Hydrogen blending has the effect of lowering down both relative 

density and higher heating value (volume based). Consequently, the Wobbe index 

undergoes a reduction too. As it can be observed, relative density is the most 

critical parameter, as the lower limit is reached already at 30% of solar 

penetration, in the summer case and for direct injection at node 30. In terms of 

hydrogen concentration, the lower limit is reached exceeding 6.7%. Nonetheless, 

even at the maximum concentration for this specific case (7.6%), the Relative 

Density of the blend is less than 1% lower than the limit. Moving to higher solar 

penetration stages, the perturbation on gas quality becomes more prominent, with 

all the three parameters exceeding the lower limit in the summer cases, with direct 

injection. Relative density is usually lower than the limits during the injection 

period, while higher heating value drops down to unacceptable level when the 
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hydrogen concentration becomes higher than 15.5%. The Wobbe index instead 

results as the less impacted parameters, with the lower limit reached only when 

hydrogen concentration exceeds 29%. 

Of course, the hydrogen composition limits obtained from the previous 

discussion depend on the quality of the natural gas at the entry point. Heavier 

natural gas and/or natural gas having a higher calorific value can acceptably blend 

more hydrogen within their stream. 

From Figure 79, it is also clear how critical the direct injection of hydrogen 

can be in terms of gas quality acceptability and management. When performing 

flat injections instead (see Figure 80), all the scenarios corresponding to 30% and 

40% solar penetration are acceptable. Criticalities emerge just for the summer 

cases at 50% of solar penetration, both of them providing gas blends with relative 

density slightly lower than the lower limit, for the whole day. For injections at 

node 02 relative density is –1.8% of the lower limit and for injection at node 30 it 

is –8.5%. 
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5.5 Discussion 

The results presented in the previous sections show that hydrogen injection 

practice have a minor impact on the fluid dynamics of the network, while it may 

be critical with respect to natural gas quality.  

On a fluid-dynamic point of view, the substitution of a portion of natural gas 

with hydrogen, having a lower density and a lower calorific value on volume 

basis, implies an increase of volume flow rates through the pipeline downstream 

the injection. This have an impact on velocities, pressure drops and pressure levels 

at each node. For what concerns the case study here addressed, pressure levels are 

negligibly affected by all the injection scenarios even though pressure drops 

undergoes significant relative variation with respect to the non-injection base 

case. This aspect may become more significant on gas networks with greater 

geographical extension and complexity, since the impact of hydrogen injection on 

the pressure drops is not negligible and it is strictly related to the technical 

features of the pipelines. The consequent variation on pressure levels may become 

relevant in case of networks with higher pressure drops and areas with lower 

pressure levels already at the base case.  

A similar discussion may be drawn concerning the velocity. Velocity 

variation is higher as the percentage of hydrogen within the gas network grows. 

However, the velocity limits are exceeded when hydrogen concentration is lower 

than the maximum possible one (within the case: 50% solar penetration), and 

consequently, the velocity relative deviation is smaller. It is evident that the base 

case condition of the gas network (on a fluid-dynamic point of view) has a 

fundamental role in the acceptability of hydrogen blending practice. To blend 

smaller amount of hydrogen within a network that operates at high level of 

saturation of pipeline flow capacity is more critical than blending higher amount 

of hydrogen within a network operating with lower saturation level. This 

consideration may be applied to cases of hydrogen blending at transmission 

system level too.  

In the context of electricity and gas sector integration, the coupling of solar 

energy production and hydrogen production and injection from power-to-gas 

results in a positive match under a fluid-dynamic point of view of the gas 

network, with higher availability of hydrogen when gas networks are less utilized 

and vice versa. 

However, the same cannot be concluded from the analysis of gas quality 

results. In fact, gas quality parameters are very sensitive to hydrogen 

concentration variation, with relative density exceeding the lower limit already 

when hydrogen molar concentration reaches 6.7%. Thus, under the gas quality 

point of view, the seasonality effect of hydrogen abundance and lower gas 

consumption brings to a negative superposition, with the gas network being 

challenged by the excess of renewable energy in the form of unacceptable amount 
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of renewable gas, according to the current regulatory framework. This is evident 

comparing the winter and the summer cases: critical concentration of hydrogen 

are reached already for the 30% solar penetration stage at the worst summer 

injection case (injection at node 30), while for the winter case the critical 

concentration is reached at the analogous case but for the 50% solar penetration 

stage. From an overall analysis of the results, it can be inferred that moving 

upstream the injection node has a slightly beneficial effect both on gas quality 

acceptability an on fluid-dynamic impacts. However, it is with the flat injection 

mode that most of the injection scenarios gain acceptability as it can be inferred 

from the comparison of the two acceptability matrices given in Table 17. 

 

Table 17 – Hydrogen injection acceptability matrices: comparison between direct injection case 

and flat injection case, detailed for each gas parameter and the two possible injection nodes. 

Green: parameter within the regulatory limits; Red: parameter exceeding the regulatory limits; 

Limits set by [154]. 

Summer Case 

Direct injection profile Flat injection profile 

Quality  

parameter 

Solar penetration stage Injection  

node 

Quality  

parameter 

Solar penetration stage Injection  

node 30% 40% 50% 30% 40% 50% 

HHV 
   30 

HHV 
   30 

   02    02 

RD 
   30 

RD 
   30 

   02    02 

WI 
   30 

WI 
   30 

   02    02 

 

It is worth adding that flat injections have the minimum impact on the fluid 

dynamics of the gas network. Flat injections are also crucial in minimize the gas 

quality fluctuations. In fact, the sharp variations of gas quality corresponding to 

the direct injection of hydrogen (following the solar overproduction) may be even 

less tolerable than the exceeding of one (or more) quality parameters, in terms of 

grid management and appliances functionality.  
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5.6 Conclusions  

The case study presented here aimed at clarify the impacts of electricity-gas 

sector coupling by means of power-to-hydrogen and grid injection at urban level. 

A simulation algorithm able to model both the electricity and the gas network 

status was built for the purpose of testing the behavior of the infrastructures under 

different scenarios of renewable energy penetration and hydrogen injection cases. 

Specifically, a consequential simulation strategy was followed. Electricity 

network was first simulated so to test the impacts of increasing penetration of 

distributed solar production, to evaluate critical network status (namely: 

determination of the power surplus) and then to provide as output a set of 

hydrogen production profiles. These profiles were used to test the impact of 

distributed hydrogen blending on the local gas grid, under different cases.  

Under the electrical point of view, results showed that the electricity network 

does not encounter operational criticalities in terms of nodal voltages deviations 

or line saturations. Nonetheless, mismatches between consumption and solar 

production lead to surplus energy production and consequent reverse power flows 

at the HV/MV station already at 28% of solar energy penetration (over the yearly 

consumption). The energy surplus grows in magnitude and becomes more 

frequent (both over the single typical day and over the year) as the solar energy 

penetration increase. This power surplus gave the motivation to the sector 

coupling strategy by means of local hydrogen production and its injection within 

the gas network infrastructure of the same urban area. This sector coupling could 

have a twofold benefit: on the one hand, it offers an energy storage option that 

contributes to increase the flexibility of the electrical system; on the other hand, it 

contributes to the decarbonization of the natural gas sector.  

Several injection cases were analyzed in order to test the seasonality effect, 

the choice of the injection node and the injection pattern. Results showed that, in 

general terms, the injection of increasing amount of hydrogen has a strong impact 

within the gas network management, both under fluid-dynamic and gas quality 

point of view. This is mainly due to the fact that hydrogen has a considerably 

lower density and volumetric calorific value: the same energy output at the users 

is obtained with higher flow rates, implying higher velocities and pressure drops 

along the pipelines. On a fluid-dynamic point of view, when pipelines are 

operated near to the maximum flow capacity they may undergo exceeding 

velocity, even in case of smaller amount of hydrogen. These fluid-dynamic results 

imply that in view of the implementation of hydrogen blending practice, the fluid-

dynamic verification should be carried out case by case on the existing networks. 

In the context of sector coupling between solar overproduction and hydrogen 

injection, the seasonal effect insisting both on the electrical side and on the gas 

infrastructure has a positive superposition, with less hydrogen injection when 

natural gas is at its maximum utilization rate. 
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On the contrary, the seasonal effect has a detrimental effect on the impact of 

hydrogen injection on the gas quality. To be underlined that the choice of the 

injection node and the hydrogen injection pattern have a prominent role in the 

preservation of gas quality parameters within the limits. However, the hydrogen 

fraction within natural gas has different impacts on the different quality 

parameters. For instance, according to the case study presented here, while the 

maximum acceptable hydrogen concentration with respect to relative density is 

about 6.7%, according to the Wobbe index it goes up to 29.1%. Considering that 

throughout Europe, the regulation on gas quality is different, both in terms of 

limits and in terms of parameters, a revision of the gas quality parameters and 

their limits should be extensively addressed, taking into account all the 

interconnected elements of the natural gas sector (users’ type, appliances, 

materials…). Thus, even though the gas quality undergoes major impacts 

anyways, with sharp variations in the cases of direct injection, an open discussion 

on gas quality and hydrogen-natural gas blends may move further the 

acceptability limits. 

In conclusion, the results of this case study highlights that the integration of 

electricity and gas sector through power-to-hydrogen and hydrogen blending at 

local level is not straightforward. The impacts on the gas network are non-

negligible and further studies on the acceptability of higher molar concentration of 

hydrogen within the natural gas as well as its possible sharp variations needs to be 

carefully addressed.  

With this work, the potentialities of the consequential simulation algorithm 

for the electricity and gas sector coupling have been highlighted by means of a 

sample case study. However, the algorithm can easily be applied to real and more 

complex case studies, in order to evaluate different network topologies, different 

renewable penetration strategies and dynamics so to contribute to gain knowledge 

on the actual impacts of sector coupling. 
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Chapter 6  

Conclusions 

The fluid-dynamic network simulation tool for transient and multi-gas 

operations of the natural gas infrastructure has been applied to a number of case 

studies related to possible future scenarios of renewable gas distributed injections. 

Among the many levels of the gas infrastructure, the local, lower pressure, 

distribution one has been addressed in order to contribute to the progress of the 

studies on renewable gases integration and on sector coupling on that area, which 

is not as much covered as the higher pressure transmission infrastructure, to the 

author’s knowledge. The distribution level may gain more and more importance 

as the energy transition proceed further and more decentralized energy systems’ 

schemes and business case will develop. In fact, a push towards this scenario is 

coming from the European Directives on Energy Communities [7,163]. What is 

more, most of the renewable energy sources have a distributed feature that, 

inevitably, may reflect on the way the energy infrastructures are operated and 

managed. Even though local energy infrastructures have the advantage to be 

widespread on the territory and thus proximate to plants; on the other hand, they 

may exhibit some specific criticalities and bottlenecks, related to their limited 

extension.  

These issues become known very clearly when dealing with injection of 

biomethane within a network with limited capacity as performed in Chapter 3. 

The author had the chance to have a confirmation about the factual nature of these 

circumstances when visiting a real biomethane production and injection plant and 

during meetings with gas sector employee at the attended international 

conferences. The DSO’s common concerns about the biomethane injection is how 

to manage a continuous production when consumption varies during the day and, 

most crucially, with the season. The case study presented is thus quite common 
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and it is, nowadays one of the main driver which leads the biomethane producers 

to avoid the distribution infrastructure nearer and at lower pressure (meaning 

lower compression costs), preferring the transmission one. In a sector that is 

geared towards rural areas, and featured with a considerable number of small-

sized biogas producers scattered around the territory, this aspect may undermine a 

deep commitment towards the biomethane production and, as a consequence, it 

may shrink the estimated potential of biomethane contribution to the greening of 

the gas sector.  

A thorough investigation on the critical occurrences of biomethane injection, 

employing advanced modelling tool which are not the traditional ones used to run 

nowadays networks helps to gain insights on possible countermeasures, possibly 

pushing forwards the current network limits or helping the definition of new 

technological solution. In fact, once verified the non-critical impacts on the fluid-

dynamic behaviour of the network of distributed biomethane source, a scenario 

with modulating pressures has been set-up in order to assess the potential of the 

linepack storage. In fact, when running the gas distribution system during low 

consumption periods, lower pressure levels may still be accepted thanks to the 

reduced gas flows. Lowering the level of line pressure is beneficial in a 

biomethane injection scenario because it unlocks a certain amount of potential gas 

storage within the line, as it has been illustrated along the case study. Thus, 

knowing the balances between biomethane production and users’ consumptions, it 

is possible to operate the network in a more dynamic way, thus optimizing the 

amount of the injectable biomethane. According to the addressed case, the 33% of 

linepack capacity were unlocked for each bar of decrease. This added capacity 

gave a time span of 3h18’ before the network was saturated. Otherwise, by 

balancing the injection with the consumption trends generating an accumulation 

curve, it has been possible to define a partial curtailment of the biomethane 

injection, thus avoiding total curtailments. On aggregated terms, this innovative 

management of the distribution network tested with the gas network model 

allowed an increase of the biomethane injection allowance of +5.7 %, obtaining a 

final value of 89.9% of yearly injection factor. 

On the other hand, similar management of the gas network would be possible 

if a strong digitalization of the metering systems is pursued accordingly. 

In the framework of renewable gases, biomethane is of course much easier to 

integrate within the current system and, to some extent, it is already a reality 

thanks to the almost identical chemical nature as the fossil natural gas one. 

A truly “multi-gas” system would instead be achieved if hydrogen is to be 

allowed within the pipes.  

The cases of hydrogen injection and blending within the distribution 

infrastructure have been simulated and analyzed in Chapter 4 with a focus on the 

impacts on both fluid-dynamic and quality perturbations and in Chapter 5 setting 
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up a proper sample case for a combined simulation of an electrical and gas 

infrastructure simulation by means of power-to-gas.  

If hydrogen production has to follow the renewable energy availability, to be 

granted with its renewable origin, a first remarkable difference with respect to the 

biomethane case has to be considered: the production curve is not as steady as the 

biomethane one; it has marked intraday variation and potentially significant 

difference throughout the year. This patterns are particularly true (and somehow 

regular) if the solar energy production is considered, as in the addressed cases. 

In Chapter 4, a double injection of hydrogen has been presented in order to 

show the potentiality of the model in managing multiple injection points, with 

variable injection rate and injecting a gas that differs from the one within the 

pipes. Thus, the quality tracking features have also been highlighted.  

The first stage of quality perturbation caused by hydrogen blending within the 

natural gas is reflected on the variation of the fluid-dynamic main quantities 

downstream the injection. Under the assumption that the energy transported or 

distributed through the pipe to the final user has to be kept constant, then, as the 

hydrogen molar fraction increases, the volume flow rates downstream the 

injection point increase as well. This has an effect of the calorific value of 

hydrogen that is about 3 times lower than the natural gas one on volumetric basis. 

Consequently, gas velocities downstream the injection points increase. A different 

situation is observed upstream the injection point where the natural gas flows are 

reduced as an effect of partial substitution by hydrogen. However due to the ratio 

between the calorific values, the substitution of natural gas by hydrogen is very 

slow and less than linear as it has been showed in the conclusion of Chapter 4. 

This is something is worth reminding especially when trying to assess the amount 

of greenhouse gas emissions avoided. In this context, the natural gas substitution 

potential of biomethane is, of course, higher, thanks to its very similar calorific 

value. What is more, the assumption of constant energy delivery is widely used 

throughout the literature but should be more precisely assessed and verified by an 

experimental based comparison, given that it is determined by the end-of-the-pipe 

appliances reaction to changing burning properties of fuel gas. 

The case study also highlights the strong rate of variations that the gas quality 

undergoes throughout the day when hydrogen is injected. Besides the summertime 

case, in which a smaller portion of the network finds itself relying on 100% 

hydrogen thus undergoing a complete fuel switching, in the wintertime case as 

well the gas quality parameters undergo a significant variation which may be 

difficult to handle by the common (or older) households and industrial appliances. 

The aspect of hydrogen presence within the natural gas and its effect on existing 

connected appliances is being deeply addressed by most of the gas stakeholders 

with industrial based research. The case studies here addressed showed that form 

the final appliances point of view, not only is it a question of being able to 

efficiently burn gas-hydrogen blends, but also to be prepared to manage varying 
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concentrations at steep rates. Whether it is technically feasible or convenient is to 

be evaluated with wider techno-economic analysis. The output of this research, 

together with outputs from appliances-based investigation may be of use to the 

definition of an innovative gas quality regulation framework or gas burners design 

& control. It may be devoted to set constraints on the rate of variation of gas 

quality rather than setting quality limits or allow the definition of considerably 

different qualities areas through the different levels of the network (transmission 

vs distribution) or within the same infrastructure. Of course, this is a process 

within a process: the direction of regulatory framework evolution will depend on 

the evolution opportunities within the gas infrastructure itself. 

A further term of variation is the geographical spreading of the gas quality. It has 

been highlighted by the modelling activities that the complex interconnections 

between pipelines that commonly compose a network may act as additional 

blending points, contributing to generate further different-qualities areas.  

When injecting and blending hydrogen within a portion of the gas 

infrastructure (the distribution one) the choice of the injection location has an 

important role in the subsequent fluid-dynamic and quality impacts. From the 

opposite point of view, different locations throughout the network have different 

availability in receiving and blending hydrogen, provided that a quality constraint 

is given. This aspect has been tackled by applying the gas network model in a 

reverse way than the usual one, pre-defining a maximum hydrogen molar fraction 

an thus evaluating the amount of renewable power that is was possible to blend in 

form of hydrogen, according to the fluid-dynamic status of the network. Thus, not 

only have injection potential maps been obtained, but also acceptable renewable 

power injection profiles. This kind of evaluation is devoted to the assessment of 

the amount of flexibility a natural gas distribution network may provide in each of 

its point and at any of its operational timeframe. Once more, the seasonality of gas 

consumption strongly determines the availability of flexibility from the gas 

network side, unless gas storage facilities are to be planned. 

A complete example of sector integration between power and gas is given at 

last in Chapter 5. A different sample urban area was considered, endowed with a 

medium voltage power distribution network too. The case study is specifically 

devoted to the analysis of potential synergies coming from the integration by 

means of power to gas technology in a scenario of increasing penetration of 

distributed solar energy. As the distributed photovoltaic plants grows in number 

and size throughout the area, the electricity network may get to unconventional 

operating point. For instance, mismatches between production and consumption 

may happen, ending with a local over production. It has thus been assumed to 

allocate this amount of energy on to the gas network in the form of hydrogen, and 

to evaluate the impacts under different injection scenarios.  

The main message from this activity is that, once more, the direct coupling 

between the solar-based production and gas network is not so much promising: 
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the seasonality of both renewable production and gas consumption negatively 

interfere. Of course, if the daily amount of overproduced energy is to be stored 

and released throughout a wider timespan, then most of the criticalities on the gas 

network side are solved, with also a stabilization of the gas quality downstream 

the injection point.  

 

The final considerations that may be drawn from all these sample case studies 

is that the gas network may indeed (and should) undertake a process of greening 

the gas with an evolutionary trajectory towards a multi-gas system. Figures or 

numbers out of the results of these few case studies (or additional similar ones) 

cannot be (yet) generalized into synthetic numbers to be spent on scenarios studies 

for future outlooks. On the other hand, the methodologies set up and applied may 

indeed be replicated easily on further cases, either real or built for the purpose. 

The gas network model may be also applied to transmission systems and 

complemented with non-pipeline elements such as compressors and reduction 

stations in order to widen the field of analysis and provide simulations for 

innovative management strategies which may highlight further potentialities ad 

opportunities and detecting criticalities to be tackled, either in a technical or in an 

institutional-regulatory base. 
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