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Summary

In the contemporary Internet of Things (IoT) era, people can interact with a
multitude of smart devices, always connected to the Internet, in the majority of
today’s environments. With lamps, thermostats, and many other appliances that
can be remotely controlled, homes and workplaces are becoming “smart.” Further-
more, by using PCs and smartphones, users can access a variety of online services,
ranging from social networks to news and messaging apps. The result is a com-
plex network of connected entities, be they physical devices or virtual services, that
can communicate with each other, with humans, and with the environment. This
complex scenario opens up, at the same time, possibilities and issues.

By taking advantage of End-User Development (EUD) solutions, users can ac-
tively participate in the IoT by personalizing the functionality of their connected
entities. Nowadays, in particular, many different visual programming platforms
such as IFTTT and Zapier allow the personalization of the joint behaviors of con-
nected entities through IF-THEN rules, i.e., in the form of “if something happens
on a device or a service, then execute an action on another device or service.” The
growing spread of new smart devices and online services, however, makes this per-
sonaliziation a complex task, especially for users without programming experience.
The trigger-action programming paradigm, indeed, is typically implemented at a
low-level of abstraction, with representation models that strongly depend on the
exploited technologies. This negatively influences the rule definition process: end
users experience difficulties in finding and managing the functionality they are in-
terested in, and they are likely to introduce dangerous run-time errors in the defined
IF-THEN rules.

Stemming from these issues, this thesis presents a set of research works that aim at
assisting end users in easily and efficiently personalizing the functionality of their
connected entities. Through rigorous user studies and controlled experiments, we
report on different approaches and practical solutions to a) simplify the definition
of IF-THEN rules, b) promote the discovery of new rules and related functional-
ity, and, c) enable the identification and the resolution of run-time problems in
IF-THEN rules. For supporting these results, we first define a semantic representa-
tion, named EUPont (End-User Programming ontology), to model abstract and
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technology-independent IF-THEN rules that can be adapted to different contextual
situations. We demonstrate that EUPont is more expressive than the representa-
tion models offered by contemporary trigger-action programming platforms, and
that it improves the processes needed by end users to define IF-THEN rules in
terms of time, understandability, and ease of use.

After presenting EUPont, we then report on how we used it to facilitate users in
discovering and managing rules and related functionality. We present, in particular,
two different approaches, namely EUDoptimizer and RecRules. EUDoptimizer is
an optimization tool that adopts semantic optimization methods to dynamically
redesign layouts in trigger-action programming user interfaces on the basis of the
choices made by the user during the definition of a rule. The tool is based on
SDP-FSM, a predictive model for trigger-action programming that exploits EUPont
and a state-of-the-art model of human performance in menu search named Search-
Decision-Pointing. RecRules, instead, is an innovative recommender system of IF-
THEN rules that, by exploiting EUPont, is able to compute suggestions on the basis
of the final behaviors users would like to define, e.g., increasing the temperature in
a room.

Finally, we explore the urgent need of assessing the correctness of IF-THEN
rules by presenting two end-user debugging tools, i.e., EUDebug and My IoT Puz-
zle. By exploiting SCPN, i.e., a novel formalism based on Petri Nets and the
EUPont model, such tools are able to assist users in identifying possible loops,
inconsistencies, and redundancies that their rules may generate at run-time. EU-
Debug, in particular, is built on top of an IFTTT-like interface, while the My IoT
Puzzle exploits the Jigsaw metaphor, and it has been designed on a set of guidelines
extracted from previous work on end-user debugging in different contexts.

Summarizing, the main outcomes of this thesis are the following:

EUPont, an ontological high-level representation for end-user development that
allows the definition of abstract and technology-independent IF-THEN rules
that can be adapted to different contextual situations, independently of man-
ufacturers, brands, and other technical details.

EUDoptimizer, an optimization tool to dynamically redesign layouts in trigger-
action programming interfaces in an interactive way, i.e., by considering the
choices made by end users during the definition of a rule.

RecRules, a hybrid and semantic recommendation system of IF-THEN rules that
allows users to discover new rules on the basis of the underlying functionality,
rather than the involved brands or manufacturers.

EUDebug, an end-user debugging tool built on top of an IFTTT-like interface
that enables end users to debug their IF-THEN rules at definition time.
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My IoT Puzzle, an end-user debugging tool to compose and debug IF-THEN
rules though the Jigsaw metaphor, designed according to a set of guidelines
extracted from the literature.
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Chapter 1

Introduction

The Internet of Things (IoT) is the paradigm whereby everyday objects are no
longer disconnected from the virtual world, but they can be controlled remotely
and can serve as an access point to the Internet [95]. The advent of the IoT already
helps society in many different ways, through applications ranging in scope from
the individual to the planet [25]. People, in particular, can nowadays interact with
a multitude of smart devices: with lamps, thermostats, and many other appliances,
including fridges and ovens, that can be connected to the Internet, homes are
becoming “smart.” Other environments as well, ranging from workplaces to entire
cities, are extensively leveraging on the IoT. A smart environment, in particular,
can be defined as a “small world where all kinds of smart devices are continuously
working to make inhabitants’ lives more comfortable [29].” Besides physical devices,
many different online services, ranging from social networks to news and messaging
apps, are greatly used by almost everyone: the number of people using the Internet
has passed 4.5 billion marks in January, 2020, with more than 3.8 billion people
actively using social media [128]. As a result, users can easily access a complex
network of connected entities (Figure 1.1), be they smart devices or online services,
that can communicate with each other, with humans, and with the environment.

1.1 Defining IF-THEN Rules
In the scenario offered by such a complex network, the End-User Development

(EUD) vision [87] aims at putting customization mechanisms in the hands of end
users, i.e., the subjects who are most familiar with the actual needs to be met.
Starting from iCAP [47], an early rule-based system for building context-aware
applications, several works in the literature demonstrated the effective applicabil-
ity of EUD techniques for the personalization of the functionality of smart devices
and online services in different areas, including mobile environments [105], smart
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Introduction

Figure 1.1: The complex network of connected entities with which users interact
daily. Besides interacting with smart devices in different contexts, e.g., lamps and
cars, users can easily access a variety of online services such as Facebook and
WhatsApp through their smartphones.

homes [136, 16], and web mashups [130, 43]. Nowadays, end users can take ad-
vantage of visual programming platforms such as IFTTT [72] and Zapier [151] to
personalize the joint behaviors of their own connected entities, without the need
of writing any code. Most of these platforms [46], in particular, adopt the trigger-
action programming paradigm, i.e., they allow the definition of IF-THEN rules such
as

• if I publish a photo on Facebook, then upload it to my Google Drive;

• if the Nest security camera detects a movement, then blink the kitchen’s
Philips Hue lamp;

• if the Nest thermostat detects that the temperature rises above 22 Celsius
degrees, then open the SmartThings window.

1.1.1 Rule Definition Process
In contemporary trigger-action programming platforms, users can define IF-

THEN rules through similar wizard-based procedures [46]. Figure 1.2 summarizes
the rule definition process to be followed. Defining a rule means defining, separately,
a trigger and an action to be linked together.

To define a trigger, the following steps must be completed:

1. select, through some menus, the generic connected entity involved in the rule’s
trigger (Connected Entity Selection). In this step, entities are typically mod-
eled through the underlying manufacturer or brand, e.g., Nest thermostat.

2



1.1 – Defining IF-THEN Rules

Figure 1.2: The definition process that users must follow to define an IF-THEN
rule in the most common trigger-action programming platforms, e.g., IFTTT and
Zapier.

2. select, through some menus, the specific trigger to be monitored (Trigger
Selection), e.g., the detection of a high temperature;

3. complete the trigger with additional details (Trigger Details), e.g., the iden-
tifier of the specific Nest thermostat, or a temperature threshold.

The same three steps need to be repeated to define the rule’s action (steps 4,5,
and 6 in Figure 1.2).

1.1.2 Identified Issues
Ideally, the trigger-action programming paradigm and can express most of the

behaviors desired by potential users [136]. Unfortunately, despite its wide adoption,
the way it is implemented nowadays presents its own set of problems. We identify,
in particular, 3 main issues related to the definition of IF-THEN rules with con-
temporary trigger-action programming platforms, namely low-level of abstraction,
information overload, and run-time problems.

Low-Level Abstraction. In the forthcoming IoT world, new “things” will not al-
ways be knowable a priori [152] but they may appear and disappear at every
moment, also depending on user location (e.g., as with public services in a
smart city). Unfortunately, contemporary trigger-action programming plat-
forms adopt highly technology-dependent representation models that poorly
adapt to the increasing complexity of the IoT ecosystem: they work with well-
know connected entities, previously associated to a specific user, only. Two
smart devices or online services that provide equivalent or identical functions

3



Introduction

(e.g., setting the indoor temperature) but differ in brands or manufacturers,
in particular, are currently treated like distinct entities. Therefore, as the
number of available connected entities grows and varies, the complexity of
the IoT ecosystem grows [9], and defining IF-THEN rules becomes a complex
task for non-programmers [71].

Information Overload. With the low-level of abstraction of contemporary trigger-
action programming platforms, i.e., every device and online service modeled
on the basis of the underlying brand or manufacturer, the number of possible
combinations among triggers and actions of different technologies is high, and
the number of rules shared on these platforms is growing. Zapier, for exam-
ple, supports more than 1,000 devices and web applications, each one with its
own triggers and actions, while the number of publicly available and reusable
rules on IFTTT already exceeded 200,000 in September, 2016 [137]. Unfor-
tunately, contemporary trigger-action programming platforms do not provide
users with any discovery support [137], and the explosion of new smart devices
and online service results in user interfaces with too much information.

Run-Time Problems. Another important and urgent challenge is the need to
provide users with instruments for understanding and debugging their IF-
THEN rules, i.e., to avoid possible conflicts [21] and to assess the rules’
correctness [46]. Indeed, given the low-level of abstraction of contemporary
trigger-action programming platforms, users frequently misinterpret the be-
havior of trigger-action rules [17], often deviating from their actual semantics,
and are prone to introduce errors [70]. Errors in this context, however, can
lead to unpredictable and dangerous behaviors [17]: while posting a content
on a social network twice could be considered a trivial issue, the wrong rules
could unexpectedly unlock the main door of a house, thus generating a secu-
rity threat. Unfortunately, even if providing end users with validation features
and warning mechanisms could facilitate the adoption of EUD solutions in
the real world [46], relatively little work has been done in this area.

1.2 Thesis Contributions
Stemming from the aforementioned issues, this thesis presents a set of research

works at the intersection of EUD, trigger-action programming, and IoT to assist
end users in easily and efficiently personalizing the functionality of their connected
entities. Table 1.1 summarizes the contributions of this work and its main out-
comes. We organized them according to 3 different categories, one for each identi-
fied issue, i.e., low-level abstraction, information overload, and run-time problems,
respectively.
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1.2 – Thesis Contributions

Table 1.1: Thesis contributions and main outcomes for each identified issue, i.e.,
low-level abstraction, information overload, and run-time problems.

Category Thesis Contributions Main Outcomes

Higher
Abstraction

• An ontological high-level representa-
tion for end-user development in the
IoT.

• The implementation of a user interface
to define abstract and technology inde-
pendent IF-THEN rules.

• EUPont

Discovery

• A predictive model for trigger-action
programming to optimize user inter-
faces of trigger-action programming
platforms.

• A tool to dynamically redesign layouts
in trigger-action programming user in-
terfaces.

• A hybrid and semantic recommenda-
tion algorithm of IF-THEN rules.

• SDP-FSM

• EUDoptimizer

• RecRules

Debugging

• The formal characterization of the
control-flow problems that may arise
in IF-THEN rules at run-time.

• A novel formalism based on Petri Nets
and semantic information to model
and check the run-time behavior of IF-
THEN rules.

• A set of guidelines extracted from
the literature to design user interfaces
for end-user debugging in the trigger-
action programming context.

• Two different end-user debugging tools
for trigger-action programming.

• SCPN

• EUDebug

• My IoT Puzzle
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Moving Towards a Higher Level of Abstraction

To overcome the low-level abstraction issue, we envisioned a new breed of pro-
gramming environments able to support a “higher level” representation of smart
devices and online services, with the aim of simplifying the rule definition pro-
cess. To this end, we designed and implemented EUPont, an ontological high-level
representation for end-user development that allows the definition of abstract and
technology-independent IF-THEN rules that can be adapted to different contextual
situations, independently of manufacturers, brands, and other technical details. We
integrated the model in a trigger-action programming user interface, by testing it
in a controlled user study with 30 participants. Results demonstrate that EU-
Pont is more expressive than the representation models offered by contemporary
trigger-action programming platforms, and it introduces several benefits in the rule
definition process. By defining IF-THEN rules such as “if I enter a closed space,
then cool the environment”, users are not requested to specify technological details,
and they can personalize the functionality of their connected entities with fewer
rules, fewer mistakes, and in less time.

Discovering IF-THEN Rules and Functionality

As a response to the information overload issue, we supported the need of
providing users of trigger-action programming platforms with more support for
discovering and managing new rules and related functionality [137]. To this end,
we explored two different approaches. First, we designed and implemented an
optimization tool, named EUDoptimizer, that dynamically reorders the layouts in
trigger-action programming user interfaces in an interactive way, i.e., by considering
the choices made by users during the rule composition phase. The aim is to promote
the discovery of the “right” connected entity to be used for defining the trigger or
the action, according to the current user need. For the optimization problem,
we defined SDP-FSM, a predictive model for trigger-action programming based
on EUPont and a state-of-the-art model of human performance in menu search.
Results of a user study with 12 participants suggest that EUDoptimizer can help
end users define IF-THEN in less time, by reducing the cognitive effort needed in
the rule definition process.

In the second approach, we built on the idea that information overload in trigger-
action programming platforms could be addressed through recommender systems.
To this end, we proposed RecRules, a hybrid and semantic recommendation system
of IF-THEN rules. By exploiting the EUPont model, it allows users to discover
new rules on the basis of the underlying functionality, rather than the involved
brands or manufacturers. A rule for turning on a Philips Hue lamp, for example, is
functionally similar to a rule for opening the Hunter Douglas blinds, because they
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share a common final goal, i.e., to light up a place. Results from different experi-
ments demonstrate the benefits of using semantic information in the recommenda-
tion process, and show that RecRules outperforms state-of-the-art recommendation
algorithms.

End-User Debugging in Trigger-Action Programming

To mitigate the run-time problems issue, we claim that users should be as-
sisted in identifying programming bugs in IF-THEN rules and reason about how
to fix them during the rule definition process, as already highlighted by previous
work [14]. This implies designing trigger-action programming platforms that pro-
vide users with mechanisms to debug their IF-THEN rules. We started by formally
characterizing the control-flow problems that may arise in IF-THEN rules at run-
time, i.e., loops, inconsistencies, and redundancies. Then, we defined SCPN, a
novel formalism based on Petri Nets and EUPont to model the run-time behavior
of IF-THEN rules and identify possible problems.

We used the SCPN formalism in two different end-user debugging tools for
trigger-action programming, namely EUDdebug and My IoT Puzzle. We designed
and implemented EUDdebug on top of an IFTTT-like interface: it enables end
users to debug their IF-THEN rules at definition time by a) assisting them in
identifying rule conflicts, and b) allowing them to foresee the run-time behavior of
their rules through step-by-step simulation. Results from a controlled user study
with 15 participants show evidence that users can successfully face computer-related
concepts such as loops, inconsistencies, and redundancies with the help of EUDebug.
The step-by-step simulation, in particular, helps users understand why their rules
might generate a specific problem.

To improve the user interface of EUDdebug, we then reviewed previous work on
end-user debugging in different contexts, e.g., spreadsheets and web mashups, and
we extracted a set of design guidelines. Based on this analysis, we designed and
implemented My IoT Puzzle, an end-user debugging tool to define and debug IF-
THEN rules that exploits the Jigsaw metaphor. The tool interactively assists users
in the definition process by representing triggers and actions as complementary
puzzle pieces, and by providing real-time feedback to test on-the-fly the correctness
of the rule under definition. Results of a preliminary user study with 6 participants
suggest that the usage of different representations and visual languages facilitates
users in analyzing problems and helps them understand, identify, and correct errors
in IF-THEN rules.

1.2.1 Thesis Organization
The thesis is organized as follow:
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Introduction

Chapter 2 presents related works on EUD and trigger-action programming in the
IoT.

Chapter 3 focuses on the low-level abstraction issue, and it speculates on the usage
of a higher level of abstraction to simplify the end-user definition of IF-THEN
rules. It presents, in particular, EUPont and its evaluations (Section 3.1).

Chapter 4 focuses on the information overload issue, by exploringhow to assist
users in discovering rules and related functionality. It presents EUDopti-
mizer (Section 4.1), including the exploited SDP-FSM predictive model (Sec-
tion 4.1.3), and RecRules (Section 4.2).

Chapter 5 focuses on the run-time problems issue, and it investigates the need
of empowering users in debugging IF-THEN rules. It presents the SCPN
formalism (Section 5.1), the two different end-user debugging tools, i.e., EU-
Debug (Section 5.2) and MyIoTPuzzle (Section 5.3), and the guidelines to
design trigger-action programming user interfaces (Section 5.3.2).

Chapter 6 concludes the thesis and presents future works.
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Chapter 2

End-User Development in the
IoT: an Overview

The IoT already changed the way end users use the Internet, as well as mobile
and sensor-based devices: people are increasingly moving from passive consumers
to active producers of information, data, and software [103]. They can access new
building blocks and tools, analogously to what happened with blogs and wikis dur-
ing the early phases of the Web [38]. As demonstrated by previous works [46, 60],
the IoT facilitates the creation of heterogeneous ecosystems wherewith users can
access functionality and data offered by the so called “smart objects [4],” i.e., in-
terconnected physical devices equipped with electronics, sensors, and actuators. In
this context, end users are willing to link together the different “behaviors [46]”
exposed by such devices, with the aim of accommodating their everyday needs.
According to Ghiani et al. [60], in particular, end users can be considered as the
most suitable stakeholder to specify how the available smart devices should be ex-
ploited to create new valuable applications: they know what is required to build
applications that can support their tasks, and the availability of new technologies
increases their motivation to participate in the creation of applications that satisfy
their needs [52]. Furthermore, the wide adoption of online services such as so-
cial networks and messaging apps has further expanded the possibility of creating
applications in various domains [137].

Providing users with efficient End-User Development (EUD) methodologies and
tools to customize the behavior of their connected entities, be they physical smart
objects or online services, is therefore an urgent challenge. According to Lieberman
et al. [87], EUD can be defined as “a set of methods, techniques, and tools that allow
users of software systems, who are acting as non-professional software developers,
at some point to create, modify or extend a software artifact”.

Integration of IoT technologies with online services and applications through
end-user programming environments allows users to effectively participate in the
IoT [42]. The research community, especially in the HCI and ubiquitous computing
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fields, started to explore the possibilities offered by EUD more than 10 years ago.
One of the first works in this domain is iCAP [47], a visual, PC-based, and rule-
based system for building context-aware applications that does not require users to
write any code. Nowadays, EUD approaches and methodologies have been already
extensively explored in different contexts, e.g., mobile environments [105], smart
homes [136, 16], and web mashups [130, 43].

One of the most popular paradigm to empower end users in directly programming
their connected entities is the trigger-action programming [136, 47]. Trigger-action
programming offers a very simple and easy to learn solution for creating end-user
applications, according to Barricelli and Valtolina [9]: it is not surprising that, in
the last years, several commercial trigger-action programming platforms were born
with the aim of allowing end-user personalization of connected entities. Examples
include IFTTT [72], Zapier [151], Microsoft Flow [100], Mozzilla’s Thing Gate-
way [141], SmartRules [127], and many others. In its basic form, trigger-action
programming allows users to connect a single event to a single action: by defining
trigger-action (IF-THEN) rules, users can connect a pair of devices or online ser-
vices in such a way that, when an event (the trigger) is detected on one of them,
an action is automatically executed on the latter. Although some behaviors would
require greater expressiveness to be defined in a single rule, e.g., through multiple
actions or additional trigger conditions, many of the most popular trigger-action
programming platforms, e.g., IFTTT, Zapier, and Microsoft Flow, still continue to
adopt the basic form of the trigger-action programming paradigm [14].

In this thesis, we focus on IF-THEN rules with a single trigger and a single
action. Despite the presented models and tools can be easily generalized to in-
clude more expressive versions of the trigger-action programming paradigm, our
aim was to avoid unnecessary difficulties for the users involved in our studies. In-
deed, while some studies found that users are able to define rules with multiple
triggers, conditions, and actions [136], others demonstrated that users often mis-
interpret the behavior of rules with more complex triggers and actions [70], e.g.,
because they do not understand the differences between states, instantaneous trig-
gers, and conditions. Moreover, despite apparent simplicity, even the process of
composing IF-THEN rules with single events and single actions has been found
to be a complex task for non programmers [71], and the expressiveness and un-
derstandability of platforms like IFTTT have been criticized since they are rather
limited [136, 70, 137]. Barricelli and Valtolina [9] analyzed the most popular end-
user tools for personalizing connected entities, including IFTTT, and found that
some of them “offers a too complex solution for supporting end-users in expressing
their preferences.” To better assist users in defining personalization in the evolving
IoT scenario, the authors presented an extension of the trigger-action paradigm
that incorporated not only devices, sensors, and online services, but also recom-
mendation systems, other IoT users, space and time, and the social dimension. Ur
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et al. [136] found that the trigger-action approach can be both useful and usable
for end-user development in IoT settings like smart homes, but they also found
that the level of abstraction end users employ to express triggers needs to be better
explored. Their paper investigated the practicality of end-user programming for
customizing smart home devices, by evaluating thousands of trigger-action rules
publicly shared on IFTTT, and conducting a usability test with more than 200
participants. They found that many users express triggers one level of abstrac-
tion higher, e.g., “when I am in the room” instead of “when motion is detected
by the motion sensor.” In another study, Ur et al. [137] empirically analyzed more
than 200,000 IFTTT public rules, the largest-scale investigation of this type up to
now, finding that a large number of users are crafting a diverse set of IF-THEN
rules, which represents a very broad array of connections for filling gaps in devices
and services functionality. According to the authors, this explosion of entities and
connections highlights the need to provide users with more support for discovering
functionality and managing collections of IF-THEN rules. The analysis empha-
sizes also the future need of making “IFTTT rules more expressive.” Similarly,
Huang and Cakmak [70] systematically studied the impact of different trigger and
action types in trigger-action programming environments, focusing their efforts on
IFTTT. Two user studies revealed inconsistencies in interpreting the behavior of
trigger-action programming and some errors in creating programs with a desired
behavior. This highlights the need of assisting users in assessing the correctness
of their rules, e.g., through debugging approaches [46]. As IF-THEN rules are de-
ployed in increasingly complex scenarios, indeed, users must be able to identify
programming bugs and reason about how to fix them, as highlighted by Brack-
enbury et al. [14]. In their analysis on how users interpret bugs in trigger-action
program, the authors provided a specification of the trigger-action programming
model, by identifying ten programming bugs that might arise in IF-THEN rules.
They found 10 types of problems, by classifying them into control-flow bugs (e.g.,
infinite loops), timing bugs (e.g., non-deterministic timing), and inaccurate user
expectations (e.g., priority conflicts). They also showed that eight out of the ten
identified bugs negatively influence users’ ability to correctly predict the outcomes
of IF-THEN rules. While the work of Brackenbury et al. is an important contri-
bution to understand trigger-action programming bugs, however, the question on
how to help users with these problems is still underexplored.

To solve the aforementioned issues, several recent works explored new approaches
to empower end users in programming their connected entities. Huang and Cak-
mak offered four recommendations for improving the IFTTT interface with the
aim of mitigating the issues that arise from mental model inaccuracies: (a) to in-
clude prompts for warning users in ambiguous situations; (b) to disallow confusing
options; (c) to better distinguish event and state triggers when they are related
to the same underlying concept (e.g., “it starts raining” and “it is raining”); and
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(d) to consider higher level program statements alternatives to “if” and “then.”
Danado and Paternò developed Puzzle [42], a mobile framework which allows end
users without IT background to create, modify, and execute applications. Brich et
al. [16] reported on the comparison of two different notations, i.e., rule-based and
process-oriented, in the smart home context, showing that trigger-action rules are
generally sufficient to express simple automation tasks, while processes fit well with
more complex tasks. Akiki et al. [1] presented ViSiT, an approach that allows end
users to specify transformations on IoT objects that are automatically converted
into executable workflows. Desolda et al. [46] reported on the results of a study to
identify possible visual paradigms to define trigger-action rules in the IoT. They
proposed a model that includes new operators for defining rules, by combining
multiple events and conditions exposed by smart objects. The authors also pre-
sented the architecture of a platform to support rules execution. The architecture
was composed of three layers, i.e., interaction layer, logic layer, and service layer.
The separation of concepts enables the definition of multiple front-ends addressing
different execution platforms, i.e., different devices. Ghiani et al. [60] proposed
a method and a set of tools for end users to personalize the contextual behavior
of their IoT applications through trigger-action rules. The authors, in particular,
described a generic model and its specialization in a home automation use case,
evaluating it during the rule definition process.

Our work starts from the issues and the opportunities presented in this Chap-
ter. We explored, in particular, how to improve the definition of IF-THEN rules
by taking advantage of abstract representations of triggers and actions, discov-
ery mechanisms, and debugging features, with the aim of better coping with the
evolving IoT scenario.

12



Chapter 3

Moving Towards a Higher Level of
Abstraction

Contemporary trigger-action programming platforms adopt highly technology-
dependent representation models that poorly adapt to the increasing complexity of
the IoT ecosystem (low-level abstraction issue). In the case of IFTTT and Zapier,
for example, devices and services in the Connected Entity Selection step of the rule
definition process (Section 1.1.1) are simply grouped by manufacturer or brand,
as shown in Figure 3.1. As a result, the definition of IF-THEN rules becomes a
complex task for non-programmers [71].

(a) Connected entity selection
in IFTTT

(b) Connected entity selection in Zapier

Figure 3.1: Connected Entity Selection in IFTTT (a) and Zapier (b). The first
step in the rule definition process is the selection of the type of device or online
service involved in the rule’s trigger. Such a selection is typically performed by
searching in large menus of supported products. With the spread of new supported
technologies, the amount of information may become too high, thus making the
rule definition process difficult.
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Take John, for example:

John, a manager of an insurance company, is always hot, especially
in summer. He loves air conditioning, and he would like to set a low
temperature wherever it is possible. At home, John has an intelligent
Nest thermostat that he controls through his Android smartphone. John
goes to work by car. There, all the offices are equipped with a Samsung
smart air conditioner.

By exploiting the procedures and the representation models provided by contem-
porary trigger-action programming platforms, John has to define several IF-THEN
rules to reach his comfort goal, at least one for his home, one for his office, and
one for his car, even if they perform the same logical operations (i.e., set a specific
temperature when he enters a place). Furthermore, he has to be aware of every
single technology he may encounter before creating his rules (e.g., Nest, Samsung,
etc.), to choose the right one for each rule. Finally, even with an authorization,
John will not be able to define similar rules for unknown places or “things” (e.g.,
his friend’s car), i.e., similar rules do not adapt to different contexts.

With such a “low-level” of abstraction, the user experience with contemporary
trigger-action programming platforms is put to a hard test. Remembering and
maintaining all the specific rules that users are forced to define is challenging,
especially when users’ needs change over time. To simplify the definition of IF-
THEN rules, we envisioned a new breed of programming environments that are
designed to support a “higher level” representation of smart devices and online
services. Our idea was to allow John to define a single rule for his need, e.g., “if I
enter a closed space, then cool the environment”.

To this end, we designed and implemented EUPont (End-User Programming
ontology), a high-level representation for End-User Development. Part of the work
described in this chapter has been previously published in several papers. A generic
overview of the approach can be found in [30] and [102]. The detailed description
of the EUPont ontology (Section 3.1), along with its user evaluation (Section 3.1.4),
are based on the work published in [31]. The evaluation of the EUPont expressive-
ness (Section 3.1.3) is based on the work published in [32].

3.1 Simplifying Trigger-Action Programming: a
High-Level Semantic Approach

To take a step towards a higher level of abstraction in trigger-action program-
ming platforms, EUPont allows users to model abstract and technology-independent
IF-THEN rules. Such rules can be adapted to different contextual situations, inde-
pendently of manufacturers, brands, and other technical details. The representation
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abstracts the IoT ecosystem by modeling connected entities on the basis of their
functionality. Through semantic and reasoning capabilities, in particular, EUPont
is able to link real devices and services to the abstract behaviors they can execute,
thus providing a strong support for the run-time execution of the high-level rules.

3.1.1 Background
EUPont is a semantic representation designed as an OWL ontology. OWL

ontologies are a fundamental part of the Semantic Web framework used for formally
defining classes, attributes, and relationships between the concepts in a specific
domain. The OWL language1, in particular, is characterized by a formal semantic,
and it is built upon the World Wide Web Consortium’s (W3C) XML standard for
objects called the Resource Description Framework (RDF)2. Generally speaking,
an OWL ontology is composed of a set of classes, i.e., the concepts describing the
modeled domain, that can be instantiated through individuals. Individuals can be
linked together by means of object properties, while data properties can be used to
associate particular attributes, e.g., a name or a numerical value, to each individual.

We chose to exploit the Semantic Web framework to design EUPont for four
main reasons.

Reasoning capabilities: semantic reasoning can be used to infer information that
has not been explicitly told about, thus facilitating the mapping between
abstract information to the low-level details needed to actually execute high-
level rules.

Data integration and reuse: the continuous growing of the IoT ecosystem raises
the question of how new connected entities can be easily integrated in existing
trigger-action programming platforms. Semantic technologies offer by nature
advantages in terms of data reuse and integration, thus making it easy to
integrate new devices and online services.

Meaningful information: in a semantic model, and, in particular, in a OWL
ontology, data is enriched with semantic information, i.e., meaning. Thanks
to such a semantic, we can easily perform queries on the representation such
as “which smart devices or online services can perform a particular action?”
or “which connected entity can generate a particular event?”

Concept hierarchies: a semantic model is described as a graph that embeds in-
heritance relationships among concepts, thus allowing the definition and the
linking of multiple levels of abstraction with ease.

1https://www.w3.org/TR/owl2-overview/, last visited on November 18, 2019
2https://www.w3.org/RDF/, last visited on November 18, 2019

15

https://www.w3.org/TR/owl2-overview/
https://www.w3.org/RDF/


Moving Towards a Higher Level of Abstraction

Adding semantics to IoT systems is a topic of particular interest in the literature:
researchers agree that the IoT could benefit from a semantic approach in terms of in-
teroperability, data integration, and knowledge extraction [8], and the lack of open
and shared IoT standards naturally leads to a semantic-oriented perspective [4].
Indeed, contemporary IoT systems have an app-centric or device-centric approach
towards their users, as they are too often designed with an industry-centered ap-
proach that promotes vertical silos [103]. IoT adopters can control their own smart
thermostat with a dedicated app, they are able to query information from their
cars with another app, and they can turn their connected lamps on and off with
yet another app. As a result, all of these web or smartphone-based apps are often
neither intuitive nor efficiently usable [96].

Semantics in the IoT has mainly been adopted in a very specific area, i.e., for de-
scribing sensors and their capabilities. One of the most significant and widespread
models in use in this field is the Semantic Sensor Network (SSN) [27], an ontology to
describe sensors, observations, and features of interest. Other contributions in this
area have been proposed by the Open Geospatial Consortium (OGC), that devel-
oped a set of XML-based standards to describe sensors and their related data [13].
The expressiveness of these vocabularies and ontologies allows them to be used on a
very wide range of applications. However, as reported by Bermudez et al. [10], they
are too specific, and the description of non-essential components for many use cases
can make the ontologies heavy to query and process. To tackle this issue, they pro-
posed IoT-lite [10], a lightweight instantiation of SSN that allows interoperability
and discovery of sensory data in heterogeneous IoT platforms.

The IoT, however, is not composed by sensors, only. Unfortunately, few previ-
ous works included in their models other concepts, such as users, on-line services,
interfaces, etc. In the IOT-A project3, the authors identified entities, resources,
and services as key concepts of the IoT domain. In [45], the authors proposed
a modeling approach in which IoT resources are able to expose standard service
interfaces. Similarly, Wang et al. [140] exploited the concept of services to extend
SSN and to represent other IoT-related concepts such as actuators, gateways, and
servers.

Even with the introduction of such new concepts to sensor modeling, all the
aforementioned vocabularies represent the IoT with a device and technology-oriented
perspective. This approach does not entirely take into account contemporary IoT
ecosystems, where categories (e.g., lighting systems, temperature systems, etc.)
and final capabilities of connected entities (e.g., “can this lighting device be turned
on?”) are a fundamental information.

Such information is partially taken into account by some previous works in the
field of smart environments. With DogOnt [12], the authors presented a building

3http://www.iot-a.eu/public (last visited on November 11, 2016)
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modeling ontology designed to fit real world home automation system capabilities
and to support interoperation between currently available and future solutions. By
exploiting reasoning capabilities, DogOnt is able to describe, for example, where
a device is located, the set of capabilities of such a device, and the technology-
specific features needed to interface the device. In the same field, on behalf of the
European Commission, the TNO4 organization developed SAREF5, a shared model
of consensus that facilitates the matching of existing assets (standards, protocols,
data-models, etc.) in the smart appliances domain. Mayer et al. [96], instead,
presented a high-level description language that captures the semantic of the inter-
actions provided by smart devices, with the aim of implementing intuitive interfaces
for remote control. The idea is to enrich smart devices with a minimal amount of
markup representing a) the type of information that they can exchange, and b) the
high-level semantics of the provided interaction, e.g., set or get a value.

EUPont is inspired by the aforementioned smart environment models, but it
is specifically designed to support abstract and technology-independent IF-THEN
rules in the broader context of connected entities personalization.

3.1.2 EUPont Desing and Implementation
In the EUPont design process, we carefully reviewed the content and the struc-

ture of existing trigger-action programming platforms as well as the reported issues
and challenges from the literature. In particular, we analyzed the IFTTT and Za-
pier platforms, i.e., the supported connected entities with their available triggers
and actions, to find high-level behaviors and possible common functionality. Then,
we grouped the triggers and the actions of the different devices and services ac-
cording to each identified behavior. For example, we obtained the behavior “set
thermostat temperature” by grouping different actions of 20 diverse devices (e.g.,
Caleo, ecobee, Nest, tado Smart AC Control, Wink Aros, etc.). Stemming from
such an analysis, we finally developed the EUPont ontology by using Protégé6, a
free and open-source OWL ontology editor for building intelligent systems. More-
over, we adopted HermiT7 as the semantic reasoner. The resulting ontology is
available at http://elite.polito.it/ontologies/eupont.owl.

4https://www.tno.nl/en/ (last visited on November 27, 2019)
5http://ontology.tno.nl/saref (last visited on November 27, 2019)
6https://protege.stanford.edu (last visited on November 27, 2019)
7http://www.hermit-reasoner.com/ (last visited on November 27, 2019)
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EUPont Architecture

Figure 3.2 shows the general structure of EUPont. The ontology is composed of
three layers, which are interlinked to support both the definition and the execution
of abstract and technology-independent IF-THEN rules:

Figure 3.2: The EUPont structure. The Trigger-Action Programming and the IoT
Ecosystem layers refer to the same Contextual Information, and are linked together
thanks to a set of SWRL rules.

Trigger-Action Programming (TAP) Layer allows the definition of abstract
IF-THEN rules, that are independent from manufacturers, brands, or any
other technological details. It defines a hierarchy of triggers and actions to
be used for defining rules in the trigger-action form.

IoT Ecosystem (IoT) Layer models smart devices and online services on the
basis of their categories (e.g., environment systems, user devices, etc.) and fi-
nal capabilities (e.g., switching capabilities, communication capabilities, etc.).

Contextual Information (CI) Layer describes locations and users that are shared
between the TAP and the IoT layers, e.g., the position of a device, or the users
subscribed to an online service.

The three layers are linked together in two ways:
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1. The IoT layer and the TAP layer are both connected to the same CI layer.
For example, a device is linked with its current position, and an action of a
rule can be linked with the location in which the action has to be performed.

2. The TAP layer can be directly connected to the IoT layer. A semantic
reasoning process, in particular, automatically maps the defined EUPont
rules with real entities in the IoT layer able to reproduce the desired abstract
behaviors, according to the capabilities of the available devices and services.

EUPont Axiomatisation

Each ontology layer is composed of a series of top-level OWL classes (reported
in Table 3.1), while individual instances of such classes can be connected together
by means of different object properties, as shown in Figure 3.3.

Figure 3.3: How the individual instances of the EUPont’s OWL classes can be
linked together. The figure clearly shows the layered structure of the ontology.

The TAP layer is composed by OWL classes representing IF-THEN Rule(s),
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Table 3.1: The main OWL classes modeled in the EUPont ontology.

Class Description Layer

Rule A Rule in the trigger-action form. TAP
Trigger The trigger of an IF-THEN rule, i.e., an event to react to. It

is specialized in a hierarchy of OWL subclasses representing
events expressed at different level of abstraction.

TAP

Action The action of an IF-THEN rule, i.e., an action to perform when
the trigger of the rule occurs. It is specialized in a hierarchy
of OWL subclasses representing actions expressed at different
level of abstraction.

TAP

Trigger Detail A detail to be associated with a trigger, e.g., a temperature
threshold.

TAP

Action Detail A detail to be associated with an action, e.g., a message to be
sent.

TAP

Agent A user in the modeled ecosystem. The class is imported from
the FOAF ontology.

CI

SpatialThing A location involved in the modeled ecosystem. The class is
imported from the W3C Basic Geo Vocabulary.

CI

IoT Entity A hierarchy of connected entities (smart devices or online ser-
vices) classified by their categories (e.g., environment systems,
user devices, social networks, etc).

IoT

Service A service (i.e., a capability) exposed by a connected entity. IoT
Command A specific low-level action that can be executed by a connected

entity. It includes the technology-specific features needed to
interface the entitiy.

IoT

Notification A specific low-level event that can be generated by a connected
entity. It includes the technology-specific features needed to
interface the entitiy.

IoT

Trigger(s), Actions(s), and related details (Figure 3.3, (a)). As suggested by pre-
vious work [46], a rule can have multiple triggers and multiple actions (hasTrigger
and hasTrigger object properties, Figure 3.3). In this way, the model can be easily
generalized to different versions of the trigger-action programming paradigm. To
allow end users to choose their preferred level of abstraction, triggers and actions
are organized hierarchically by functionality in two levels:

High-Level (HL) trigger and action classes model generic event to be verified or
actions to be executed, respectively, and they do not include any technical
detail, nor the type of device or service to be used to implement the desired
behavior.

Medium-Level (ML) trigger and action classes model specific events to be ver-
ified or actions to be executed, respectively, and they allow the specification
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of the generic devices or services type to be used, without including any tech-
nological detail.

As an example, Figure 3.4 shows a partial view of the hierarchical tree that
characterizes temperature-related actions. Increase and Lower temperature are
HL actions, since the behaviors they define can be achieved in different ways, e.g.,
by turning the heater on or off, or by closing or opening a window. If an end user is
interested in better specifying the desired operation, she can use ML actions, which
for temperature-related actions include Turn Heater On, Close the Window, etc.

Figure 3.4: A partial view of the hierarchical class tree that characterizes
temperature-related actions.

Figure 3.5, instead, shows some location-related triggers. Enter Place and
Exit Place are HL triggers, since the event of entering or leaving a place can be
monitored in different ways and through different connected entities. ML location-
related triggers, for example, model a door that has been opened, or a camera that
detects a presence.

As shown in Figure 3.3, each trigger and action can have different details
(details object property), and it can be connected to contextual information
(Figure 3.3, (b)) by means of the who and where object properties. We mod-
eled users and locations by reusing established ontologies and vocabularies, as
suggested by well-known ontology development guidelines [50]. Users can be in-
stantiated as individuals of the Agent FOAF8 class. For locations, instead, we
specialized the SpatialThing class of the W3C Basic Geo Vocabulary9. We added
subclasses needed to describe the locations involved in IoT ecosystems, e.g., build-
ings (Bulding) and rooms (Room), as well as cars (Car) and other vehicles.

8http://www.foaf-project.org/ (last visited on November 11, 2019)
9http://www.w3.org/2001/sw/interest/ (last visited on November 11, 2019)
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Figure 3.5: A partial view of the hierarchical class tree that characterizes location-
related triggers.

Locations and users, i.e., the CI layer, can also be connected to the IoT layer
(Figure 3.3, (c)) thtough the isOf and location object properties. The IoT layer,
in particular, is composed of different OWL classes that describe connected en-
tities. The IoT Entity class is specialized in various subclasses that represent
different device and service types, e.g., Thermostat, Lamp, Social Network, etc.
Each IoT Entity individual offers one or more Service, that represent a par-
ticular capability. Services may have Command(s), i.e., actions that can be exe-
cuted, and Notification(s), i.e., events that can be registered (hasCommand and
hasNotification object properties, respectively). Command(s) and Notification(s)
classes, in particular, capture the semantics of the provided interaction, e.g., to set
or get a particular environmental parameter, as in the work of Mayer et al. [96].

Finally, the allowTo object property of Figure 3.3 represents the result of the
reasoning process that directly connects IF-THEN rules in the TAP layer with real
devices and services able to reproduce the desired behaviors. The reasoning process
is supported by a set of SWRL rules, which are in charge of dynamically instantiat-
ing allowTo properties between IoT Entity individuals and Trigger and Action
individuals. Such an ability connection, along with the information stored on the
shared CI layer, can be used at run-time by trigger-action programming platforms
to execute EUPont rules onto real connected entities, according to the contextual
situation. In case of multiple options, different solutions could be adopted to select
the final connected entities in charge of executing the abstract EUPont rules. As
proposed in the discussion of this work (Section 3.2), a possibility is to provide
users with multi-level interfaces exposing the hierarchy of possible triggers and ac-
tions, from the highest level of abstraction to triggers and actions with more specific
details. Other solutions range from preference-based approaches, where the user
explicitly declares her preference towards specific devices and online services, to
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fully automatic solutions, e.g., by using machine learning algorithms. A particular
type of an automatic solution that uses the abstract triggers and actions of EUPont
to extract IF-THEN rules in the IFTTT representation is reported in Section 4.2.

EUPont in Practice

To exemplify the proposed semantic approach, let us consider a user, i.e., John,
and the following IF-THEN rule:

RULE_123 “if I enter home, then set the thermostat temperature to 23
Celsius degree”

Figure 3.6: Graphical representation of the rule “if I enter home, then set the
thermostat temperature to 23 Celsius degree” as modeled in EUPont. Thanks to
the reported SWRL rule, the action is linked to a real device able to reproduce it.

The rule has exactly one trigger and one action. According to the EUPont
model, the trigger is expressed with a High-Level of abstraction, since it does not
include any technical detail, nor the type of device or service to be used to detect
the event. The action, instead, is expressed with a Medium-Level of abstraction: it
mentions, at least in a generic way, a thermostat. Figure 3.6 partially shows how
RULE_123 is modeled in EUPont, and how EUPont supports its real time execution.

a) The trigger is of type Enter Place, a HL class, while the action is an instance
of the Set Thermostat Temperature ML class (ACTION_222). The action,
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in particular, is connected to John, i.e., the rule’s creator, and the John’s
home, respectively.

b) The John’s home is equipped with a NEST_HOME smart thermostat that offers a
Heating Service. Such a service allows to set a target temperature through
a Set_To Command.

c) EUPont exploits the SWRL rule reported in Figure 3.6 to link NEST_HOME
to ACTION_222. Following the SWRL rule, in particular, any Thermostat
that offers a Heating Service with a Set_To Command is automatically con-
sidered able to reproduce Set Thermostat Temperature actions, i.e., an
allowTo object property is automatically instantiated between NEST_HOME
and ACTION_222. Since the Set Thermostat Temperature is a ML action,
the same NEST_HOME thermostat is also automatically able to reproduce the
HL behaviors that are parents of that action in the TAP hierarchy, e.g.,
Increase Temperature.

3.1.3 Model Expressiveness
As a first evaluation of our EUPont model, we focused on its expressiveness,

i.e., the set of different triggers and actions it allows to represent. To this end, we
compared it with the representational models currently adopted in trigger-action
programming, by investigating the following research questions:

RQ1) Is EUPont at least as expressive as the representations used by contemporary
trigger-action programming platforms? Does it allow to represent the same
behaviors expressed by low-level triggers and actions?

RQ2) Is EUPont compatible with low-level trigger-action rules defined with con-
temporary trigger-action programming platforms?

To answer these questions, we exploited a dataset of IF-THEN rules publicly
shared on IFTTT as of September 2016 [137], by trying to categorize all the involved
triggers and actions in their corresponding ML and HL EUPont classes. Two re-
searchers were involved in this manual mapping. The resulting ontology is available
at http://elite.polito.it/ontologies/eupont-ifttt.owl. Table 3.2 (column
“Original dataset”) reports some statistics about the original dataset. For each of
the 295,156 rules, the dataset includes:

• id, creation date, description, and number of shares of the rule;

• trigger name, description, and channel (i.e., involved device or service);

• action name, description, and channel (i.e., involved device or service).
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Table 3.2: Ur et al. dataset [137] description.

Original dataset After pre-processing

Rules 295,156 290,963
Distinct Triggers 976 951
Distinct Actions 551 528
Users 129,206 127,173
Rules for each user (in average) 2.29 (SD=6.5) 2.29 (SD=6.5)
Max number of rules for a user 982 982
Min number of rules for a user 1 1

Before translating the IF-THEN rules in the EUPont representation, we per-
formed a data pre-processing step. Since we were interested in the final behaviors
of the defined rules, we identified in the dataset the rules composed of ambiguous
triggers or actions in terms of functionality. For example, the rule “if the Wemo
switch is turned on, then send me an Android SMS” has an ambiguous trigger,
because we do not know which devices are connected to the switch. For all the
identified ambiguous rules, we manually inspected the description field, trying to
discover more information about actual devices involved in triggers and actions and
the user’s intent. We deleted from the dataset 4,193 rules for which it was impos-
sible to resolve the ambiguity. Finally, the pre-processed dataset was composed
of 290,963 rules composed by 127,173 different users (Table 3.2, column “After
pre-processing”).

After data pre-processing, we carried out the translation process in three distinct
phases. First, we developed a Java program that uses the OWL API library [67]
to automatically instantiate and connect IFTTT triggers, actions, and rules in the
EUPont ontology. Then we manually mapped each instantiated trigger and action
to one or more Trigger(s) or Action(s) ML classes, e.g., Close Window and Turn
Heater Off (Figure 3.4). Finally, we redefined the IFTTT rules by replacing their
trigger and action individuals with the corresponding ML and HL Trigger(s) and
Action(s) versions, respectively, by removing all the duplicates resulting from the
translation towards a higher level of abstraction.

As an example, the dataset rule

• if the entrance Nest Cam recognizes me, then turn on the kitchen Philips Hue
lamp (IFTTT)

was translated as follow:

• if the kitchen’s management system detects a presence, then turn the kitchen’s
lights on (Medium-Level);

• if I enter the kitchen, then illuminate it (High-Level);
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Table 3.3: Translation of IFTTT rules in the EUPont representation.

Medium-Level High-Level

Number of translated rules 290,963 290,963
Number of rules after translation 179,110 170,353
Number of spared rules 111,853 120,610
% of spared rules 37.90% 41.45%
% of spared rules per user 12.26% (SD=24.12%) 13.26% (SD = 25.18%)

Table 3.3 reports the results of the translation process with both ML and HL
classes. All the 290,963 IFTTT rules in the pre-processed dataset were translated.
With respect to the original dataset, EUPont allowed to translate 98.58% of the
rules, along with 97.44% of triggers and 95.83% of actions. Furthermore, as already
explained, the 4,193 ambiguous rules were mainly due to a lack of information in
the original dataset: by knowing the functionality defined by the users, also those
rules could be translated.

The translation confirms that EUPont could significantly reduce the number of
rules needed by end users to satisfy their needs. With the Medium-Level transla-
tion, the total number of rules is reduced by 37.90%, and, in average, each user
could save the 12.26% of their rules. By expressing the rules in an even more ab-
stract way, i.e., with the High-Level of abstraction, the percentage of saved rules
increases (41.45% in total, and with an average saving of 13.26% for each user).
Moreover, such promising results are influenced by the dataset distribution. In fact,
87,796 users (i.e., 68%) share one rule, only. In this case, obviously, the transla-
tion does not influence the final number of rules for the users but may avoid the
creation of similar rules in the future. These findings show that EUPont is as least
as expressive than the representation model used by IFTTT (RQ1), and it is fully
compatible with low-level rules as defined in IFTTT (RQ2). Moreover, the flex-
ible trigger-action approach adopted by EUPont (e.g., with multiple triggers and
actions) increases the expressiveness of the representation.

3.1.4 User Evaluation
After investigating the EUPont expressiveness, we conducted a user study to

evaluate the suitability and the understandability of the EUPont approach by end
users. The user study was a controlled in-lab experiment that involved 30 partici-
pants, of which 15, only, had programming experience. It focused on the creation
of IF-THEN rules both with the current representation of IFTTT and the EUPont
representation, i.e., ML and HL triggers and actions. The study addressed the
following research questions:

RQ3) Does the EUPont representation help users creating their IF-THEN rules
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more effectively and efficiently compared with the IFTTT representation?

RQ4) Which of the two representations is preferred by users, and which are the
perceived advantages and disadvantages of the two solutions?

To carry out the study, we built two versions of a graphical interface mod-
eled after IFTTT. Whereas our IFTTT-like interface resembled the representation
adopted by IFTTT (Figure 3.7), but with a limited number of supported entities,
our EUPont interface allowed users to create IF-THEN rules with the EUPont rep-
resentation, i.e., through ML and HL triggers and actions (Figure 3.8). For the
EUPont interface, in particular, we used HL classes for triggers and ML classes for
actions. We made this choice according to previous the work of Ur et al. [137], that
shows that users are typically more abstract when referring to event, while they
are more specific in defining actions.

Figure 3.7: The study interface in the IFTTT-like representation, showing the
recipe “If I my Android smartphone detects that I enter the home area, then set
my Nest thermostat to 22 Celsius degree.”

The study was composed of five tasks related to the definition of IF-THEN rules.
All the participants performed all the five tasks twice, once with the IFTTT-like
and once with the EUPont interface. We followed a two-way mixed design. We
considered the used representation (IFTTT-like or EUPont) as the within-subject
factor, and the participant group (users with or without programming experience)
as the between-subject factor. The experiment was carried out in an office of our
university, and took about 1 hour per participant. Two tasks out of five were carried
out with the think-aloud protocol. In this case, we asked participants to vocalize
their thought process as they performed the tasks. All study sessions were video
recorded and observation notes were taken by the researchers. System activities
and associated data were logged as well.
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Figure 3.8: The study interface in the EUPont representation, showing the recipe
“If I enter home, then set the temperature to 22 Celsius degree.”

Participants

The study involved 30 participants. To avoid the introduction of biases in
the population sample, we recruited two different groups of university students by
considering their formal programming training and experience. Each group was
composed of 15 participants. We sent an e-mail to a mailing list of students of
the Department of Control and Computer Engineering of our university (POLITO)
to recruit participants with programming experience. For the second group of
participants, we held a brief seminar during a psychology class of the University of
Turin (UNITO), to introduce the students to IoT and trigger-action programming.
At the end of the seminar, we explained the nature of the study that we wanted to
carry out, and we recruited 15 volunteers.

During the study, we gave the participants an initial questionnaire to gather
general information. Table 3.4 summarizes the demographics of our participants.
All the participants were students (15 female) with a mean age of 22.23 years
(SD = 2.19). We asked them about their programming experience, their experience
with connected entities, and whether they were familiar with IFTTT, through three
questions based on a Likert scale from 1 (Very low) to 5 (Very high). The 15
participants with formal programming training indicated a quite high programming
experience level (M = 3.33, SD = 0.62). The difference with the other group of
participants was substantial (M = 1.13, SD = 0.35). Even the experience with
smart devices and online services was different between the two groups (M = 2.73,
SD = 0.70 for the POLITO students, and M = 1.73, SD = 1.16 for the UNITO
students). Instead, we found that the declared experience with IFTTT was similarly
low for both groups (M = 1.47, SD = 0.74 for the POLITO students, and M =
1.00, SD = 0 for the UNITO students).
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Table 3.4: General demographics in the EUPont user study.

Id Age Gender University Programming
Experience

IoT
Experience

IFTTT
Experience

P1 25 M POLITO 3 2 1
P2 19 M POLITO 3 2 1
P3 22 M POLITO 2 3 1
P4 21 F POLITO 3 2 1
P5 26 M POLITO 4 3 3
P6 24 M POLITO 4 2 1
P7 25 M POLITO 4 3 1
P8 22 M POLITO 4 4 3
P9 24 F POLITO 3 3 2
P10 25 M POLITO 4 2 1
P11 25 M POLITO 3 2 1
P12 25 M POLITO 4 3 2
P13 24 M POLITO 3 3 2
P14 24 M POLITO 3 4 1
P15 23 M POLITO 3 3 1
P16 20 F UNITO 1 1 1
P17 20 F UNITO 1 1 1
P18 22 M UNITO 1 1 1
P19 24 F UNITO 2 2 1
P20 19 F UNITO 2 3 1
P21 20 F UNITO 1 1 1
P22 19 F UNITO 1 5 1
P23 20 F UNITO 1 1 1
P24 20 F UNITO 1 3 1
P25 23 F UNITO 1 2 1
P26 20 F UNITO 1 2 1
P27 20 F UNITO 1 1 1
P28 23 M UNITO 1 1 1
P29 21 F UNITO 1 1 1
P30 22 F UNITO 1 1 1

Procedure and Tasks

We gave participants the initial questionnaire and a privacy module. Then, we
introduced them to trigger-action programming and to the IFTTT environment. In
this “training” phase, we showed to the participants each connected entity involved
in the study, and we defined an IF-THEN rule in both the IFTTT-like and EUPont
interfaces as an example. After the training phase, participants started to complete
the five tasks. The order of the tasks and the order of the used iterfaces were coun-
terbalanced. At the end of each session, we performed a final debriefing with the
participant, with the aim of finding the perceived advantages and disadvantages of
the two experimental representations. Task descriptions, questionnaires, debriefing
questions and answers, and moderator interventions were in Italian, and translated

29



Moving Towards a Higher Level of Abstraction

for the purpose of this thesis.

We designed five tasks of the same type to be completed with both the IFTTT-
like and the EUPont interface. Each task consisted of two different parts: a user
scenario and a goal. The user scenario described a generic user, the devices she
owned and her registered services, and some of her typical activities. It did not
contain any explicit reference to the general categories of the EUPont ontology.
Moreover, to avoid any biases towards ML and HL triggers and actions, the user
scenario reflected the contemporary low-level abstraction by specifying all men-
tioned connected entities in “low-level” terms, i.e., with manufacturers and brands.
The goal defined a specific behavior that the user wanted to obtain from her con-
nected entities, and it was definable with one or more IF-THEN rules. The tasks
were:

T1 User scenario: Mary is a researcher in a university. She is environmentally
friendly, and, in particular, she is interested in saving energy. However, she
is distracted, and she often forgets to turn the lights off. For this reason,
she started to gather information about IoT devices, and she equipped her
home with some smart lights. She installed two Philips Hue lamps in her
bedroom, and two Stack Lighting lamps in the living room and in the kitchen.
Furthermore, she used a Samsung SmartThings Hub to remotely control the
doors and the surveillance system. Also her office is equipped with smart
devices: a surveillance system connected to a SmartThings hub, and few
LIFX smart lights.
Goal: Mary would like to automatically turn the lights off when she leaves
a room or her office.

T2 User scenario: John lives in the countryside, near Turin. He loves sport,
and, in particular, cycling. When available, he always uses bike-sharing ser-
vices. John reaches his workplace, an engineering study with offices in Turin
and Milan, by train. When he arrives at the train stations of Turin or Milan,
he checks the availability of bikes with the bike-sharing services of the 2 cities.
If there are not available bikes, he has to go to work on foot, thus arriving
late, typically. When this happens, John alerts his manager with a phone call
from your iPhone.
Goal: When the train is approaching a station, John would like a bike to be
automatically booked.

T3 User scenario: The mother of Jack is very thoughtful, and she is always
worried when her son goes around alone. In particular, she is anxious when
Jack takes the bus, the subway, or a friend’s car, and she would like to con-
stantly receive updates from Jack on her iPhone. Unfortunately, Jack always
forgets to warn his mother when he arrives at his destination.
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Goal: When he uses a means of transport and he arrives at his destination,
Enrico would like to automatically send a message to his mother from his
Android smartphone.

T4 User scenario: Paul is an architect that lives in Turin. He loves technology,
and he has equipped his home with a Nest thermostat, that he can control
with his Android smartphone, to regulate the temperature of all his rooms.
Paul is very satisfied, because he realized that he can save money with heating
automation. For this reason, he decided to equip his office with a Netatmo
thermostat.
Goal: Paul is always cold, and he would like to automatically set the tem-
perature to 22 Celsius degrees when he enters an indoor space.

T5 User scenario: Mark and Andrew are managers of an important tech-
company with offices in Turin, Milan, and Rome. The offices are equipped
with many IoT technologies: doors are connected to a SmartThings hub, and
there are Nest smart cameras and Samsung air conditioners in each room.
When Mark and Andrew meet, they typically have a coffee and discuss their
work plans for the near future. Both Mark and Andrew are constantly moving
between the various company offices, and they find it difficult to meet each
other.
Goal: Mark would like Andrew to be automatically notified on his iPhone
when they are in the same company office.

To investigate whether the participants were aware of the potential and the
limitations of the two representations, tasks were divided in a) solvable (completely
or at least approximately) in both the interfaces (T1, T2, and T4), or b) impossible
to be solved in the IFTTT-like interface (T3 and T5). One task for each category
(T1 and T5) was performed by the participants following the think-aloud protocol.
Users could complete a task with one or more IF-THEN rules, or, in any moment,
they could mark a task as impossible if they thought the task was not completely
realizable. For example, proximity of other people (e.g., in T5) can be included in
EUPont rules, but it is not supported by contemporary low-level representations
such as the one adopted in IFTTT. During the study design phase, we defined a
possible solution for each task in both representations. In the reported example,
the task could be solvable with one rule in the EUPont interface:

• if I leave an indoor place, then turn the lights off in the same indoor place.

With the IFTTT-like interface, instead, the task could be successfully completed
with the following set of rules:

• if the SmartThings hub no longer detects presence (from the bedroom cam-
era), then turn the bedroom Philips Hue lamps off;
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• if the SmartThings hub no longer detects presence (from the living room
camera), then turn the living room Stack Lighting lamp off;

• if the SmartThings hub no longer detects presence (from the kitchen camera),
then turn the kitchen Stack Lighting lamp off;

• if the office SmartThings hub no longer detects presence (from the office
camera), then turn the office LIFX lamps off.

Measures

Data from the study depended on two main factors (independent variables): the
interface used to carry out a task (IFTTT-like or EUPont), and the participants
group (users with or without programming experience).

For each task completion (with both interfaces), we collected the following quan-
titative measures: a) the time (in seconds) needed by the participants to complete
a task10, b) the number of incorrect triggers, c) the number of incorrect actions in
the inserted rules, and d) the number of times that a participant pressed “back”.
Since the number of required rules for completing a task differed in the two rep-
resentations, we normalized the four measures with respect to the number of rules
inserted by the user in the given task completion. Then, to conduct statistical
analysis, we calculated the means of these measures by considering all the tasks
completed by a user in the same representation. At the end, for each user, we
obtained the following four dependent variables:

• incorrect triggers: the normalized average number of incorrect triggers in
rules defined in a given representation;

• incorrect actions: the normalized average number of incorrect actions in
rules defined in a given representation;

• back number: the normalized average number of times a participant pressed
“back” in the definition of a rule in a given representation;

• duration: the average time (expressed in seconds) needed by the participants
to define a trigger-action rule in a given representation.

We also collected qualitative measures from the study by observing the users in the
two tasks performed with the think-aloud protocol, and the perceived advantages
and disadvantages of the two representations in the final debriefing. Furthermore,
we analyzed whether participants recognized impossible tasks.

10except for think-aloud tasks
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3.1.5 Results
EUPont Effectiveness

To understand whether the EUPont representation effectively helps and guides
users in defining their IF-THEN rules (RQ3), we analyzed the effect of the interface
independent variable (IFTTT-like or EUPont) over the four dependent variables.
Table 3.5 reports the means of the four analyzed measures in both interfaces.

Table 3.5: Means and standard deviations of the four normalized dependent vari-
ables investigated in the study.

IFTTT-like EUPont-like

Incorrect Triggers 0.279± 0.028 0.120± 0.025
Incorrect Actions 0.203± 0.028 0.038± 0.010
Back Number 0.971± 0.150 0.588± 0.117
Duration 39.647s± 2.600s 25.054s± 1.948s

We conducted four different two-way mixed ANOVA in SPSS with a post-hoc
analysis with Bonferroni correction. We considered incorrect triggers, incorrect
actions, the number of back, and the tasks’ duration as the dependent variables;
the used interface as the within-subject; and the participants group as the between-
subject. The Mauchly’s sphericity test was satisfied for the used representation in
all the four analysis.

a) We found that, if we ignore whether the participant had programming ex-
perience or not, the number of errors in the selection of triggers for rules
defined with different representations significantly differ (F (1,28) = 19.14,
p < .05): on average, participants defined EUPont rules with less errors dur-
ing the definition of triggers with respect to IFTTT-like rules (0.120± 0.025
vs. 0.279 ± 0.028, respectively). A post-hoc test with the Bonferroni cor-
rection revealed that this difference was statistically significant (p < .05).
The programming experience level of the participants did not significantly
influence the variable (F (1,28) = 3.347, p > .05). Furthermore, there was
not a significant interaction between the used interface and the programming
experience in terms of incorrect triggers (F (1,28) = 8.348× 10−6, p > .05).

b) We found that there was a significant main effect of the interface used (F (1,28) =
35.837, p < .05). As for the triggers, by ignoring the programming experience,
the number of errors in the definition of the actions for rules defined with
different representations significantly differs. Participants made less errors
during the definition of actions in EUPont rules, as the means of the incor-
rect actions variable were higher with the IFTTT-like than with the EUPont
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interface (0.203 ± 0.028 vs. 0.038 ± 0.010, respectively). Also in this case,
a post-hoc test with Bonferroni revealed that this difference was statistically
significant (p < .05). The programming experience level of the participants
did not significantly influence the incorrect actions variable (F (1,28) = 0.001,
p > .05) nor there was a significant interaction between the interface and
the programming experience in terms of incorrect actions (F (1,28) = 0.343,
p > .05).

c) We found that the average time needed for defining rules was significantly
different for the two iterfaces (F (1,28) = 25.402, p < .05), independent from
the programming experience. Users defined rules with the EUPont represen-
tation faster than with the IFTTT-like representation. In fact, the means
of the duration variable were lower for the EUPont than for the IFTTT-like
interface (25.054s± 1.948s vs. 39.647s± 2.600s), as confirmed by a post-hoc
test with the Bonferroni correction (p < .05). Also in this case, there was not
a significant effect of the programming experience level of the participants
on the duration variable (F (1,28) = 0.263, p > .05) nor a significant interac-
tion between the used interface and the programming experience in terms of
duration (F (1,28) = 0.354, p > .05).

d) We found that there was not a significant main effect of the used interface
on the back number variable (F (1,28) = 4.152, p > .05). However, the back
number was lower with the EUPont interface (0.588±0.117 vs. 0.971±0.150).

Users’ Perception

We analyzed the qualitative data collected during the study to establish which
representation is preferred by the users, and what are the perceived advantages
and disadvantages of the two solutions (RQ4). The qualitative analysis was con-
ducted by two researchers in an iterative coding process. Inter-rater reliability
was determined using Fleiss’Kappa coefficient. First, a researcher transcribed the
experiment videos and interviews. Then, both researchers individually coded the
transcriptions. After this phase, they met and discussed disagreements. Eventu-
ally, they settled on three code sets: (1) understanding low level limits, (2) avoiding
mistakes and confusion, and (3) advantages and disadvantages.

Understanding Low-Level Limits. The limits of the low-level of abstraction
provided by the IFTTT-like representation were easily recognized by the ma-
jority of the participants. During a task resolution, 15 of them asserted that
a proximity event of two people was impossible to define with the IFTTT-
like interface, since the rules definable with IFTTT cannot explicitly involve
other users than the rule creator. A user said “I cannot know the position of
another person in this interface.” All of these 15 participants correctly stated
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that the task was impossible to complete. Another 5 participants defined the
event anyway, but they explicitly acknowledged they were aware of the ap-
proximation they made. In another task, 11 participants were upset because
they had to insert the same rule for different technologies and places. Even
if the action was the same (turn the lights off), they had to consider all the
different lights manufacturers, e.g., a participant said “I would like to use the
same action for all the rules.”

Avoiding Mistakes and Confusion. From the analysis of the thoughts and be-
haviors of the participants, it emerges that the EUPont interface helped users
avoid mistakes in the rules definition. During the solution of a task with the
IFTTT-like interface, a participant said “It is important to stay focused, oth-
erwise it’s easy to make mistakes and forget something.” Furthermore, when
we looked at the task solutions with the IFTTT-like interface, we noticed
that errors and omissions were very common, even if users followed a correct
reasoning process. This was evident when participants had to face many dif-
ferent technologies, as in the task reported in subsection 3.1.4. In this case,
11 participants forgot to replicate the same IF-THEN rule for all the differ-
ent devices and rooms, or they incorrectly defined some triggers or actions
details (e.g., the specific light type). With more general attributes, the EU-
Pont representation seemed to mitigate this problem, since 26 participants
completed the tasks without any difficulty and correctly with the related in-
terface. The video recordings analysis shows that users seemed to be more
confused in defining IF-THEN rules with the IFTTT-like interface. With
such an interface, on a total of 60 think-aloud task resolutions, only 2 partic-
ipants successfully completed a task by immediately identifying the correct
triggers and actions (3.3%). In all the other cases, participants changed their
mind several times before reaching a solution. On the contrary, 29 think-
aloud tasks were completed with the EUPont interface without changing idea
(48.3%).

Advantages and Disadvantages. By analyzing the data from the debriefings,
we coded the feedback given by the participants about the IFTTT-like in-
terface in some disadvantages and advantages. First of all, participants ac-
knowledged that a user has to know in advance the devices she owns to
define her IF-THEN rules. This disadvantage was especially cited by partici-
pants without programming experience. Starting from this fact, tasks in the
IFTTT-like interface required various (complex) rules, and the required time
to define rules was higher than the time required with the EUPont interface.
The majority of the participants agreed that generic concepts were impossi-
ble to define with the IFTTT-like interface. Other users were disappointed
about the large number of supported connected entities, often perceived as
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not necessary. Not surprisingly, the specific nature of the IFTTT-like in-
terface emerged as an advantage for some tasks, especially from participants
with programming experience, since it allows them to choose the best solution
for their needs (e.g., specify the GPS position of the smartphone).

3.2 Discussion and Guidance for Future Research
In this chapter, we explored a new way of personalizing smart devices and

services through the definition of abstract and technology-independent IF-THEN
rules. The “low-level” representation adopted by contemporary trigger-action pro-
gramming platforms (e.g., IFTTT) is, in fact, not suitable to overcome the issues
brought on by the steady growth of the IoT ecosystem (low-level abstraction issue).
The fact that devices and services with similar capabilities but different brands
are treated as separate entities, and that contemporary solutions only work with
well-known devices and services are two evident examples.

To take a step towards a higher level of abstraction, we formally defined EU-
Pont, an ontological high-level representation for end-user development in the IoT.
The model allows the definition of abstract and technology-independent IF-THEN
rules, e.g., “if I enter a closed space, then cool the environment,” and it supports
the selection of currently available real devices and services able to reproduce the
defined abstract behaviors. By translating a large set of IFTTT rules in the EU-
Pont representation, we demonstrated that the model is more expressive than the
representation models offered by contemporary trigger-action programming plat-
forms. Furthermore, thanks to a user study with 30 participants, we successfully
demonstrated that the EUPont representation allows end users to avoid errors and
to reduce the time needed to define their IF-THEN rules. Furthermore, it intro-
duces numerous benefits in terms of understandability and ease of use.

Different insights to inspire future research in the fields of IoT, EUD, and trigger-
action programming can be extracted from the presented results. We organized
them across different themes, ranging from the design of user interfaces to trustful-
ness, security, and privacy.

Reducing Information and Adapting Contexts. In the upcoming IoT ecosys-
tem, smart devices and online services will not always be knowable a priori
and the complexity of the entire IoT ecosystem will continuously increase.
As some participants in our user evaluation found, a low-level representa-
tion risks the generation of user interfaces that are cluttered and with too
much information. By presenting a lower amount of information, the high-
level interface powered by EUPont allowed participants to define rules in less
time, with less errors, and with more guidance towards the choices they had.
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During the EUPont study, we noticed that some participants often forgot to
replicate the same rule for all their available devices in the low-level represen-
tation, or they incorrectly defined some specific trigger or action details. By
analyzing the experiment videos and interviews, we also found that often users
would like to reuse the same Low-Level trigger or action for different rules,
since their final meaning was the same. For this purpose, EUPont naturally
provides ways to adapt trigger-action rules to different contextual-situation,
with the aim of addressing extremely contextualized user needs [60]. Clearly,
the usage of a higher level of abstraction leads to different aspects that need
to be addressed in future works. Abstract behaviors such as “illuminate a
place” or “send a message,” for instance, could be potentially reproduced in
different ways, on the basis of the current context. How can we decide how
to reproduce them? Which is the “best” solution for a given user? Different
solutions could be adopted, ranging from preference-based approaches to fully
automated solutions, e.g., by means of machine learning algorithms.

Custom Level of Abstraction. Even by being able to reproduce abstract behav-
iors on real devices and services, our results demonstrate that the sole usage
of a high-level of abstraction is not sufficient. As some participants of our
study noted, the interface for defining IF-THEN rules sometimes appeared to
be too generic and did not offer the possibility to manage particular details
of involved connected entities, especially in case of HL triggers. Although
this can be seen as a normal effect of moving from a more specific model to
a more abstract representation, some participants would like to provide more
details during the creation of their own rules (e.g., select all the lights but
not the shades for illuminating a place). This may suggest that users did not
immediately understand the full potential of the High-Level of abstraction of
EUPont or that they would like more precise control. However, they desired
not to have the same amount of details as in the low-level representation.
Therefore, a promising direction for future works is to explore multi-level in-
terfaces exposing the hierarchy of possible triggers and actions, ranging from
the highest level of abstraction to triggers and actions with more specific de-
tails. For example, the Medium-Level of abstraction of EUPont could provide
more fine-grained control than the highest level of abstraction also for the trig-
gers, e.g., by allowing users to specify how to capture the event of entering
their home. The need of more than one level of abstraction is also motivated
by the study Ur et al. [136], in which the authors explored the trigger-action
paradigm in the smart home scenario. In particular, consistently with other
related work [47, 135], they found that participants tended not to mention
sensors directly, and they discovered that many participants express triggers
at one level of abstraction higher.

Programming by Functionality. The leitmotif of the presented work is the
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need to put the user at the center of the interaction, so that she can express
her needs and desires without recurring to a device-centric or app-centric
language, but directly indicating the functionality in which she is interested.
EUPont was designed to model triggers and actions on the basis of the behav-
ior they aim to reproduce, without the need of specifying any technological
(e.g., brands or manufacturers) details. In this way, different low-level triggers
or actions collapsed in the corresponding ML/HL trigger or action, e.g., all
the lamps offered the same turn lights on action. The advantages of this
modeling pattern have been confirmed by the result of the user study: besides
reducing the displayed information, a different organization of triggers and
actions, i.e., in terms of their final functionality, helped participants defining
their IF-THEN rules in terms of effectiveness and efficiency. Different ap-
proaches could be investigated in future works to further explore the benefits
of “programming by functionality” in trigger-action programming platforms.
Chapter 4 of this thesis is an example: through optimization methods and
recommender systems, trigger-action programming platforms could provide
users with more support to discover functionality. Another possibility could
be the design of conversational interfaces, through which users could be guided
in exploring the range of different functionality offered by their connected en-
tities.

Trustfulness, Security, and Privacy. Some participants in our user study high-
lighted that they should have a profound trust in a system adopting EUPont.
Similarly, two participants were worried about privacy and security issues
that a system based on the high-level model could present, especially due to
the abstract nature of the representation. To adopt a high-level representa-
tion model such as EUPont, future works would need to carefully consider
trustfulness, privacy, and security issues. This may include warning mech-
anisms in user interfaces to alert users about possible dangerous rules, and
debug features to help people simulate and foresee rule behavior under differ-
ent conditions [46]. In our work, we started to investigate end-user debugging
approaches for contemporary trigger-action platforms (Chapter 5). Debug
could be even more important in case of abstract IF-THEN rules: based on
the context, showing on which real devices and services a high-level rule is
mapped onto could increase the system trustfulness.

+
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Chapter 4

Discovering IF-THEN Rules and
Functionality

With connected entities modeled on the basis of the underlying brand or man-
ufacturer, the number of possible combinations among triggers and actions of dif-
ferent technologies in contemporary trigger-action programming platforms is high,
and the number of shared rules is growing (information overload issue). IFTTT
and Zapier, for example, force users to define their rules by searching between 500
and 1,000 supported entities displayed with a meaningless order, each one with its
own triggers and actions, while the number of publicly available rules on IFTTT
already exceeded 200,000 back in September, 2016 [137]. Consequently, a user who
wants to customize the behavior of her smart home through IFTTT has many pos-
sibilities: she can define a temperature to be set on her Nest thermostat whenever
her BMW smart car is approaching the home area, or she can make the Philips
Hue lamp in the kitchen turn on whenever the Arlo security camera detects some
movements. Even in such a limited scenario, the 4 mentioned technologies offer
15 triggers and 19 actions on IFTTT, thus generating 285 candidate rules. This
number is even larger if we consider specific details of each trigger and action, such
as the temperature threshold for the thermostat or the light intensity of the lamp.

This particular type of information overload suggests the need of providing
users with more support for discovering and managing rules and related function-
ality [137]. Therefore, instead of using EUPont for defining rules with a new level
of abstraction, we explored how to use the model to help users discover proper
“low-level” triggers, actions, and rules without requiring any radical change in the
adopted representation model. To this end, we proposed:

a) EUDoptimizer (Section 4.1), an optimization approach to dynamically re-
design layouts in trigger-action programming interfaces in an interactive way,
i.e., by considering the choices made by end users during the rule definition
process; and,
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b) RecRules a hybrid and semantic recommendation system of IF-THEN rules.

Part of the work described in this chapter has been previously published in
three different papers. The description and the evaluation of EUDoptimizer, in
particular, is based on the work published in [102] and [34], while RecRules was
initially presented in [36].

4.1 EUDoptimizer: Defining IF-THEN Rules with
an Optimizer in the Loop

As already explained in Section 1.1.1, contemporary trigger-action programming
platforms force users to define IF-THEN rules through a multi-step procedure, i.e.,
what we called the rule definition process. The more critical step, in particular, is
the Connected Entity Selection, i.e., the selection of the generic connected entity
to be used in the trigger and in the action. Indeed, user interfaces of platforms like
IFTTT and Zapier force users to browse thousands of supported entities through
unordered grid layouts, i.e., a particular type of menu where items are organized in
rows and columns, without any particular support. To better assist users in defin-
ing rules, we designed and implemented EUDoptimizer (End-User Development
optimizer), an optimizer in the loop to dynamically redesigning such grid layouts
in an interactive way, i.e., by considering the choices made by end users during the
rule definition process. The goal is to promote the discovery of the “right” con-
nected entity to be used for defining the trigger or the action, according to the user’s
need. To reach our goal, we defined two different predictive models to be used in a
multi-objective optimization problem. In particular, we adapted Search-Decision-
Pointing (SDP), a state-of-the-art predictive model of user performance in linear
menu search, to work with grid layouts. Furthermore, we proposed the Functional-
ity Similarity Model (FSM), a novel model based on EUPont to take into account
whether different and heterogeneous technologies provide similar functionality. In
line with previous works [137], we claim that users would benefit from more support
in discovering functionality, rather than being forced to get acquainted with tech-
nological details. As demonstrated in Chapter 3, indeed, users are often interested
in what a device or service can do, and they reason about abstract behaviors, e.g.,
“turn on the lights of the kitchen”, rather than specific technologies, e.g., “turn on
the Philips Hue lamp in the kitchen.”

To explore the design space of grid-based trigger-action programming interfaces,
we considered two different optimization algorithms, i.e., Simulated Annealing and
Ant Colony Optimization, and we integrated those optimization methods on top of
IFTTT.
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4.1.1 Background
With EUDoptimizer, we adopted combinatorial optimization methods for re-

designing trigger-action programming user interfaces. Applying optimization meth-
ods to user interface design is a long standing topic in human-computer interaction
research: when assumptions are appropriate, optimization methods offer a greater-
than-zero chance of finding an optimal design [112]. Optimization methods have
been firstly adopted for keyboard layouts [153, 113], and then in many other ap-
plication areas, e.g., accessibility [55], menus [94, 7], sketching [134], and web lay-
outs [123]. Since trigger-action programming user interfaces are typically organized
through grid menus, our work is strictly related to the menu optimization problem.

Due to large design space, menus are good candidates for optimization prob-
lems. A menu with n elements, in fact, can be organized in n! ways. Design
heuristics, e.g., displaying frequently used items at the top, may be effective for
small n but fail with larger n or if additional human factors such as semantic
relationships among items are considered [7]. Combinatorial optimization meth-
ods, instead, explore a large number of designs in order to find a good (preferably
optimal) solution that minimizes or maximizes an objective function. While the
computational cost is often a problem, reasonable solutions can be obtained by
adopting interactive approaches, i.e., by involving users in redefining and refining
the optimization problem [7]. In EUDoptimizer, the problem of defining trigger-
action rules contains steps that are intrinsically interactive: components layout for
defining an action, for example, may change on the basis of the defined trigger.

Similarly to previous works, we followed a model-based optimization approach [112].
Unlike heuristic approaches, which do not predict effects on end users, model-based
optimization exploits predictive models of user performance and layout perception.
The idea is to represent a design problem, along with a design knowledge, as an
objective function. Then, a search algorithm is used to iteratively improve designs
for the stated object. Several models of user performance and layout perception
have been proposed for specific tasks. Examples can be seen in Sketchplore [134],
a multi-touch sketching tool that uses a real-time layout optimizer, and MenuOp-
timizer [7], an interactive design tool for menus that exploits the SDP [26] model,
and a model of expected item groupings. Similarly to MenuOptimizer, we adapted
SDP to predict the selection time of a connected entity from a grid layout, and we
involved the user in the optimization process: by defining the trigger, users inter-
actively provide the optimizer with fundamental information to produce the layout
for defining the action.

4.1.2 Optimizing IF-THEN Rule Definition
Figure 4.1 provides an overview of our optimization approach to define IF-THEN

rules. EUDoptimizer calculates an optimized layout to be used in the Connected

41



Discovering IF-THEN Rules and Functionality

Entity Selection step of the trigger definition (optimized trigger layout, (a)). In
the optimized layout, in particular, the optimizer finds a trade-off for a) displaying
supported connected entities according to their usage probability, and b) pulling to-
gether connected entities that share functionality similarities in logical groups. The
user exploits the optimized layout to select the generic connected entity involved in
the trigger, e.g., a Nest thermostat. As the user is completing the definition of the
trigger, e.g., with the selection of a specific event, EUDoptimizer dynamically uses
the user’s choice (b) to refine a precomputed layout to be used in the action defini-
tion phase (intial action layout, (c)). The optimizer, in particular, finds a trade-off
for promoting the entities most commonly associated with Nest thermostats, i.e.,
the generic connected entity selected for the trigger, without affecting groups of
functionally similar entities. The user can use the optimized action layout (d) to
select the connected entity involved in the action.

Figure 4.1: An overview of EUDoptimizer. The optimizer calculates an optimized
layout for defining triggers (a), and it dynamically uses the user’s choice (b), along
with an initial action layout (c), to produce an optimized layout for defining actions
(d).

To further exemplify our optimization approach, let us consider the following
scenario of trigger-action programming:

John owns many devices always connected to the Internet, and he is
subscribed to various social networks and cloud services. John has just
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started to use EUDoptimizer to define trigger-action rules for customiz-
ing the joint behavior of his devices and services. John would like to
have all the photos taken with his two smartphones saved in different
places, e.g., for backup purposes, and for making them available on all
his other devices. Furthermore, he would like to automatically share
the photos on image sharing platforms. John opens EUDoptimizer and
starts to define a trigger-action rule.

Trigger Definition

When John starts to define the trigger, EUDoptimizer shows a grid layout in
which popular photo and video technologies with similar functionality are grouped
together on the top of the menu (as shown later in Figure 4.3), thus facilitating
John in finding what he needs. John select the iOS Photo entity, that allows him
to define a trigger to monitor every time he takes a photo on his iOS smartphone.

Action Definition

The grid menu for selecting the connected entity for the action dynamically
change according to the connected entity chosen for the trigger. EUDoptimizer
already calculated an initial action layout on the basis of usage probabilities and
functional similarities. As soon as John selects iOS Photo during the definition of
the trigger, EUDoptimizer starts to refine the initial solution according to the user
choice. When John starts to define the action, EUDoptimizer shows the grid layout
of Figure 4.4. Not surprisingly, the functionality in which John is interested are not
uncommon. At the top of the layout, John can find different connected entities that
allow him to reach his goals. With Dropbox, Google Drive, etc., John can save the
photos taken with his smartphone on the cloud, thus making them available for all
his other Internet-enabled devices. John decides to the define an action for saving
the photos on his Dropbox folder. John is very satisfied of EUDoptimizer : now he
can define many other rules to customize his other smartphone, an Android-based
device, and to save and share his photos with many different online services.

4.1.3 SDP-FSM: A Predictive Model for Trigger-Action
Programming

The goal of EUDoptimizer is to employ model-based optimization methods to
dynamically redesign grid layouts in trigger-action programming interfaces in an
interactive way, i.e., by considering the choices made by end users. Model-based
optimization methods need to be supported by valid and comprehensive predictive
models. One of the most recent model of menu performance is SDP [26]. We
adapted such a model to work with grid layouts in trigger-action programming
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interfaces displaying connected entities. We used SDP in combination with a novel
model that takes into account the expectation of item groups, i.e., the expectations
of users in finding certain items together. We called our model for item grouping
Functionality Similarity Model (FSM). It considers similarities between connected
entities in terms of the functionality they allow to define through their triggers and
actions. Roughly speaking, a Philips Hue lamp shares some functionality with a
Hunter Duglas blind for defining an action, because they both allow the increase
or decrease of the brightness of a room. The Android Location service and the
Nest surveillance camera, instead, allow the definition of triggers with the same
final goal, i.e., to monitor when someone is entering a place. To discover such
similarities, we used the Semantic Web framework, and, in particular, the EUPont
ontology.

SDP: Search Decision Pointing

SDP is a state-of-the-art model of human performance in linear menu search.
It incorporates both Hick-Hyman and Fitts’ law, and integrates a transition from
novice to expert performance. We adapted the model to be used for grid layouts,
i.e., a particular type of menu, by using the euclidean distance between items.

SDP predicts the average performance of a menu through the following formula:

SDP =
∑︂

n
i=1pi · Ti, (4.1)

where Ti is the selection time of an item i from the menu, pi is the probability of
item i being selected, i.e., its usage probability, and n is the number of menu items.

Item Probabilities. In our work, we preliminary define the probability function
pi as the frequency probability, i.e., the probability of a generic connected entity i
to be used in a trigger or in an action. The idea is to move towards the top of the
grid layout the entities most commonly selected as triggers or actions. When the
user selects a generic entity k for the trigger, the SDP model interactively changes
in

SDPk =
∑︂

n
j=1pkj · Tj, (4.2)

where p is reformulated as the bigram probability pkj of selecting an action entity
j after having selected the entity k for the trigger. The idea is to move towards
the top of the grid layout the connected entities most commonly connected to the
entity k used for defining the trigger.

Selection time. For predicting the selection time Ti of an item i from a menu,
SDP uses the following formula:

Ti = (1− ei) · Tst + ei · Tdt + Tpt, (4.3)
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Consistently with previous work [83, 20], we assume a predominantly top-to-
bottom search order for end users, i.e., novices, that want to define trigger-action
rules. The parameters we use in the formula are the same used both in the original
paper [26] and in the optimizations carried out in MenuOptimizer [7]. Parameters
are therefore calibrated according to the analysis of two opposite menu designs, i.e.,
static and random menus [26]. More specifically:

• ei models the user expertise with the item i, and varies between 0 (inexpert)
and 1 (expert) according to the formula ei = L · (1− 1/ti). In the formula, ti

represents the number of previous selections of the item i, while L represents
the “learnability” of the menu, with L = 0 that is used for not learnable
menus, e.g., with items that move randomly, and L = 1 that is used for
entirely learnable menus, e.g., when items do not change their position over
time. We initially suppose that users do not know anything about the used
menu, i.e., ei = 0 for all the menu items. Furthermore, we differentiate the
value of L on the basis of the used menu. For layouts that rarely change over
time, e.g., all the grid menus of contemporary trigger-action programming
platforms, or the optimized trigger layout of Figure 4.1, we set L = 1. Instead,
we set L = 0.5 for the optimized action layout of Figure 4.1. Here, in fact, the
layout may vary depending on the defined trigger, but the optimizer continues
to maintain logical groups of functionally-related entities.

• Tst = bst ·n + ast is the search time, i.e., the time to localize the item in the
menu, linear with the total number of items n when the user is inexperienced.
In the formula, the parameters bst = 0.08 and ast = 0.3 are constants.

• Tdt = bdt · log2(1/pi) + adt is the decision time, i.e., the time to decide from
among items, given by the Hick-Hyman law once the user becomes expert
with the item i. The factor log2(1/pi) represents the entropy of the item, and
it is based on its frequency (or bigram) probability. The parameters bdt = 0.08
and adt = 0.24, instead, are constants.

• Tpt = a + b · log2(Ai/Wi + 1) is the pointing time, i.e., the time to “point”
to the item, described according to the Fitts’ law, which predicts that items
closer to the top are faster to select. Ai and Wi are the amplitude of movement
to the target item i and its width, respectively, while a = 0.37 and b = 0.13
are constants. In our work, we set Wi as the (fixed) width of the boxes
displaying connected entities. Ai is instead modeled as the euclidean distance
from the top left corner of the grid menu to the target item i.

FSM: Functionality Similarity Model

We defined the Functionality Similarity Model to allow EUDoptimizer to pro-
duce groups of connected entities that are functionally correlated, even if they are
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heterogeneous technologies. By considering the EUPont categorization of triggers
and actions (Section 3.1.2), the Trigger Functionality Association (FAt) between
two generic connected entities i and j is calculated as:

FAt(i, j) = αf · LLt(i, j) + βf ·MLt(i, j) + γf ·HLt(i, j), (4.4)

where:

• LLt(i, j) is the number of Low-Level (i.e., IFTTT-like) triggers shared by i
and j.

• MLt(i, j) is the number of Medium-Level triggers shared by i and j.

• HLt(i, j) is the number of High-Level triggers shared by i and j.

• αf , βf , and γf sum to 1, and are used to weights the three elements modeled
in FSM, i.e., LLt, MLt, and HLt.

In the same way, the Action Functionality Association (FAa) between i and j
is calculated as:

FAa(i, j) = αf · LLa(i, j) + βf ·MLa(i, j) + γf ·HLa(i, j) (4.5)

Given the hierarchical characterization of triggers and actions in EUPont, con-
nected entities that shares Low-Level (very specific) triggers and actions are in-
trinsically more similar, in terms of functionality, than connected entities that only
shares more abstract Medium or High-Level triggers and actions. For this reason,
we set αf = 0.6, βf = 0.3, and γf = 0.1, with the aim of promoting the creation of
groups of connected entities that are strongly characterized by similar functionality.

To use the model in a minimization problem, we exploited the pairwise Func-
tionality Associations to compute the Functionality Incoherence score of a given
grid menu, both for the definition of triggers and actions (FIt and FIa):

FIt =
∑︂

n
i=1

∑︂
n
j=i+1FAt(i, j) · d(i, j), (4.6)

FIa =
∑︂

n
i=1

∑︂
n
j=i+1FAa(i, j) · d(i, j), (4.7)

where d(i, j) is the euclidean distance between objects i and j in the grid layout.
As shown in Figure 4.3c, the FSM model has desirable effects on the optimizer:
connected entities that offer triggers (or actions) with similar functionality tend to
be pulled together, while unrelated entities are moved away.
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4.1.4 Optimization Problem and Methods
Problem Formulation

To explore the design space looking for “good” or “desirable” grid menu al-
ternatives, we defined a multi-objective task. The goal is to minimize a weighted
combination of the outputs of the the two models Mi exploited by EUDoptimizer,
i.e., SDP and FSM:

SDP-FSM = min
∑︂ 2

i=1λi ·Mi, (4.8)
where the sum of all the weights λi is 1. In our implementation, we empirically
tuned the λ values thanks to the trials performed in the technical assesment of the
implemented algorithms (Section 4.1.5).

To make the single objectives less sensitive to weight selection, we normalized
each Mi with the the objective value θi calculated for an initial point x0:

θi = Mi(x0). (4.9)

The problem for designing the grid menu for trigger definition is therefore:

min (λ1 · SDP + λ2 · FIt) (4.10)

while for the action the problem is:

min (λ1 · SDP + λ2 · FIa) (4.11)

Based on the interaction of the user, i.e., when the user select a technology k,
the problem for the action changes, and becomes:

min (λ1 · SDPk + λ2 · FIa) (4.12)

Solving the Optimization Problem

The problem of designing menu systems, both linear and grid-based, can be
formulated as a Quadratic Assignment Problem (QAP) [7]. Developed in opera-
tional research, QAP [115] allows the modeling of relationships between elements
of two sets to minimize the total pairwise cost. In designing menus, m items have
to be assigned to m predetermined locations in order to maximize usability, e.g.,
expected selection time, menu coherence, etc. QAP is a NP-hard problem, and it is
considered one of the hardest optimization problems since general instances of size
m > 20 cannot be solved to optimality. In our case, for example, m technologies
(typically with m > 200) can be organized in m! ways. Given the complexity of
the problem, we cannot claim global optimality, e.g., through exact methods. To
attack the problem, we exploit metaheuristic strategies. A heuristic is a technique
that seeks near-optimal solutions at a reasonable computational cost without guar-
anteeing optimality. Some heuristic methods, however, can get easily trapped in a
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local optimum: metaheuristics methods modify their use of heuristics methods as
optimization progresses [62]. Our implementation, described in the next section,
supports two metaheuristics successfully used for QAP problems, i.e., Simulated
Annealing [143, 28] and Ant Colony System [48].

Algorithm 1 Simulated Annealing
1: Let s = s0
2: for k = 0 through kmax do
3: T ← temperature(k/kmax)
4: Pick a random neighbour, snew ← neighbour(s)
5: if P (E(s), E(snew), T ) ≥ random(0, 1) then
6: s← snew

7: Output: the final state s

Algorithm 2 Ant Colony System
1: while (not converged) do
2: Position each ant in a starting node
3: repeat
4: for all ant do
5: Chose next node with the transition rule
6: Apply local pheromone update
7: until every ant has built a solution
8: Update best solution
9: Apply global pheromone update

Simulated Annealing is based on mimicking the metal annealing processing and
exploits local and random search in a exploration/exploitation scheme. The main
advantage of simulated annealing is its ability to avoid being trapped in local op-
tima. In fact, a neighboring solution is not considered only when it yields to a
better objective value: with a certain probability the solution is accepted even if
it does not improve the objective. The pseudo-code for the simulated annealing is
reported in Algorithm 1. Instead, Ant Colony System is based on the biological
metaphor of an ant colony foraging for food, in which multiple searchers cooperate
to produce solutions according to a memory of past solutions. The pseudo-code of
ACS is presented in Algorithm 2.

4.1.5 Implementation and Technical Assessment
We implemented the proposed optimization approach on top of an IFTTT-like

web interface, and we assessed it through different “off-line” experiments. While
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our approach is generic, i.e., it can be applied to any grid-based EUD interface for
trigger-action programming, we chose IFTTT due to the popularity of the platform
and the availability of real usage data [137].

Implementation

To maintain a high level of interactivity, we implemented a client-server archi-
tecture between the optimizer and the user interface for defining trigger-action rules.

Optimizer. We exploited the IFTTT dataset of Ur et al. [137] to calculate the
frequency and bigram probabilities to be used in the SDP model. To calculate the
Functionality Associations (FA) to be used in the FSM model, instead, we used
the translation results described in Section 3.1.3 that linked each IFTTT trigger
and action with the corresponding EUPont classes. We implemented two different
solvers in Python, based on Simulated Annealing (SA) and Ant Colony System
(ACS), respectively. We executed them on a regular laptop (a 2015 MacBook Pro
with a 2.7 Ghz Intel Core i5 and 8 GB of RAM), separately. To define the algo-
rithm parameters of SA and ACS, we empirically run a set of 100 optimizations
by varying the parameter values. Both optimizers provide the same functionality.
They initially generate the optimized trigger layout and the initial action layout of
Figure 4.1 by using the two “static” versions of the optimization problem (Equa-
tion 4.10 and Equation 4.11). Such layouts are periodically recalculated to reflect
changes in the probability distributions, e.g., due to new rules defined by the user.
As soon as the user selects a connected entity for defining the trigger, each optimizer
interactively receives the information. Starting from the initial action layout, each
of them starts to explore the problem described by the Equation 4.12 to refine the
layout according to the user’s choice. When the user finishes the trigger definition,
i.e., she completes it with all the required parameters, each optimizer generates op-
timized action layout, an improved layout version in which the connected entities
that are most likely to be used with the selected trigger are promoted towards the
top.

User Interface. By exploiting the information extracted from the IFTTT dataset,
we modeled a user interface after IFTTT with the AngularJS framework1. The in-
terface, shown in Figure 4.2, allows the definition of trigger-action rules exactly as
in IFTTT, i.e., by following the multi-step definition procedure described in Sec-
tion 1.1.1. For defining the trigger, for example, users have to click on the “this”
button (Figure 4.2a), and then select the generic connected entity from a grid lay-
out (Figure 4.2b). Finally, they can select the specific trigger to be monitored

1https://angularjs.org/, last visited on November 12, 2019
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(Figure 4.2c), by filling any required details. To compare EUDoptimizer with the
original IFTTT, we realized two versions of the same interface, namely IFTTT
and EUDoptimizer. The difference is obviously in the grid menu of Figure 4.2b:
while for EUDoptimizer the layout of such a menu is provided by the optimizer, in
IFTTT it reflects the same menu available on the original platform.

(a) New Rule (b) Connected Entity Se-
lection

(c) Trigger Selection

Figure 4.2: Some screenshots of the user interface used in the empirical evaluation.
The interface resembles IFTTT and allows the definition of trigger-action rules with
both the IFTTT version and the EUDoptimizer enhanced version. In the IFTTT
terminology, rules are named applets, while connected entities are named services.

Technical Assessment

To assess the feasibility of our approach, and to evaluate which optimizer pro-
vide better solutions, we carried out different “off-line” experiments by changing
the number of iterations of the optimization algorithms.

Trigger Definition. We first run EUDoptimizer to calculate an optimized trigger
layout, thus solving Equation 4.10. Table 4.1 compares the results obtained with
100, 1,000, 5,000, and 10,000 iterations with SA and ACS, respectively. Despite
the ACS solver provided better solutions, i.e., lower values of the objective value,
for 100 and 1,000 iterations, the SA solver performed better with a higher number
of iterations. Furthermore, SA was faster than ACS in all cases. SA, for exam-
ple, employed 1,031 seconds to produce a solution with 10,000 iterations, while the
time employed by ACS with the same number of iterations was considerably higher
(20,515 seconds).

Figure 4.3 compares the trigger layout of IFTTT2 (Figure 4.3a) with two screen-
shots of the optimized trigger layout calculated in less than 20 minutes by EUDop-
timizer with 10,000 iterations of SA (Figure 4.3b and Figure 4.3c).

We can observe that:

2The figure reflects the grid menu of IFTTT as of September, 2016, i.e., with the data included
in the exploited dataset [137].

50



4.1 – EUDoptimizer: Defining IF-THEN Rules with an Optimizer in the Loop

Table 4.1: Results of Simulated Annealing (SA) and Ant Colony System (ACS) for
the optimized trigger layout with 100, 1,000, 5,000, and 10,000 iterations. Com-
paring to ACS, SA was faster. Furthermore, as the number of iterations increased,
SA performed better than ACS, i.e., it produced lower objective values.

100 1000 5000 10,000
SA ACS SA ACS SA ACS SA ACS

Time [s] 12 178 106 1,896 536 10,012 1,031 20,515
Obj. value 0.99 0.89 0.98 0.88 0.47 0.86 0.43 0.82

• in the optimized trigger layout, the 10 most frequently used connected enti-
ties3 for defining triggers are prominently placed in the 10 positions closer to
the top of the grid menu, as indicated by the added stars of Figure 4.3b. In
the IFTTT layout, instead, popular connected entities for trigger definition,
e.g., Android Location and iOSPhoto, are scattered along the menu;

• with respect to IFTTT, where connected entities are displayed in a meaning-
less order, the optimized trigger layout includes logical groups of connected en-
tities that share functional similarities, e.g., locations (Android Location, iOS
Location) and photos & videos (iOSPhoto, Android Photo, Eyefy, Youtube,
Flickr, Dailymotion, and 500px) in Figure 4.3b. Figure 4.3c further highlights
that EUDoptimizer is able to pull together entities with functional similar-
ities. The figure, in particular, shows a huge group of hubs, cameras, and
doorbells, all related to home security.

By using the otpimized trigger layiut, John, i.e., the user of our scenario of
trigger-action programming (Section 4.1.2), can easily find the connected entity for
defining his trigger (iOSPhoto) at the fourth position of the first row of the menu.
In IFTTT, instead, John would find iOSPhoto at the third position of the sixth
menu row. By using the SDP model (Section 4.1.3), and, in particular, equation 4.3,
we can predict how long it will take John to select the iOSPhoto item with the 2
layouts. If we assume that John has never seen the menu before, i.e., eiOSP hoto = 0,
the selection time Ti will include the time to search the item (Tst) and the time to
point to the item (Tpt):

Ti = Tst + Tpt (4.13)
Under these circumstances, the time to select iOSPhoto is expected to be 3.97

seconds with the IFTTT trigger layout. This predicted time drops to 1.29 seconds
by using the optimized trigger layout calculated by EUDoptimizer.

3according to the dataset of Ur et al. [137]
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(a) IFTTT trigger layout

(b) Optimized trigger layout (c) Optimized trigger layout

Figure 4.3: A comparison between the trigger layout of IFTTT (a) and the op-
timized trigger layout calculated by EUDoptimizer with the Simulated Annealing
solver (10,000 iterations, (b) and (c)). With respect to IFTTT, in (b) the 10 most
frequently used connected entities are placed towards the top of the menu, as indi-
cated by the added stars. Furthermore, the optimized trigger layout is structured
in logical groups of entities with functional similarities: in (c), for example, the
yellow border highlights a logical group of entities related to home security.

Action Definition. After calculating the optimized trigger layout, we then run
EUDoptimizer to calculate an optimized action layout. In this case, each solver
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initially calculated (with 10,000 iterations) an initial solution for the menu (initial
action layout), i.e., by solving Equation 4.11. Then, we manually fixed the selected
trigger entity to iOS Photo, and we tested the optimizers to solve the problem de-
fined by Equation 4.12, i.e., the interactive optimization. Table 4.2 compares the
results obtained with SA and ACS. Also in this case, SA was faster than ACS, and
it performed better than ACS with 5,000 and 10,000 iterations, i.e., it produced
lower objective values. Figure 4.4 shows the top part of the best grid menu ob-
tained by EUDoptimizer with 10,000 iterations of SA (Figure 4.4). Both the figure
and the table confirm that the SA solver produced good solutions in a reasonable
amount of time. In fact, 9 of the 10 connected entities most frequently associated4

with iOS Photo are presented on the top of the grid layout. Furthermore, there are
logical groups of related entities that allow the definition of similar functionality,
e.g., One Note, Nimbus Note, and Evernote.

Table 4.2: Results of Simulated Annealing (SA) and Ant Colony System (ACS)
for the optimized action layout with 100, 1,000, 5,000, and 10,000 iterations when
the selected trigger entity is iOS Photo. As happened for trigger layouts, SA was
faster that ACS and performed better as the number of iterations increased, i.e., it
produced lower objective values.

100 1000 5000 10,000
SA ACS SA ACS SA ACS SA ACS

Time [s] 10 171 91 1,669 468 11,547 895 20,517
Obj. value 1.01 0.88 0.98 0.83 0.47 0.82 0.45 0.82

John, i.e., the user of our scenario of trigger-action programming (Section 4.1.2),
can find the connected entity to define his desired action (Dropbox) in the second
position of the first row of the optimized action layout. Online services to store
files, indeed, are frequently associated with triggers involving photos & video en-
tities, e.g., iOS Photo. According to the SDP model, John can select Dropbox in
roughly 1.04 seconds, even tough he has never seen the menu before. This time is
considerably lower than the one predicted for IFTTT. In the IFTTT action layout,
indeed, Dropbox, is displayed in the 12th row of the grid menu5, and the predicted
selection time is 6.90 seconds.

4according to the dataset of Ur et al. [137]
5The Dropbox position is calculated by considering the grid menu of IFTTT as of September,

2016, i.e., with the data included in the exploited dataset [137].
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Figure 4.4: Optimized action layout calculated with SA when the selected connected
entity in the trigger is iOS Photo (10,000 iterations). Stars indicate the most
frequently used entities: 9 out of 10 are at the top of the grid layout.

4.1.6 User Evaluation
Thanks to the technical assessment, we selected SA as the solver to be used

in EUDoptimizer, and we compared the optimized interface with IFTTT in a user
study with 12 participants, by asking participants to define trigger-action rules with
both interfaces. In the study, we explored the following research questions:

RQ5) Does EUDoptimizer improve the user performance, i.e., the time needed for
defining IF-THEN rules?

RQ6) Does EUDoptimizer reduce the cognitive load in the definition of IF-THEN
rules with respect to the IFTTT interface?

Participants

We recruited 12 participants (4 female and 8 male) with a mean age of 25.91
years (SD = 4.48, range : 19− 34). To consider users with and without program-
ming skills, participants were recruited from different background, i.e., Education,
Biology, Aerospace Engineering, Management Engineering, and Computer Engi-
neering. 3 participants were undergraduate students, 7 were Ph.D. students, while
2 where post-doc researchers, all coming from different universities. On a Likert
scale from 1 (No experience at all) to 5 (I am an expert), participants declared
their programming experience level (M = 3, SD = 1.04), and their experience
with IFTTT (M = 1.67, SD = 0.89).

Procedure & Tasks

We devised a within-subject user study, where we considered the interface ver-
sion (IFTTT vs. EUDoptimizer) as the independent variable. We first provided
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participants an initial questionnaire to collect demographic data and information
about their programming skills and their previous experience with IFTTT. Then,
we introduced them to trigger-action programming and to the IFTTT environment,
and we explained the nature of the study. During this phase, we showed the inter-
face to the users, by defining an IF-THEN rule in IFTTT as an example. After
the training phase, we asked participants to complete 6 similar tasks related to the
definition of trigger-action rules with both interface versions, without telling them
which version they were using. Interface versions and tasks were fully counterbal-
anced between the participants. The study was carried out in a university office,
and took about 30 minutes per participant. All the sessions were audio recorded.

In the study, each task consisted in the definition of a single IF-THEN rule.
We defined 6 different tasks that asked participants to replicate trigger-action rules
previously extracted from the IFTTT dataset [137]. To explore the full range of pos-
sible alternatives, e.g., to evaluate EUDoptimizer both with commonly and rarely
used connected entities, we first divided the dataset in three layers by grouping
together the most common rules (i.e., shared more than 10,000 times), the com-
mon rules (i.e., shared 1,000 to 10,000 times), and the uncommon ones (i.e., shared
fewer than 1,000 times). Then, we randomly selected 2 rules for each category. The
rules, rephrased for the sake of readability, were:

Most common rules

• if the Weather Underground service notifies that tomorrow’s forecast call for
rain, then use Notifications to send me a notification;

• if I share a photo on Instagram, then add the file on my Dropbox.

Common rules

• if I add a photo on iOS Photo, then add the file on my Google Drive;

• if I receive a new labeled email on Gmail, then create a note on Evernote.

Uncommon rules

• if the laundry cycle of my Samsung Washer is finished, then add an event on
Google Calendar ;

• if the Nest Cam recognizes a new sound or motion event, then turn the Philips
Hue on.

Measures

For each task completion (with both the IFTTT and the EUDoptimizer inter-
face), we measured the following times:
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• Trigger Time (TT): the time for selecting the generic connected entity to
define the trigger from the grid layout, i.e., the time to complete the trigger
Connected Entity Selection step in the rule definition process.

• Action Time (AT): the time for selecting the generic connected entity to
define the action from the grid layout, i.e., the time to complete the action
Connected Entity Selection step in the rule definition process.

• Rule Time (RT): the time for defining the entire rule, composed of the
Trigger and Action times (TT and AT), and the time needed for completing
the other steps of the rule definition process, i.e., Trigger Selection, Trigger
Details, Action Selection, and Action Details.

Furthermore, we extracted any consideration made by the participants from the
audio registrations.

4.1.7 Results
Improving Users’ Performance

All the time measures were lower with the optimized interface. Therefore, EU-
Doptimizer improved the Connected Entity Selection time in the trigger and in
the action definition. For defining triggers, users spent 37.29 seconds on average
(SD = 13.44) to select the connected entity when using the IFTTT interface,
while they spent 21.69 seconds (SD = 11.02) for the same operation when using
EUDoptimizer. Similarly, users spent 20.87 seconds (SD = 11.18) on the IFTTT
interface to select the connected entity for the action, while they spent 8.26 seconds
(SD = 8.97), only, for the same operation in EUDoptmizer. Such improvements
were reflected in the time needed by end users to define an IF-THEN rule (RT): the
EUDoptimizer interface, in fact, allowed participants to define rules faster that the
IFTTT interface (51.68± 18.28 seconds vs. 81.77± 23.14 seconds, respectively).

To investigate whether the differences in the measures were significant, we an-
alyzed the effect of the independent variable (IFTTT vs. EUDoptimizer) over the
three dependent variables (TT, AT, and RT) with a one-way repeated measures
ANOVA carried out in SPSS. The Mauchly’s sphericity test was satisfied in all
the three analysis. There was a significant main effect of the used interface on TT
(F (1,11) = 8.30, p < .05), AT (F (1,11) = 12.46, p < .05) and RT (F (1,11) = 15.82,
p < .05). For all the 3 dependent variables, a post-hoc test with the Bonferroni
correction revealed that the mean differences between the two interfaces were sta-
tistically significant (p < .05), thus confirming the evidence that EUDoptimizer
improved the selection time in the trigger and action definition phases, and the
overall definition time of trigger-action rules (RQ5).

To further demonstrate such a statement, we separately analyzed the measures
for the two uncommon rules, only (Figure 4.6). We were particularly interested in
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Figure 4.5: Average Trigger Time (TT), Action Time (AT), and Rule Time (RT)
compared between the IFTTT interface and its EUDoptmizer enhanced version.
All the time measures are lower in the optimized interface.

evaluating the potential of EUDoptimizer in the worst case. In fact, since we used
the dataset to weight items by their frequency, connected entities involved in the
uncommon rules were not placed in the first positions of the produced grid layouts.

Figure 4.6: Average Trigger Time (TT), Action Time (AT), and Rule Time (RT)
compared between the IFTTT interface and its EUDoptmizer version for the two
uncommon rules.

We found that the optimized interface improved the definition of triggers also for
the two uncommon rules. The TT measure was lower with the EUDoptimizer in-
terface (75.32±44.25 seconds vs. 116.81±49.19 seconds). On average, the selection
of an entity for defining actions was instead performed with similar performances
by participants (16.67 ± 24.21 seconds vs. 17.70 ± 33.43 seconds). However, the
time for defining the entire rules (RT measure) was considerably lower with the
EUDoptimizer interface (116.52± 59.82 seconds vs. 158.31± 53.17 seconds).
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Reducing Cognitive Load

Qualitative data extracted from the audio recorded files shows that the benefits
of EUDoptimizer are not restricted to time performance, only. The indications of
the participants, in fact, suggest that EUDoptimizer reduces the cognitive effort
to find connected entities by ordering the components layout with logical groups
of functional-related elements (RQ6). In particular, we found that the majority
users were frustrated in using the IFTTT interface. Without knowing the differ-
ences between the two evaluated interface versions, a participant using the IFTTT
interface said “I hate this task, it’s very difficult to find the desired technology,
I have already looked over the menu 4 times!” Other 4 participants pointed out
that entities seemed to be displayed in a random order, thus making impossible to
apply any search criterion. One participant said “I am forced to search the tech-
nology by looking sequentially to all the listed elements, from the top to the end
of the grid.” On the contrary, EUDoptimizer provided more support for selecting
the desired smart devices and online services. 5 participants were happy of the
“logical” groups of connected entities showed by EUDoptimizer. A participant, for
example, said: “in this interface elements are ordered meaningfully. This helps me
to find what I need.” Another participant said “here the Samsung Washer is near
to other appliances of the same type, it’s easy to find it.” The other participants
were instead happy because the entities they needed, especially for defining actions,
were displayed towards the top of the grid layout. A participant said: “I like this
interface [EUDoptimizer] because it proposes me the technologies I need in the first
positions and I can immediately select them.”

Despite promising, such findings are preliminary and based on qualitative data,
only. Future works would need to confirm the effects of EUDoptimizer in reduc-
ing cognitive load by means of quantitative measures, e.g., through NASA-TLX
surveys.

4.2 Recommending IF-THEN Rules for End-User
Development

In parallel with EUDoptimizer, we also explored another approach to assist
users in discovering and managing rules and related functionality. We tackled, in
particular, the emerging problem of recommending rules to end users. To this end,
we designed RecRules, a hybrid and semantic recommendation system of IF-THEN
rules. Recommendation techniques could improve both the reuse and the definition
of trigger-action rules, thus helping users who do not have technological and pro-
gramming skills to easily customize their smart devices and online services. When
browsing rules already created and shared by other users, in fact, a recommender
system could suggest relevant rules to be reused. When defining a new rule, instead,
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a recommender system could help users to complete their rules, e.g., by dynam-
ically suggesting relevant actions to auto-complete a defined trigger. Through a
mixed content and collaborative approach, the goal of RecRules is to recommend
by functionality: it suggests rules on the basis of the final behaviors users would
like to define, thus abstracting details such as brands or manufactures.

RecRules is designed as a top-N recommendation algorithm and it addresses
OWL content-based information and collaborative user preferences in a graph-based
setting to train learning to rank techniques. By leveraging the EUPont model, the
algorithm firstly uses a semantic reasoning process to enrich IF-THEN rules with
semantic information. Such a process allows RecRules to model rules in terms of
shared functionality. A rule for turning on a Philips Hue lamp, for example, is func-
tionally similar to a rule for opening the Hunter Douglas blinds, because they share
a common final goal, i.e., to light up a place. The semantically enriched rules are
then combined with collaborative information in a graph-based setting. RecRules
extracts different types of features based on the paths, i.e., acyclic sequences of
relationships between items, modeled in the graph. Such features are finally used
to train a learning to rank algorithm and compute top-N recommendations.

4.2.1 Background
Recommendation opportunities in EUD have not yet been consistently explored,

and most contemporary EUD solutions still continue to offer limited types of sug-
gestions, e.g., by promoting the most popular rules, only. From the early works,
EUD systems like EAGER [39] and Dynamic Macro [93] were using simple proactive
suggestions to help end users define their programs. Moreover, in the last decade,
recommendation technologies have been studied in the field of software engineer-
ing, mainly, from systems for feature recommendations [80, 65] to tools for source
code suggestions [98]. The goal of these works, however, is to assist developers,
instead of end users. In the same field, Ye and Fisher proposed CodeBroker [149],
a development environment that autonomously locates and delivers task-relevant
and personalized components into the current software development environment.
Malheiros et al. [91], instead, developed a recommender system to help novice de-
velopers solve change requests in their source code. Other previous work targeting
developers aim at suggesting APIs to facilitate expert-users in performing different
tasks. Duala-Ekoko and Robillard [49] proposed an approach that leverages the
structural relationships between API elements to make the related methods more
discoverable. Nguyen et al. [106] presented a novel API recommendation approach,
based on statistical learning, that taps into the predictive power of repetitive code
changes to provide relevant API recommendations. D’Souza et al. [40] developed
PyReco, an intelligent code completion system for Python that uses the mined
API usages from open source repositories to order the results according to rele-
vance rather than the conventional alphabetic order. Besides developers, only a

59



Discovering IF-THEN Rules and Functionality

few recent works takes into account end users, e.g., by suggesting relevant smart
“things” based on user preferences and interests, to optimize the time and cost
of using IoT in a particular situation [147]. Instead of suggesting smart “things,”
RecRules suggests IF-THEN rules that relate pairs of connected entities: to the
best of our knowledge, RecRules is one of the first examples of a recommendation
algorithm that aims at helping users define IF-THEN rules for personalizing their
smart devices and online services.

The algorithm is designed as a top-N semantic recommendation system. Refer-
ring to the top-N recommendation problem, several works have been proposed in
the last few years. One of the most popular algorithm in this field is SLIM [107],
an algorithm that uses a sparse linear method for learning a sparse aggregation
coefficient matrix to be used for computing top-N recommendations. SLIM has
been extended to incorporate both users and side information about items [108].
More recently, Wu et al. [145] proposed the Collaborative Denoising Auto-Encoder
(CDAE) algorithm, a novel method for top-N recommendation that utilizes the idea
of Denoising Auto-Encoders. Other works represented the top-N recommendation
task as a ranking problem using learning to rank. Rendle et al. [118] proposed a
Bayesian Personalized Ranking (BPR) criterion for optimizing a ranking loss. Also
BPR has been extended in other works, e.g., to compute useful recommendations in
cold start scenarios (BPR-MF [56]). Shi et al. [126] developed CLiMF, a novel col-
laborative filtering approach in which the model parameters are learned by directly
maximizing the Mean Reciprocal Rank (MRR), which is a well-known informa-
tion retrieval metric for measuring the performance of top-N recommendations.
The same authors developed TFMAP [126], a model that directly maximizes Mean
Average Precision with the aim of creating an optimally ranked list of items for
individual users under a given context. TFMAP uses tensor factorization to model
implicit feedback data (e.g., purchases, clicks) with contextual information. In our
work, we compared RecRules with several state-of-the-art top-N recommendation
algorithms, ranging from BPR-MF to Least Square SLIM [54].

Regarding semantic recommender systems, instead, several works have been
proposed in the literature [124, 23, 2, 101] with the aim of improving recommenda-
tion performances, and to overcome some drawbacks of collaborative methods such
as cold start and data sparsity. Furthermore, in the last 10 years, the advent of the
Linked Open Data (LOD) [11] initiative opened the way for a new class of ontolog-
ical recommender systems based on data freely available on the Web. One of the
first approaches that exploits LOD to build a recommender system was the work
of Heitmann and Hayes [66]. Here, the authors demonstrated that the usage of
Linked Data mitigates the new-user, new-item, and sparsity problems of collabora-
tive recommender systems. Fernández-Tobias et al. [51] showed a knowledge-based
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framework for cross-domain recommendations leveraging DBpedia6. Khrouf and
Troncy [75], instead, presented a novel hybrid approach built on top of Semantic
Web for event recommendations. Their system was enhanced by the integration of
a user diversity model designed to detect user propensity towards specific topics.
Contextually to the progression of LOD-based recommender systems, recommen-
dation methods based on generic heterogeneous networks have recently emerged.
Knowledge graph embedding approaches, in particular, have proven to be effective
to improve recommendations: they connect various types of information related
to items (e.g., genre, director, actor of a movie) in a unified global space, which
helps to develop insights on recommendation problems that are difficult to uncover
with user-item interaction data only [132]. State of-the-art methods in this context
mainly extend the latent factor model by considering similarities between items
derived from paths in a knowledge graph. Yu et al. [150], for instance, presented
a network-based entity recommendation method that uses path-based latent fea-
tures to represent the connectivity between users and items along different types
of paths. A global and local matrix factorization model, in particular, are learnt
by using the BPR [118] approach. Lao and Cohen [82] improved the classic Ran-
dom Walk with Restart approach by proposing a proximity measure defined as a
weighted combination of path types, called path experts, obtained by fitting a logis-
tic regression model. Ostuni et al. proposed SPRank [111], a hybrid recommender
system to compute top-N recommendations from implicit feedback using linked
data sources. SPRank directly formulates the problem of computing top-N recom-
mendations in the standard learning to rank setting adopted in Web search [90] by
replacing queries with users and document with items, and using user’s ratings as
relevance scores. It exploits an RDF graph, and it computes recommendations by
training a learning to rank algorithm through path-based features. SPRank has
also been extended to work with explicit feedback [109]. Similarly to SPRank, but
with a more specific application area, Oramas et al. [110] described how to create
and exploit a knowledge graph to supply a hybrid recommendation engine with
information that builds on top of a collection of documents describing musical and
sound items. They link the items to be recommended to external graphs such as
WordNet and DBpedia through tags and textual descriptions, thus semantically
enriching the initial data, and they add to the knowledge graph collaborative fil-
tering information by connecting users to musical and sound items on the basis
of their ratings. Then, they use the resulting knowledge graph in two versions of
the algorithm, by formulating different explicit graph feature mappings based on
entities and paths, respectively. Our approach is similar to previous works based
on heterogeneous networks, in the way that we combine semantic and collaborative
information to build a hybrid knowledge graph, and we use features based on the

6http://dbpedia.org, last visited on November 27, 2019
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paths modeled in the graph for mining the user-item interactions. However, we
exploit a semantic reasoning process on OWL ontologies to enrich IF-THEN rules
with side information. Such a process allows the algorithm to uncover connections
between rules in terms of shared functionality, and to capture the meaning of dif-
ferent types of path-based features. To implement the algorithm, in particular, we
used the Linked Open Data Recommender Systems Library (lodreclib7) provided
by the authors of SPRank [109].

4.2.2 Recommending By Functionality
RecRules aims to suggest IF-THEN rules on the basis of the final behaviors

users would like to define, e.g., increasing the temperature in a room. In this
way, RecRules can be exploited to compute recommendations for yet unknown or
rarely used devices or services, thus helping users to discover new functionality,
starting from their actual needs. The idea, in particular, is to abstract details
such as involved technologies, brands or manufactures while maintaining the same
low-level of abstraction of contemporary trigger-action programming platforms.

In these platforms, IF-THEN rules that differ from each other for some minor
details, only, e.g., the manufacturer of a device, are considered different even if they
are conceptually similar. A user that has already defined a rule for turning on her
Philips Hue lamp in the kitchen, however, could be also interested in turning on
other types of lamps, e.g., her LIFX lamp in the bedroom, or in opening the living
room blinds. Specifically, she could be interested in the following rules:

R1 if the kitchen Nest Cam recognizes me, then turn on the kitchen Philips Hue;

R2 if the living room Homeboy Cam detects a movement, then open the Hunter
Douglas blinds;

R3 if I open the SmartThings bedroom door, then turn on the bedroom LIFX
lamp.

Even if they share a common goal, i.e., to light up a room, R1, R2, and R3 are
considered different in contemporary trigger-action programming platforms because
they refer to different manufacturers. With such a technological-centric approach,
the users experience with trigger-action programming platforms is very limited,
and the actual end-user needs’ are not taken into account. As suggested by Ur et
al. [137], the continuous growth of trigger-action programming in the real world, and
its application to a range of online services and physical devices, suggests the need
to provide users with more support for discovering functionality, i.e., the behaviors
that rules aim to define.

7https://github.com/sisinflab/lodreclib, last visited on November 27, 2019
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To capture the similarities between R1, R2, and R3, thus characterizing them
on the basis of their final purpose, we exploited a semantic reasoning process that
enrich IF-THEN rules with semantic information. Different to previous works on
semantic recommender systems, that simply associate items with relevant entities
defined in online semantic datasets [58], the usage of reasoning capabilities allows
RecRules to capture detailed information and to discover hidden relationships be-
tween IF-THEN rules, e.g., in terms of shared functionality. The reasoning process
uses EUPont, with which the the similarities between R1, R2, and R3 can be re-
trieved by semantically reasoning on the ML and HL classes of the involved triggers
and actions. Both the actions “turn on the Philips Hue lamp” (R1) and “turn on
the LIFX lamp” (R3), for example, are instances of the Turn Lights On action
class, which is a subclass of the Illuminate action class. Furthermore, the action
“open the Hunter Douglas blinds” (R2) is an instance of the Open Blinds class,
which is a sibling class with respect to the Turn Lights On one, since the two
ML classes share a HL class, i.e., Illuminate. The semantic reasoning process is
detailed in Section 4.2.4.

4.2.3 Knowledge Graph Model & Problem Formulation
Linked Open Data (LOD) datasets can be viewed as vast decentralized knowl-

edge graphs, where nodes correspond to RDF8 entities, and labeled edges are prop-
erties connecting them. Furthermore, the semantic graph can be enriched with
collaborative filtering information by embedding the collaborative filtering prob-
lem in the semantic graph as well, where users and items to be recommended are
the nodes, and users’ feedback, either implicit or explicit, are the links [109]. By
reasoning on OWL ontologies, the semantic graph can be further enriched with
the additional properties and features given by OWL classes and sub-classes (Fig-
ure 4.7).

The resulting multi-relational graph can be modeled as a directed graph G =
{V, Σ} where V denotes the set of vertices and Σ indicates the set of properties that
connect them. In our model, the set of vertices is defined as V = U ∪ R ∪ I ∪ C,
where u ∈ U are users, r ∈ R are rules, i ∈ I are RDF individuals, and c ∈ C are
OWL classes.

Semantic properties may have different nature, so each property is labeled with
one label from the set L = {F, E, T}. The set of properties Σ ⊆ V × V × L is the
union of such different types of relationships, i.e., Σ = ΣF ∪ ΣE ∪ ΣT :

• ΣF ⊆ U×R×{F} represents the set of feedback relationships (label F), which
connects users to rules;

8https://www.w3.org/RDF/, last visited on November 13, 2019
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Figure 4.7: The knowledge graph built in RecRules. Users are connected to rules by
means of feedback relationships. Rules are in turn connected to RDF individuals
through individual relationships, and to OWL classes through class relationships

• ΣE ⊆ I × R × {E} ∪ I × I × {E} represents the set of entity relationships
(label E), which connects rules with RDF individuals, or RDF individuals
among themselves;

• ΣT ⊆ C × R × {T} ∪ C × C × {T} represents the set of type relationships
(label T), which connects rules with OWL classes, or OWL classes among
themselves.

Given the described model, the recommendation problem is formulated as fol-
lows. Considering the set of all users U , and the set of all rules R, the user profile
of each user u ∈ U is defined as Hu = {r ∈ R | r̂ur ∈ R̂}, where:

• in case of explicit feedback, R̂ is the user-item matrix, with each r̂ur ∈ R
representing the rating of the user u on the rule r;

• in case of implicit feedback, R̂ is the implicit feedback matrix, with each
r̂ur ∈ R representing the implicit relevance of the rule r for the user u.

Regardless of the feedback type, the matching between user interests and rule
content for each user-rule pair (u, r) ∈ U × R is mapped in the feature vector
xur⃗ ∈ RD, where D is the dimension of the feature space: each component xur ∈ R
represents the connection of the rule r to the user u according to a specific feature
k. The definition of the features is detailed in Section 4.2.4. In particular, we
rely on different types of path-based features, able to characterize the interaction
between users and rules with respect to collaborative information, technology-based
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similarities, and functionality-based similarities. Eventually, the training set TS
and the recommendation set RS are defined as:

TS =
⋃︂
u

{< u, r, xur⃗ , r̂ur > | r ∈ Hu} (4.14)

RS =
⋃︂
u

{< u, r, xur⃗ , r̂∗
ur > | r ∈ (R\Hu)} (4.15)

The final goal of the recommender system is to learn a scoring function from
the training data TS able to predict r̂∗

ur, in order to replicate for each user their
perfect ranking.

4.2.4 The RecRules Algorithm
Figure 4.8 shows the architecture of RecRules. The algorithm has been im-

plemented in Java by using the Linked Open Data Recommender Systems Li-
brary [109] (lodreclib9), and it is composed of two main phases, i.e., Knowledge
Graph Construction and Learning, joined by a contextual filter (User Context Fil-
ter). The implementation we adopted for our experiments is available at https:
//git.elite.polito.it/public-projects/recrules.

Figure 4.8: A schematic representation of the RecRules algorithm

Knowledge Graph Construction

Starting from a set of recommendable IF-THEN rules and the users’ history, i.e.,
which rules have been already defined or reused, RecRules first build a knowledge
graph that combines RDF individuals, OWL classes, and collaborative information.
Individuals, in particular, represent the technology information that characterize
the involved rules, i.e., low-level rules, triggers, actions, and involved connected
entities. Classes, instead, represent the functionality information that are used to
characterize the rules in terms of their final goal, independently of the involved
technological details.

9https://github.com/sisinflab/lodreclib, last visited on November 13, 2019
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Figure 4.9: The knowledge graph built by RecRules by considering the rules R1
and R2. Rules are linked with individuals (ovals), i.e., the technology information,
classes (rectangles), i.e., functionality information, and users, i.e., collaborative
information.

Figure 4.9 shows an example of a simple knowledge graph built by considering
R1 and R2, already reported in Section 4.2.2. Both rules have been extracted from
the dataset exploited in the evaluation and rephrased for the sake of readability:

R1 if the kitchen Nest Cam recognizes me, then turn on the kitchen Philips Hue;

R2 if the living room Homeboy Cam detects a movement, then open the Hunter
Douglas blinds.

Here, we describe the creation of the graph reported in the figure by highlight-
ing its different parts, and we show how the graph is used in the recommendation
process. In the example, we deliberately chose to represent a simple scenario with
2 users and 2 rules, only, to allow a better understanding of the underlying process.
In a normal recommendation process, the algorithm models much more complex
scenarios, where multiple users and rules are connected through different complex
paths.

66



4.2 – Recommending IF-THEN Rules for End-User Development

Semantic Linking & Graph Instantiation. To build a semantic graph such
as the one reported in Figure 4.9, IF-THEN rules need to be linked to ontologi-
cal sources. Different techniques and available ontological sources can be used for
this purpose: the identification of entities in text-based resources is a well-known
task in the Natural Language Processing community and it has recently gained
momentum thanks to the availability of knowledge bases publicly available on the
Web [125]. In our work, we link IF-THEN rules with the EUPont ontology. Since
the dataset exploited in the evaluation (Section 4.2.5) is composed of trigger-action
rules extracted from IFTTT, we exploit the instantiation of EUPont for IFTTT,
that offers a hierarchical functionality representation of more than 500 triggers and
actions supported by the popular platform. For linking rules to EUPont, in particu-
lar, we use the translation procedure described in Section 3.1.3, with which triggers
and actions are linked to the corresponding ontological entities on the basis of their
description and the devices involved and web applications. After the linking pro-
cess, RecRules instantiates a semantic graph by adding the IF-THEN rules to be
recommended, and by connecting them to the technology information that can al-
ready be extracted from contemporary trigger-action programming platforms. Such
information are represented as RDF individuals, while their connections as entity
relationships. In the graph of Figure 4.9 individuals are represented as ovals, and
their connections as the hasAction, hasTrigger, isOfChannel, and hasCategory
entity relationships. As zoomed in Figure 4.10, the rule “if the kitchen’s Nest Cam
recognizes me, then turn on the kitchen Philips Hue” (R1) is linked with the Nest
Cam User Recognized trigger and with the Philips Hue Turn Light On action,
for example.

Figure 4.10: The figure is a zoom of Figure 4.9 that exemplifies the Semantic
Linking & Graph Instantiation phase of RecRules. The rule R1, in particular,
is linked to its trigger and its action by means of hasTrigger and hasAction
entity relationships, respectively. The trigger and the action are in turn linked
to other technology information through isOfChannel and hasCategory entity
relationships, respectively.

67



Discovering IF-THEN Rules and Functionality

Semantic Reasoning Process. To enrich IF-THEN rules with semantic infor-
mation, and to characterize them in terms of shared functionality, we use a se-
mantic reasoning process. The process analyzes triggers and actions of each rule,
and recursively extracts their OWL ML and HL classes that represent the hier-
archical characterization of triggers and actions offered by EUPont (functionality
information, represented as rectangles in Figure 4.9). Such information are then
linked in the form of OWL classes to the involved IF-THEN rules by means of the
triggerFunctionality, actionFunctionality, and subclassOf type relation-
ships. To implement the semantic reasoning process, RecRules uses OWL API [68],
a high level Application Programming Interface (API) for working with OWL on-
tologies in Java, and the HermiT reasoner [61]. A semantic reasoner is a piece of
software able to infer logical consequences from a set of asserted facts or axioms.
HermiT, in particular, supports several specialized reasoning services such as class
and property classification, as well as a range of features outside the OWL stan-
dard such as DL-safe rules and description graphs. We employ it to discover all the
EUPont classes that can be used to characterize a trigger or an action, including
the cases in which this information is not explicitly available, e.g., when a trigger
or an action can be classified under different branches of the EUPont hierarchy.
As zoomed in Figure 4.11, the rule “if the living room Homeboy Cam detects a
movement, then open the Hunter Douglas blinds” (R2), for example, is connected
both to the Lighting Action and the Temperature Action hierarchy branches.

Collaborative Filtering Mapping. The last part of Knowledge Graph Con-
struction phase is the Collaborative Filtering Mapping, with which RecRules adds
collaborative information to the semantic graph, i.e., how the rules are used and
supported by the community of end users. In this way, the algorithm is able to dis-
criminate between relevant rules, i.e., rules that are appreciated by the users, and
not relevant rules, i.e., rules that are not appreciated and therefore should not be
recommended. To add such feedback relationships, the algorithm defines a labeling
function

γ : R −→ {relevant, not relevant} (4.16)

Different strategies can be used to define the labeling function, ranging from
implicit feedback metrics (e.g., how many times a rule has been reused by other
users), to explicit feedback metrics (e.g., rule ratings). In our evaluation of the
approach (Section 4.2.5) we exploit a Graded Implicit Feedback [84] strategy by
normalizing between 1 and 5 the number of times a rule has been reused by others.
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Figure 4.11: The figure is a zoom of Figure 4.9 that exemplifies the Semantic
Reasoning Process phase of RecRules. The rule R2, in particular, is linked to the
Lighting Action and the Temperature Action hierarchy branches of EUPont by
means of triggerFunctionality, actionFunctionality, and subclassOf type
relationships.

Learning

The generated semantic graph is then used in the Learning phase to extract
different types of path-based features and to train a learning to rank model. De-
pending on the user for whom the recommendations need to be computed, the graph
can be dynamically filtered through the User Context Filter. After the filtering pro-
cess, the graph is restricted to IF-THEN rules that can be actually recommended
to that user, i.e., the rules involving devices or web applications that the user is
authorized to control.

Path-Based Features Extraction. To recommend IF-THEN rules, RecRules
exploit the underlying connections modeled in the semantic graph. From the graph,
in particular, the algorithm extracts path-based features able to characterize the
interaction between users and rules. Given the sets of users U and rules R, a path
pu,r is an acyclic sequence of adjacent relationships of length greater or equal than
2 that links a user u ∈ U to a rule r ∈ R in the semantic graph. The first step of
the path pu,r links the user u to a rule belonging to her user profile Hu, while the
rest of the path reaches the terminal rule r that does not necessarily belong to the
user profile. Thanks to the information coded in the semantic graph, RecRules is
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able to distinguish paths on the basis of their meaning:

Collaborative Paths. A collaborative path involves feedback relationships, only,
i.e., it connects a user to a rule by means of other users. Considering the prop-
erty labels L, collaborative paths have the form (F, F, F, ..., F ). Figure 4.12
shows a collaborative path extracted from the semantic graph of Figure 4.9.
Here, u1 is linked to r2 by means of the path p1u1,r2 = {relevant, relevant−1,
relevant}. Besides this simple example, the algorithm is able to deal with
more complex collaborative paths, i.e., that involve multiple rules connected
through feedback relationships.

Figure 4.12: Connection between User 1 and Rule 2 through a collaborative path.

Technology Paths. A technology path is a path that, excluding the first re-
lationship, involves entity relationships, only, i.e., it connects a user to a
rule by means of technological information. Technology paths have the form
(F, E, E, ..., E). Figure 4.13 shows a technology path extracted from the se-
mantic graph of Figure 4.9. Here, u1 is linked to r2 by means of the path
p2u1,r2 = {relevant, hasTrigger, isOfChannel, hasCategory, hasCategory−1,
isOfChannel−1, hasTrigger−1}. Besides this simple example, the algorithm
is able to deal with more complex technology paths, i.e., that involve multiple
rules connected through entity relationships.

Figure 4.13: Connection between R1 and R2 through a technology path.

Functionality Paths. A functionality path is a path that, excluding the first
relationship, involves type relationships, only, i.e., it connects a user to a
rule by means of functionality information. Functionality paths have the
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form (F, T, T...T ). Figure 4.14 shows a functionality path extracted from the
semantic graph of Figure 4.9. Here, u1 is linked to r2 by means of the path
p3u1,r2 = {relevant, actionFunctionality, subClassOf, subClassOf−1,
actionFunctionality−1}. Also in this case, besides this simple example,
the algorithm is able to deal with more complex technology paths, i.e., that
involve multiple rules connected through type relationships.

Figure 4.14: Connection between R1 and R2 through a functionality path.

We define the signature k of a path pu,r as the sequence of the actual properties
traversed by the path. The signature k = 1 of the path p1u1,r2 is, for example,
{relevant, relevant−1, relevant}. Each distinct signature k maps to a distinct
dimension xur(k) of the feature vector xur⃗ . Considering a path with signature k,
in particular, the feature component xur(k) is computed by counting #pu,r(k), i.e.,
how many instances of paths having signature k exist between a user u and a rule r.
For the graph of Figure 4.9, for example, #pu1,r2(1) = 2, since there are 2 instances
of the path {relevant, relevant−1, relevant} that connect u1 to r2. To compare
features between different users, we follow the strategy of Di Noia et al. [109] by
introducing a user-based normalization. At the end, the components of the feature
vector are computed with the following formula:

xur(k) = #pu,r(k)−minw∈R (#pu,w(k))
maxw∈R (#pu,w(k))−minw∈R (#pu,w(k)) (4.17)

Equation (4.17) represents the importance of the path of type k between user u
and rule r.

Model Training. To finally compute top-N recommendations, a ranking model
from training data is built using a learning to rank technique. The goal of the Model
Training phase is to learn a scoring function in such a way the model can sort new
items according to their relevance. Different techniques can be used for this pur-
pose. They can be classified into three main categories: pointwise, pairwise, and
listwise. In our evaluation of RecRules (Section 4.2.5) we explore three popular
learning to rank algorithms that can be considered as the baseline in the corre-
sponding learning to rank category, namely Random Forest [15], RankBoost [53],
and LambdaMart [144].

Pointwise Learning to Rank. Pointwise approaches look at a single instance at
a time, and transform the ranking problem into a regression or a classification
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one. In particular, they take a single instance at a time, and train a classifier
(or a regressor) to predict its relevance. Each instance is therefore indepen-
dent from each other, and the final ranking is achieved by simply sorting
the result list looking at the predicted scores. For the pointwise category,
RecRules uses Random Forest, an algorithm that constructs a multitude of
decision trees at training time and outputs the class label for classification
(or the mean prediction for regression) of the individual trees.

Pairwise Learning to Rank. Pairwise approaches look at a pair of instances at
a time, and try to find out their optimal ordering. The goal for a pairwise
ranker is to minimize the number of inversions in ranking, i.e., cases where
the pair of results are in the wrong order relative to the ground truth. For
the pairwise category, RecRules uses RankBoost, an algorithm that builds a
linear combination of weak rankers, and optimizes a loss function based on
the exponential difference between the relevance of pairs of items.

Listwise Learning to Rank. Listwise approaches directly look at the entire list
of instances. In particular, they try to come up with the optimal ordering
by minimizing a loss function defined over the ranked list of instances. For
the listwise category, RecRules uses LambdaMart (LMART), an algorithm
that exploits the normalized Discounted Cumulative Gain (nDCG) metric for
fitting the parameters of the regression trees

4.2.5 Algorithm Evaluation
We evaluated RecRules through different experiments. First, we assessed the ef-

fectiveness of recommending by functionality by exploring the accuracy of 3 learning
to rank techniques trained with different types of path-based features. Finally, we
compared RecRules with state-of-the-art collaborative filtering, ranking-oriented,
and semantic-aware recommendation algorithms. Two research questions, in par-
ticular, guided the study:

RQ7) To what extent the different types of path-based features influence the rec-
ommendation accuracy?

RQ8) Does RecRules outperform state-of-the-art recommendation systems in sug-
gesting IF-THEN rules?

Dataset

The evaluations were based on the IFTTT dataset of Ur et al. [137]. To the
best of our knoweldge, this is the only publicly available dataset of IF-THEN rules
defined and shared by different users. As already reported in Section 3.1.3, the
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dataset contains 295,156 rules created and shared by 129,206 different authors, and
has a high degree of sparsity (97.51%, Table 4.3).

Table 4.3: IFTTT dataset statistics.

Metric Value
Users (#) 129,206
Items (#) 295,156

Sparsity (%) 97.51

Table 4.4: Example of a rule stored in the IFTTT dataset exploited for the evalu-
ation.

Field Value

Id 100301
Description Save Soundcloud likes to Google Drive.
Author gigaphon
Trigger Channel SoundCloud
Trigger New public like
Trigger Descrip-
tion

This Trigger fires every time you like a public track.

Action Channel Google Drive
Action Upload file from URL
Action Description This Action will download a file at a given URL and add it

to Google Drive at the path you specify. NOTE: 30 MB file
size limit.

Shares 2.2k

Table 4.4 shows a rule extracted from the dataset. Beside the information about
the trigger (Trigger Channel, i.e., involved connected entity, Trigger, and Trigger
Description) and the action (Action Channel, i.e., involved connected entity, Action,
and Action Description), each rule includes data about the author who created it
(Author), a description of the entire rule (Description), and the information about
how many times the rule has been reused by other users (Shares). According to the
dataset, some rules were reused more than 400,000 times, while others were reused
only by one user (M=837.79, SD=9452.77, range=1 : 476355). We used this in-
formation to calculate the labeling function γ (Eq. 4.16), in order to define relevant
and not relevant rules. As suggested in [84], instead of randomly choosing negative
data points, we computed a Graded Implicit Feedback (GIF) by normalizing the
number of reuse between 1 and 5. Then, we defined γ as
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γ =

⎧⎨⎩relevant, if GIF > 3
not relevant, otherwise

(4.18)

The threshold was empirically set to 3 to obtain two homogeneous groups.
Our idea was to promote rules that were already reused by a consistent number
of users. Table 4.5 reports the distribution stemming from the labeling function
γ: at the end, 45.88% of the rules were considered as “not relevant”, while the
remaining 54.12% were considered as “relevant.” Finally, since the dataset does
not contain any information about which smart devices or online services can be
actually controlled by each user, we set up the User Context Filter by supposing
that each user is authorized to control any connected entity. For all the experiments,
we follow a k-fold cross-validation approach by randomly splitting up the dataset
into 10 groups. Similarly, the tuning of the parameters in the learning to rank
algorithms was performed through cross validation on validation data obtained by
selecting 15% of items for each user from the original dataset.

Table 4.5: Distribution of the computed Graded Implicit Feedback (GIF), obtained
by normalizing between 1 and 5 the number of shares.

GIF Label Coverage
1 not relevant 32.46%
2 not relevant 13.42%
3 relevant 5.38%
4 relevant 14.3%
5 relevant 34.44%

Procedure

In all the evaluations, we used the “all unrated items” methodology [129], that
consists in computing a top-N recommendation list for each user and by predicting a
score for every item not rated by that particular user, including those that are not in
the test set. The main assumption in this methodology is that all the unrated items
are considered to be irrelevant for the user, with the effect of underestimating the
recommendation quality. However, the user experience in top-N recommendation
applications depends on the ranking of all items. This implies that, in this case, the
“all unrated items” methodology is more suitable than the “rated test-items,” where
only the test data are considered for generating the top-N recommendations [129].
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Metrics

We used different metrics for investigating the results. All of them were com-
puted for each single user and then averaged. In particular, we measured the
recommendation accuracy with three standard performance metrics, i.e., precision,
recall, and normalized discounted cumulative gain.

For the definition of the metrics, we considered:

• R, i.e., the set of all the trigger-action rules;

• S, i.e., the set of top-N recommendations;

• m+,N , i.e., the number of recommendations in S that are relevant;

• m+, i.e., the number of all relevant rules.

Precision represents the fraction of the top-N recommended rules that are relevant
among all the recommended items S. It is computed with the formula

prec@N = m+,N

N
(4.19)

Recall represents the fraction of the top-N recommended rules that are relevant
over the total amount of relevant rules. The recall is computed with the formula

rec@N = m+,N

m+ (4.20)

Different from precision and recall, which are binary metrics that consider the rele-
vance of the items, only, normalized Discounted Cumulative Gain (nDCG)
can handle graded values by taking into account both relevance and rank position.
Given r̂urj

, i.e., the GIF of u to the rule rj in the j-th position of the recom-
mended rules S, and IDCG@N , i.e., a normalization factor that represents the
score obtained by an ideal or perfect top-N ranking, nDCG@N is computed with
the formula

nDCG@N = 1
IDCG@N

N∑︂
j=1

2r̂urj − 1
log2(1 + j) (4.21)

In addition to precision, recall, and nDCG, we used diversity, coverage, and serendip-
ity metrics to investigate our results beyond accuracy. Standard accuracy metrics,
in fact, cannot measure all the different aspects of a recommendation process, and
the recommendations that are most accurate according to the standard metrics are
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sometimes not the recommendations that are most useful to users [97].

Diversity measures how dissimilar recommended items are for a user. A pop-
ular metric for measuring diversity is the Intra-List Similarity (ILS) [156]. We used
the Jaccard similarity coefficient J to calculate the similarity between 2 rules in
terms of technologies, i.e., involved smart devices or online services. We firstly
defined τ(r) as the set of connected entities involved in triggers and actions of a
given rule r. Then, we define ILS as

ILS@N = 1
2

∑︂
ri∈S

∑︂
rj∈S

J(τ(ri), τ(rj)) (4.22)

The Jaccard similarity coefficient measures similarity between finite sample sets,
e.g., A and B. The coefficient is defined as the size of the intersection divided by
the size of the union of the sample sets:

J(A, B) = |A ∩B|
|A ∪B|

(4.23)

In our case, A = τ(ri) and B = τ(rj) represent the set of connected entities
involved in triggers and actions of 2 different rules.

Coverage represents the percentage of things (items, users, or ratings) that the
recommender system is able to recommend. Not being able to predict a particular
set of users or items is usually caused by an insufficient number of ratings, and is
generally known as the cold start problem. In our work, we used the item cover-
age metric, i.e., the number total number of recommended rules (n) over the total
number of trigger-action rules

COV @N = n

|R|
100 (4.24)

Serendipity is the measure of how surprising the successful or relevant recom-
mendations are. We assessed serendipity through the unserendipity metric [155],
by using the Jaccard similarity coefficient J to measure the technological similarity
in terms of involved connected entities between rules in the user’s profile (Hu) and
new recommendations in S. Lower values of this metric indicate that recommen-
dations deviate from a user’s traditional behavior, and hence are more surprising.
For a given user u, in particular, unserendipity is defined as

UNSER@N = 1
|Hu|

∑︂
ri∈Hu

∑︂
rj∈S

J(τ(ri), τ(rj))
20 (4.25)
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4.2.6 Results
Approach Effectiveness

We analyzed the main characteristic of RecRules, i.e., recommending by func-
tionality, by exploring to what extent the different types of path-based features
influence the recommendation process, and, in particular, recommendation accu-
racy (RQ7).

For this purpose, we compared the accuracy of the 3 learning to rank techniques
implemented in RecRules, i.e., Random Forest, RankBoost, and LambdaMart, in
two different configurations, by changing the Learning phase of RecRules. In par-
ticular, i) we first trained the algorithms by exploiting collaborative and technology
paths, only (CT configuration), and ii) we then trained the same algorithms by us-
ing all the collaborative, technology, and functionality paths (CTF configuration),
with the aim of understanding whether the functionality information improved the
recommendation process. Table 4.6 reports the results of such a comparison in
terms of precision, recall, and nDCG. As shown in the table, the exploitation of
functionality paths in the recommendation process resulted in an increase of the
recommendation accuracy: except for nDCG@10 of LambdaMart, which values
are almost equal, all the accuracy metrics are better in the CTF configuration
than the CT configuration. This suggests that, by extracting similarities between
rules in terms of shared functionality, RecRules is able to uncover useful hidden
connections between rules that cannot be identified in contemporary trigger-action
programming platforms. This introduces different advantages: the algorithm can
overcome technological constraints and suggest IF-THEN rules even for rarely used
devices and web applications, on the basis of the actual user’s needs.

Another result that can be extracted from Table 4.6 is that Random Forest
and LambdaMart (the pointwise and listwised approaches, respectively) provided
similar results, and performed better than RankBoost (the pairwise approach) for
all the metrics and configurations. Random Forest in the CTF configuration, in
particular, was selected as the winning configuration since it provided the best
results in general. The Random Forest algorithm, indeed, works especially well for
high-variance, low-bias datasets (as the one exploited in this evaluation), and it
offers a good handling of missing data.

To further investigate the potential of recommending by functionality, we analyzed
the recommendations computed by RecRules in its 2 configuration, i.e., CT and
CTF, with diversity (ILS), coverage (COV), and serendipity (UNSER) metrics.
The goal was to go beyond accuracy, thus identifying other advantages of recom-
mending by functionality. Table 4.7 reports the results for the ILS, COV, and
UNSER metrics using Random Forest. While the 2 configurations resulted in rec-
ommendations with similar coverage and serendipity, recommendations computed
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Table 4.6: Comparative results in terms of precision, recall, and nDCG of the
three learning to rank algorithms implemented in RecRules in two different config-
urations, i.e., CT (collaborative and technology features) and CTF (collaborative,
technology, and functionality features). Bold numbers are used to highlight the
best results for to the same learning to rank algorithm, while gray cells indicate the
best results across all the evaluated algorithms. Results are the average of 5 equal
experiments.

Algorithm prec@5 rec@5 nDCG@5 prec@10 rec@10 nDCG@10

CT 0.1077 0.2090 0.4920 0.0772 0.2901 0.5830Random
Forest CTF 0.1211 0.2177 0.5054 0.0813 0.3019 0.6452

CT 0.0743 0.1309 0.4558 0.0570 0.1998 0.5515Rank
Boost CTF 0.0967 0.1894 0.4861 0.0660 0.2536 0.5753

CT 0.0900 0.1918 0.4884 0.0633 0.2589 0.5756Lambda
Mart CTF 0.1115 0.2123 0.4893 0.0858 0.2941 0.5754

by RecRules in the CTF configuration were less similar in terms of involved con-
nected entities with respect to the suggestions proposed by RecRules in the CT
configuration (ILS = 0.0439 vs. ILS = 0.1088, respectively). This confirms that,
by using functionality-based features, RecRules encourages the recommendation of
IF-THEN rules for controlling new devices and online services, without affecting
accuracy.

Table 4.7: Diversity (ILS metric), coverage (COV metric), and serendipity (UNSER
metric) results for CT and CTF configurations using Random Forest. Bold num-
bers are used to highlight the best results. Results are the average of 5 equals
experiments.

Configuration ILS@10 COV@10 UNSER@10

CT 0.1088 13.94% 0.6774
CTF 0.0439 13.57% 0.6243

Comparison With Other Algorithms

Beside investigating the effectiveness of the functionality-based features, we
compared RecRules in its best setting, i.e., Random Forest in the CTF configu-
ration, with state-of-the-art collaborative filtering, ranking-oriented and semantic
recommendation algorithms (RQ8), namely:

• Item-KNN. The Item-KNN algorithm used for the evaluation is a baseline
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item-based K-Nearest Neighbours (KNN) algorithm [57]. KNN is a non-
parametric, lazy learning method that uses a database in which the data
points, i.e., the items, are separated into several clusters to make inference for
new samples. Item-KNN does not make any assumptions on the underlying
data distribution but it relies on item feature similarity.

• User-KNN. The User-KNN algorithm used for the evaluation is a baseline
user-based K-Nearest Neighbours algorithm [57]. Differently from Item-KNN,
User-KNN recommends items by analyzing similar users: it firstly finds the
K-nearest neighbors to a specific user a, and it then predicts the rating that
a will give to all items the k neighbors have consumed but a has not.

• Soft Margin Ranking MF (SMR MF). The SMR MF is a matrix fac-
torization model for item ranking which uses ordinal regression score as loss
function [142]. Matrix factorization methods represent the state-of-the-art
for rating prediction tasks.

• BPR-MF. The BPR-MF algorithm [56] is a hybrid extension of the Bayesian
personalized ranking (BPR) [118] that learns a linear mapping on the user/item
features from the factorization matrix. This extension of BPR is able to com-
pute useful recommendations in cold-start scenarios.

• BPR-SLIM. The BPR-SLIM algorithm is an extension of the SLIM algo-
rithm [107] that uses the BPR criterion. SLIM, in particular, uses a Sparse
Linear method for learning a sparse aggregation coefficient matrix.

• WRMF. The WRMF algorithm [69] is a weighted matrix factorization method
that interprets the number of times an item is observed by a user as a measure
for the user preference, and uses regularization to prevent overfitting.

• Least Square SLIM (LS SLIM). The LS SLIM algorithm is a variant of
the SLIM algorithm in which the the model is learned using a coordinate
descent algorithm with soft thresholding [54].

• Item Attribute KNN (IA KNN). The IA KNN algorithm used for the
evaluation is an attribute-based K-Nearest Neighbours approach [57]. Be-
sides items, users, and ratings, the algorithm can access other types of side
information in the form of item attributes. In our evaluation, we provided
the algorithm with the semantic information used in RecRules, i.e., OWL
classes and super-classes of each trigger and action according to the EUPont
ontology.

• BPR-Linear. BPR-Linear [56] is a hybrid matrix factorization method able
to work with sparse datasets. As for the Item Attribute KNN algorithm, BPR-
Linear is able to manage side information. Also in this case, we enriched the
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algorithm with the semantic information provided by EUPont.

• Entity Graph-Embedding (EGE). The EGE algorithm is a hybrid se-
mantic recommender system proposed by Oramas et al. [110]. The algorithm
exploits a knowledge graph and two different embedding approaches to en-
code knowledge graph information into a linear feature representation. In the
Entity Graph-Embedding, in particular, features are calculated by analyzing
the neighborhood of each entity composing the knowledge graph.

To compute the recommendations with Item-KNN, User-KNN, Soft Margin
Ranking MF, BPR-MF, BPR-SLIM, WRMF, Least Square SLIM, Item Attribute
KNN, and BPR-Linear we used MyMediaLite [57], a publicly available software
library for recommender systems. For implementing the Entity-Based Graph-
Embedding algorithm, instead, we used the lodreclib library [109], by building the
same knowledge graph built in RecRules, i.e., with the semantic information of
EUPont.

Table 4.8: Comparison of RecRules with other state-of-the-arts algorithms in terms
of precision, recall, and normalized discounted cumulative gain on top-N recommen-
dations (with N=5 and 10). Results are the average of 5 equals experiments.

prec@5 rec@5 nDCG@5 prec@10 rec@10 nDCG@10

RecRules 0.1211 0.2177 0.5054 0.0813 0.3019 0.6452
Item-KNN 0.0847 0.1807 0.1939 0.0514 0.2383 0.2095
User-KNN 0.0961 0.2103 0.2410 0.0520 0.2277 0.2419
SMR MF 0.0760 0.1716 0.1942 0.0452 0.2019 0.1905
BPR-MF 0.1085 0.1898 0.2082 0.0664 0.2148 0.2131
BPR-SLIM 0.1110 0.1976 0.2224 0.0616 0.2200 0.2216
WRMF 0.1155 0.2045 0.2228 0.0618 0.2217 0.2223
LS SLIM 0.1105 0.1970 0.2196 0.0604 0.2158 0.2229
IA KNN 0.0273 0.0845 0.2398 0.0207 0.1302 0.2357
BPR-Linear 0.0504 0.1708 0.2957 0.0356 0.2383 0.2890
EGE 0.0975 0.1918 0.4728 0.0656 0.2467 0.5625

Table 4.8 reports the results of the comparison evaluation in terms of accuracy
metrics for all the algorithms. Looking at the results, our algorithm outperformed
the algorithms that do not take into account semantic information in computing
recommendations. In particular, RecRules performed better than baseline collabo-
rative filtering methods (i.e., Item-KNN and User-KNN) and Matrix Factorization
approaches (i.e., Soft Margin Ranking MF, BPR-MF, and WRMF) in terms of pre-
cision, recall, and nDCG. Furthermore, it also outperformed other hybrid learning
to rank methods such as BPR-SLIM and Least Square SLIM. This further confirms
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the usage of semantic information capturing functionality similarities improved the
recommendation accuracy (RQ7).

The comparison of RecRules with Item Attribute KNN and BPR-Linear, i.e.,
the 2 algorithms that used semantic information as item attributes, highlights that
the potential of our approach is not the usage of semantic information, only, but is
its usage as a graph. Indeed, the usage of the underlying knowledge graph, along
with the extraction of different path-based features, provided clear advantages in
terms of precision, recall, and nDCG with respect to Item Attribute KNN and
BPR-Linear.

The benefits of using a graph-based model, in particular, can be glimpsed by
looking at the results of the Entity Graph-Embedding (EGE) approach, i.e., the
other algorithm able to exploit the same knowledge graph built in RecRules. EGE,
in particular, outperformed all the other evaluated state-of-the-art algorithms in
terms of recommendation accuracy, and provided results in line with those obtained
with RecRules, especially for what concern the nDCG metric. The high nDCG val-
ues of EGE and RecRules, in particular, suggest that the usage of an underlying
knowledge graph positively influences the capability of the 2 algorithms in ranking
IF-THEN rules by relevance. Moreover, precision, recall, and nDCG were slightly
higher with RecRules: we can reasonably conclude that using the knowledge graph
to capture connections between IF-THEN rules in terms of shared functionality,
i.e., functionality paths, is a promising approach.

To further investigate the potential of RecRules, we repeated our analysis of diver-
sity, coverage, and serendipity by looking at the recommendations of the previous
state-of-the-art approaches. Table 4.9, in particular, reports the results of the ILS,
COV, and UNSER metrics for all the evaluated algorithms.

Only the recommendations computed with EGE covered a higher number of
rules with respect to RecRules (COV = 18.72% vs. COV = 13.57%, respectively),
but its recommendations were in general less surprising than the rules suggested
by RecRules (UNSER = 0.9812 vs. UNSER = 0.6243, respectively). Looking
at the table, also the recommendations computed by the other 2 algorithms that
used semantic information, i.e., Item Attribute KNN and BPR-Linear, were in
general less surprising than the rules suggested by RecRules: this may suggest that
using different semantic path-based features, based on technology, collaborative,
and functionality information, resulted in a higher serendipity. Furthermore, even
if the RecRules suggestions were in general less surprising than the rules suggested
by the other collaborative filtering and ranking-oriented methods, i.e., Item-KNN,
User-KNN, Soft Margin Ranking MF, BPR-MF, BPR-SLIM, WRMF, and Least
Square SLIM, recommendations computed by RecRules were less similar in terms
of involved technologies, brands, and manufacturers with respect to the majority of
the other evaluated algorithms: only for the Item-KNN and Soft Margin Ranking
MF the ILS metric was slightly lower.
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Table 4.9: Comparison of RecRules with other state-of-the-arts algorithms in terms
of diversity (ILS metric), coverage (COV metric), and serendipity (UNSER met-
ric) on top-N recommendations (with N=10). Results are the average of 5 equals
experiments.

ILS@10 COV@10 UNSER@10
RecRules 0.0439 13.57% 0.6243
Item-KNN 0.0362 4.53% 0.0167
User-KNN 0.0476 3.14% 0.0129
SMR MF 0.0419 3.64% 0.0208
BPR-MF 0.0571 3.66% 0.5083
BPR-SLIM 0.0685 5.18% 0.5360
WRMF 0.0857 4.28% 0.5253
LS SLIM 0.0476 3.46% 0.4851
IA KNN 0.1125 12.01% 1.1616
BPR-Linear 0.1328 11.90% 1.2695
EGE 0.0471 18.72% 0.9812

4.3 Discussion and Guidance for Future Research
With the representation models adopted by contemporary trigger-action pro-

gramming platforms, where connected entities are modeled on the basis of the
underlying brand or manufacturer, the number of supported triggers and actions is
continuously growing, and users experience difficulties in finding the functionality
they need to define their IF-THEN rules (information overload issue). In this chap-
ter, we investigated two different approaches to support end users in discovering
and managing rules and related functionality, i.e., EUDoptimizer and RecRules.

EUDoptmizer. We proposed EUDoptimizer to interactively assist end users in
defining IF-THEN rules with an optimizer in the loop. The goal is to dy-
namically redesign layouts in a trigger-action programming interface in an
interactive way, i.e., by considering the choices made by the user, so that that
the needed functionality are immediately displayed on the top of the interface.
To reach our goal, we adapted a state-of-the-art predictive model of user per-
formance in menu search, and we defined a novel model to organize connected
entities (i.e., various smart devices, online services, ...) on the basis of their
final functionality. We used different optimization algorithms to explore the
design space, and we integrated the optimization methods on top of IFTTT.
The EUDoptimizer implementation, in particular, suggests that the approach
is valuable. Off-line results obtained with 10,000 iterations (~15/20 minutes
on a regular laptop) were promising, and showed that satisfactory solutions
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can be obtained in a reasonable amount of time. This is confirmed by the
results of the user study, where EUDoptimizer performed the optimizations in
real-time, by interacting with the participants. By comparing EUDoptimizer
with IFTTT, in particular, we found that IF-THEN rules were defined in less
time with the optimized interface. Even for the most uncommon rules, for
which the involved connected entities were not placed on the top of the lay-
outs, EUDoptimizer partially reduced the time effort needed by participants
to complete the tasks. Furthermore, qualitative data extracted from the user
evaluation suggest that EUDoptimizer reduces the cognitive effort to define
IF-THEN rules by redesigning the grid layouts of user interfaces for trigger-
action programming with a focus on the final functionality of the supported
technologies.

RecRules. As suggested by previous work [64], an alternative approach to func-
tionality discovery is to directly suggests proper IF-THEN rules to be acti-
vated, on the basis of the user’s needs. To this end, we presented RecRules,
our hybrid and semantic recommendation algorithm for suggesting IF-THEN
rules. Through a mixed content and collaborative approach, RecRules ex-
ploits different path-based features and learning to rank techniques, and it is
able to interact with OWL ontologies to compute top-N recommendations.
For the semantic part, we exploited the EUPont model. With such a rep-
resentation, RecRules not only takes into account connected entities already
used by users, but is able to recommend IF-THEN rules on the basis of
their final functionality, i.e., the behavior that they aim to define. By ex-
ploiting a dataset of trigger-action rules created and shared by real users
on IFTTT, we demonstrated the effectiveness of our approach by evaluat-
ing three different learning to rank algorithms, and by investigating to what
extent the different path-based features affected the computed recommen-
dations. Furthermore, we showed that RecRules outperforms state-of-the-
art ranking-oriented and semantic recommendation algorithms. In terms of
accuracy metrics, i.e., precision, recall, nDCG, RecRules outperformed all
the other evaluated approaches, ranging from baseline collaborative filter-
ing methods, e.g., Item-KNN and User-KNN, to other semantic-based ap-
proaches that used the same underlying semantic information, e.g., Entity
Graph-Embedding. Furthermore, the usage of different semantic path-based
features increased the coverage and the diversity of the computed recom-
mendations, by allowing RecRules to remain competitive (and in some cases
better) in terms of serendipity. Moreover, functionality paths increased the
recommendation accuracy of the explored learning to rank approaches: this
suggest that the main characteristic of RecRules, i.e., recommending by func-
tionality, is effective in suggesting IF-THEN rules, and could help end users
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discover new rules based on their final purpose, rather than the involved de-
vices and online services. Our approach is therefore able to uncover useful
hidden connections between rules that cannot be identified in contemporary
trigger-action programming platforms and through conventional and estab-
lished recommendation systems based on popularity or involved technologies.
Such a feature can be glimpsed by qualitatively analyzing the recommenda-
tions computed by RecRules. For a specific user, for example, we found the
following recommended rule: “if my Nest detects a smoke alarm, then send
me an Android SMS”. By analyzing the training set for that user, we found
that it contained “if the Scout Alarm triggers, then send me a notification
on my Google Glasses”, that is conceptually equivalent to the recommended
rule in terms of final functionality, i.e., “let me know if something is wrong in
my home,” but includes different technologies, i.e., Scout Alarm and Google
Glasses.

Results presented in this chapter point to novel trigger-action programming
platforms that proactively support users in discovering the functionality they need.
On the one hand, integrating optimization methods in trigger-action programming
interfaces could help end users better deal with trigger-action programming, and
could open up new possibilities for users to program their devices and services. Be-
sides reorganizing grid layouts to display connected entities, as in EUDoptimizer,
several applications of optimization methods in trigger-action programming inter-
faces can be further explored in future works, e.g., to display relevant information,
only, or to dynamically change the rule definition process.

On the other hand, the adoption of recommender systems in the EUD context
could effectively help end users define their applications. Few EUD systems today
take advantage of recommender technologies [64], and the most common trigger-
action programming platforms still continue to offer limited types of suggestions.
With RecRules, we hope to open the way to a new class of recommender systems
in EUD based on the actual end-users’ needs. While a conventional recommender
system would probably suggest, regardless of the user goal, rules that involve the
same connected entities, RecRules is able to establish, in high-level terms, what
the user is trying to achieve with the rules she has already defined. Future works
would need to assess the RecRules algorithm with further evaluations, e.g., by ex-
ploiting data coming from different platforms. For this purpose, a urgent challenge
is to provide the scientific community with more datasets in the trigger-action pro-
gramming context. Indeed, differently from other domains such as movies and
songs, recommendations in the EUD are in their early stages, and, to the best of
our knowledge, the IFTTT dataset of Ur et al. [137] is the only publicly available
collection of IF-THEN rules. Besides testing RecRules offline, future works would
need to perform more user-centered evaluations of the approach, e.g, by integrating
it in a real platform to define trigger-action rules. Recommendations computed by
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RecRules could be used in a “traditional” way, e.g., by displaying them in the home
page of the interface, or they could be used to assist users in the rule definition
process. An example of a possible integration of RecRules for supporting the defi-
nition of IF-THEN rules can be found in our recent work [37]. In the implemented
trigger-action programming platforms, recommendations are continuously adapted
in real-time to the current personalization goal of the user, and can be used to
suggest relevant actions to “auto-complete” a defined trigger.
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Chapter 5

End-User Debugging in
Trigger-Action Programming

Besides supporting users in defining and discovering IF-THEN rules, another
important and urgent challenge is the need to avoid possible conflicts [21] and to
assess the correctness of IF-THEN rule [46] (run-time problems issue). Problems in
trigger-action programs, indeed, negatively influence users’ ability to correctly pre-
dict the outcomes of trigger-action programs [14], and can lead to unpredictable and
dangerous behaviors [17], e.g., a door that is unexpectedly unlocked. Unfortunately,
contemporary trigger-action programming platforms often expose too much func-
tionality [71] and adopt technology-dependent representation models, thus forcing
users to have a deep knowledge of all the smart devices and online services involved.
As a result, users frequently misinterpret the behavior of trigger-action rules [17],
often deviating from their actual semantics, and are prone to introduce errors [70].

Previous work started to address the challenge of avoiding run-time problems in
trigger-action programming leveraging software engineering techniques, e.g., formal
verification [86, 154] and information flow-control [133]. Instead of checking rules
“off-line”, i.e., after their definition, we agree with previous work [14] that users
must be able to identify programming bugs in IF-THEN rules and reason about
how to fix them during the definition process. This implies designing tools for
trigger-action programming that are specifically tailored for end users who are not
accustomed to programming, by providing users with mechanisms to debug their
IF-THEN rules.

Debugging is the process of finding the cause of an identified misbehavior and
fixing or removing it. If prompted with the right information, even end users
are able to design correct applications and programs [24]. To investigate end-user
debugging in the trigger-action programming context, we firstly reviewed previous
works on rule analysis in different areas to understand how to characterize, model,
and detect problems in IF-THEN rules (Section 5.1). Then, we proposed 2 different
end-user debugging tools:

87



End-User Debugging in Trigger-Action Programming

a) EUDebug (Section 5.2), an integration of different end-user debugging features
on top of an IFTTT-like interface; and,

b) My IoT Puzzle (Section 5.3), a tool to define and debug IF-THEN rules based
on the Jigsaw metaphor.

Part of the work described in this chapter has been previously published in three
different papers. The description and the evaluation of EUDdebug, in particular,
is based on the work published in [44] and [33], while My IoT Puzzle was initially
presented in [35].

5.1 Run-Time Problems in IF-THEN Rules
To better understand which problems should be detected and shown to end

users in trigger-action programming platforms, we reviewed previous works on rule
analysis in different contexts, e.g., [85, 139, 99]. Then, we defined a novel Seman-
tic Colored Petri Net (SCPN) formalism to model and check IF-THEN rules at
definition time.

5.1.1 Background
Many prior works faced the problem of formally or semi-formally verifying event-

based rules with different approaches, especially in the area of databases [59, 85],
expert systems [146], and smart environments [139, 5]. Rules, indeed, have the
ability to interact with each other, and even a small set of dependencies between
them makes it hard (and often undecidable) the problem of predicting their overall
behavior [6].

In the field of smart environments, Vannucchi et al. [139] adopted formal verifi-
cation methods for ECA rules, while Augusto and Hornos [5] proposed a method-
ological guide to use the Spin model checker to inform the development of more
reliable intelligent environments.

Li et al. [85], instead, proposed a Conditional Colored Petri Net (CCPN) for-
malism to model and simulate Event-Condition-Action (ECA) rules for active
databases. Petri nets were also used by Yang et al. [146] to verify rules in ex-
pert systems, and by Jin et al. [74] to dynamically verify ECA properties such
as termination and confluence. Petri nets are bipartite directed graphs, in which
directed arcs connect places and transitions. Places may hold tokens, which are
used to study the dynamic behavior of the net. They can naturally describe the
rules as well as their non-deterministic concurrent environment [74]. In our work,
we defined a novel Petri net formalism, similar to CCPN but enhanced with new
elements and with semantic information. Furthermore, different to the majority of
the works described above, that aim at checking “off-line” the consistency of a set
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of fixed and already defined rules, our goal was to assist end users in real time, i.e.,
during the actual definition of IF-THEN rules.

5.1.2 Characterizing Problems
Recently, Brackenbur et al. [14] identified ten programming bugs that might

arise in IF-THEN rules by reviewing existing literature, and by considering bugs
from other domains. They found, in particular, a) bugs in control flow, b) timing-
related bugs, and c) errors in user interpretation. Since we aim at assisting users
during the definition process, we focused on control-flow problems, i.e., loops, in-
consistencies, and redundancies. In the following formal definitions of the problems,
R(T, A) models an IF-THEN rule where T is the trigger and A is the action. Fur-
thermore, the notation ex is used to describe a specific connected entity, i.e., a
smart device or an online service, that belongs to the set E of all the supported
connected entities.

Loops. Loops occur when a set of trigger-action rules are continuously activated
without reaching a stable state [22, 99]. More formally, given a set S of TA
rules, a loop arise when it exists at least a subset S ′ ⊂ S whose cardinality is
|S ′| ≥ 2 such that ∀(Ri, Ri+1) ∈ S ′ the following conditions are met:

1. Ai ⇒ Ti+1, 1 ≤ i < n− 1;
2. An ⇒ T1.

Here, the implication symbol means that an action of a rule activates the
trigger of another rule of the same set, and the index i models the run-time
execution order of the n trigger-action rules, i.e., the order in which the rules
are triggered by each other. An example of a loop is:

• if I post a photo on Facebook, then save the photo on my iOS library;
• if I add a new photo on my iOS library, then post the photo on Insta-

gram;
• if I post a photo on Instagram, then post the photo on Facebook.

Inconsistencies. In active databases [85] and smart environments [22], inconsis-
tencies occur when the execution order of rules may render different final
states in the system. We generalized this concept to take into account all the
elements of the contemporary IoT ecosystem, i.e., not only physical devices
but online services, too. The large vision of the IoT ecosystem, that nowa-
days includes many different devices and online services in many different
contexts, is intrinsically different from other domains. The order of actions
performed on online services, e.g., posting a content on Facebook or sending
a WhatsApp message, indeed, is not really important, because they do not
change the internal state of a device and they do not leave the system in
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a unpredictable or dangerous state. For this reason, inconsistencies in IF-
THEN rules occur when rules that are activated at (nearly) the same time1

may try to execute contradictory actions. More formally, given a subset of
trigger-action rules Ri(Ti, Ai), 1 ≤ i ≤ n, an inconsistency arise if:

1. all the Ri are simultaneously or consequently executed, i.e.,
• Ti = Tj, 1 ≤ i, j ≤ n, i /= j; or
• Ai ⇒ Tj, 1 ≤ i, j ≤ n, i /= j;

2. ∃Ai, Aj : Ai¬Aj and Ai, Aj ∈ ex.
where ex is a specific connected entity. Here, the negation symbol means that
the two actions are contradictory in terms of final functionality. An example
of a set of rules that produces an inconsistency is:

• if my Android GPS detects that I exit the home area, then lock the
SmartThings entrance door;

• if my Android GPS detects that I exit the home area, then set the Nest
thermostat to Away mode;

• if the SmartThings entrance door is locked, then set the Nest thermostat
to Manual mode.

Here, the three rules are executed at the same time because the first two rules
share the same trigger, while the first rule implicitly activates the third rule.
They produce two inconsistent actions, since they set 2 contradictory modes
on the Nest thermostat, i.e., Away and Manual.

Redundancies. Redundancies occur when two or more rules that are activated
(nearly) at the same time have replicated functionality[22]. Given a subset of
trigger-action rules Ri(Ti, Ai), 1 ≤ i ≤ n, there is a redundancy when:

1. Ri are simultaneously or consequently executed, i.e.,
• Ti = Tj, 1 ≤ i, j ≤ n, i /= j; or
• Ai ⇒ Tj, 1 ≤ i, j ≤ n, i /= j;

2. ∃ Ai, Aj : Ai is similar to Aj, i.e.,
• Ai = Aj and Ai, Aj ∈ Ex; or
• Ai and Aj provide the same functionality.

An example of a set of rules that produce a redundancy is:

• if I play a new song on my Amazon Alexa, then post a tweet on Twitter ;
• if I play a new song on my Amazon Alexa, then save the track on Spotify;
• if I save a track on Spotify, then post a tweet on Twitter.

1e.g., when rules share the same trigger or when some rules trigger other rules
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Here, the three rules are executed at the same time because the first two
rules share the same trigger, while the second rule implicitly activates the
third rule. They produce two redundant actions, i.e., the first and the third
rule post the same content on Twitter.

5.1.3 Modeling and Detecting Problems
To model and check loops, inconsistencies, and redundancies in IF-THEN rules,

we defined a novel Semantic Colored Petri Net (SCPN) formalism. Petri nets were
selected as they can naturally describe the rules as well as their non-deterministic
concurrent environment [74], and they easily allow the step-by-step simulation of
the run-time behaviors of the modeled rules: by firing a transition at a time, tokens
move in the net by giving the idea of a possible execution flow. As a member of
Petri nets family, Colored Petri Net (CPN) [73] combine the strengths of ordinary
Petri nets with the strengths of a high-level programming language.

SCPN is a Colored Petri Net similar to the Conditional Colored Petri Net
(CCPN) formalism [85] proposed to model ECA rules in active databases. Different
from such a formalism, SCPN do not consider conditions, and it uses a semantic
model both to generate and analyze the net. Furthermore, as explained in the
following, each token assumes different semantic “colors” by moving in the net. Such
semantic information allows the inference of more information from the simulation
of the net, i.e., to discriminate between problematic and safe rules.

Adding Semantics to Trigger-Action Rules

The novel characteristic of the SCPN formalism is the usage of Semantic Web
technologies in conjunction with a Colored Petri Net. Adding semantics to IoT
objects, triggers, and actions is a common approach [3]. In our case, we exploited
the IFTTT-translation version of EUPont (Section 3.1.3) as the semantic model,
by adding further relationships between the modeled IFTTT triggers and actions,
e.g., the fact that the action turn on the Philips Hue lamp implicitly activates the
trigger the Philips Hue lamp has been turned on.

The SCPN formalism, in particular, exploits EUPont information to “color” the
places of the Petri net and to discriminate between similar and contradictory actions
in terms of final functionality, i.e., to detect inconsistencies and redundancies among
rules, respectively. Actions that are classified under the same EUPont classes,
indeed, are similar in terms of final functionality, while actions that do not share
any EUPont class are functionally contradictory. For example, the two actions
“set the Nest thermostat to Home mode” and “set 25 Celsius degree on the Nest
thermostat” share the same final functionality, because they are both classified
under the same EUPont class, i.e., Increase Temperature. Compared to these
actions, the action “set the Nest thermostat to Away mode” is contradictory in
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terms of functionality, because it is classified under a different EUPont class, i.e.,
Lower Temperature.

Formalism

(a) (b) (c) (d) (e)

Figure 5.1: Figure 5.1a, Figure 5.1b, and Figure 5.1c show the basic elements of
the SCPN formalism, while Figure 5.1d and Figure 5.1e show the 2 cases in which
places are duplicated, i.e., when the same trigger is in common between two or
more rules (Figure 5.1d), or when the same action implicitly activate two or more
different triggers belonging to other rules (Figure 5.1e).

A SCPN is a 9-tuple

SCPN = {P, T, Σ, A, N, C, G, E, I} (5.1)

where:
1. P = T ∪A∪Tcopy∪Acopy is a finite set of places. Given a set of IF-THEN rules,

triggers and actions are modeled as T and A places, respectively (Figure 5.1a).
Therefore, a token in a T place means that the associated trigger has been
detected, while a token in a A place means that the associated action has been
executed. Tcopy and Acopy places are used when the same trigger is in common
between two or more rules (Figure 5.1d), or when the same action implicitly
activate two or more different triggers belonging to other rules (Figure 5.1e).
In this case, the “original” place is replicated in such a way all the involved
rules can be enabled when the trigger is detected, or the action is executed.

2. TR = TRrule∪TRactivate∪TRcopy is a finite set of transitions. A TR = TRrule

models a connection from a T place to a A place by means of a IF-THEN
rule, i.e., it models a rule defined by the user (Figure 5.1a). A TRactivate

models a connection from a A place to a T place and is used when an action
of a rule implicitly activate the trigger of another rule (Figure 5.1c). Such
transitions are extracted thanks to the semantic information of the EUPont
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ontology. A TRcopy is used to connect a T place (or a A place) with its copies
(Figure 5.1b).

3. Σ is a finite set of non-empty types, called color sets. Each Σ represent
the color of a place, and contains the URI of the first EUPont class in the
tree under which the associated trigger or action is classified, i.e., its final
functionality, the smart device or online service by which the trigger or the
action is offered, and all the details of the trigger or the action (Figure 5.1a).

4. A is a finite set of arcs such that P ∩ TR = P ∩ A = TR ∩ A = ∅.
5. N : A→ P × TR ∪ TR× P is a node function.
6. C : P → Σ is a color function.
7. G is a guard function. In SCPN, the guard function returns true, always,

i.e., ∀t ∈ TR : [Type(G(t)) = True]. Therefore, when there are enough
tokens in the input places, the associated transition is fired, and a new token
is generated in each output places.

8. E is an arc expression function that assigns an arc expression to each arc a
such that Type[E(a)] = C(p)MS, where p is the places connected to arc a.

9. I is an initialization function that assigns an initialization expression to each
place p such that Type[I(p)] = C(p)MS.

To exemplify and better explain the SCPN formalism, Figure 5.2 shows the net
built starting from the seven rules in Table 5.1, with R7 being the rule in definition.

# Trigger (if. . . ) Action (then. . . )

R1 my Android GPS detects that I exit
the home area (T1)

lock the SmartThings entrance door
(A1)

R2 the SmartThings entrance door is
locked (T2)

set the Nest thermostat to Away
mode (A2)

R3 the SmartThings entrance door is
locked (T2)

turn off the Philips Hue lamp in the
kitchen (A3)

R4 the SmartThings entrance door is un-
locked (T3)

arm the Homeboy security camera
(A4)

R5 the Homeboy security camera is
armed (T4)

send me a Telegram message (A5)

R6 the Homeboy security camera is
armed (T4)

lock the SmartThings entrance door
(A1)

R7 the Homeboy security camera is
armed (T4)

unlock the SmartThings entrance
door (A6)

Table 5.1: The rules that generate the SCPN of Figure 5.2.

Triggers and actions of a given connected entity, e.g., SmartThings, are modeled
as T and A places, respectively, e.g., T1 and A1. When a trigger is in common
between more than one rule, as in R2 and R3, the associated places are duplicated
(e.g., T2copy in Figure 5.2) and connected through a TRcopy transition. When a
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Figure 5.2: The SCPN generated by analyzing the rules of Table 5.1.

token is in the original place, such a transition simply replicates the token in each
copied place. A places follow a slightly different process than T places: an A place
can be reused for rules that share the same action, e.g., A1 models the action offered
by both R1 and R6 (Figure 5.2). The rule transitions, e.g., TRruleR2, model the
7 rules of Table 5.1 by connecting the involved triggers and actions. The activate
transitions, instead, e.g., the one between A1 and T2, model the fact that an
action of a rule triggers the event of another rule. Finally, as exemplified for A2 in
Figure 5.2, all the places are characterized by a semantic color that represents the
semantic information associated with the corresponding trigger or action. When a
token cross a place, it assumes the place color.

Rule Analysis with SCPN

To detect loops, inconsistencies, and redundancies in IF-THEN rules at defini-
tion time, the following procedure is adopted:

Net Generation. Given a set of IF-THEN rules already defined, and the “cur-
rent” rule, i.e., the rule that is being defined, the first step of the rule analysis
is the generation of a SCPN net. All the IF-THEN rules are firstly translated
in the EUPont semantic representation. Triggers and actions are enumerated
in order to create a T and a A for each unique trigger and action, respectively.
Furthermore, thanks to the semantic information extracted from EUPont, a
semantic color is assigned to each place. For each trigger in common between
two or more rules, and for each action that implicitly activate two or more
different triggers belonging to other rules, a series of Tcopy and Acopy are cre-
ated. Copy places are linked to the corresponding T or A places by means
of TRcopy transitions. By analyzing the set of IF-THEN rules, then, trigger
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places, either “original” (T ) or copies (Tcopy), are connected to action places
(A) by means of TRrule transitions. Furthermore, by reasoning on the infor-
mation extracted from the EUPont ontology, further transitions are added to
model rules that implicitly activate other rules. In this case, action places,
either “original” (A) or copies (Acopy), are connected to trigger places (T ) by
means of TRactivate transitions.

Initial Marking. After the generation, the net is marked with an initial marking.
Different strategies can be adopted: when the net is used to assist users during
the rule definition process, in particular, the initial marking is a single token
in the T place related to the rule that is being defined.

Net Analysis. When the net is marked, it can be analyzed. Loops are detected
by performing a depth-first search on the net. To detect inconsistencies and
redundancies, instead, the SCPN is executed, and all the A places crossed
by the tokens during the execution, i.e., the executed actions, along with the
associated semantic colors are analyzed. An inconsistency is found if there
are at least two executed actions that a) act on the same connected entity,
and b) are classified under different EUPont classes. Similarly, a redundancy
is found if there are at least two executed actions that a) act on the same
connected entity, and b) share the same EUPont classes.

Net Simulation. Beside being analyzed, the net can be executed step-by-step by
randomly selecting a transition to be fired from the set of transitions that are
enabled in a given moment.

As an example, the net in Figure 5.2 presents a loop arising between R4 and
R7. A redundancy and an inconsistency are also present, and can be identified
by executing and analyzing the net. The net is initially marked with a token a
single token in the T place related to the rule that is being defined, i.e., T4 for R7.
Then, the net is executed, and the activated transitions move the token in the net.
When the token is in a T place, all the rules that share such a specific trigger are
activated: in the first step of the execution of Figure 5.2, for example, the token is
removed from T4 by the TRcopy and replicated in each copy of T4, thus enabling
the TRrule of R6, R5, and R7. In the next step, the net may execute R6, i.e., one of
the activated TRrule, thus moving the token from the T4copy to A1. This simulate
the execution of action associated with A1.

Following this process, the analysis of the crossed A places show that a redun-
dancy arises since the action of R5 (A5) contains multiple tokens at the end of
the net execution, thus generating many Telegram messages (an infinite number),
as the trigger of R5 (T4) is involved in the loop. Crossed places also highlight an
inconsistency, A1 and A6 model two inconsistent actions, i.e., “lock the entrance
door” and “unlock the entrance door”. By getting rid of R7, a user can eliminate
all those problems.
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5.1.4 SCPN RESTful Server
We implemented the SCPN formalism in a RESTful server by exploiting the

Java Spring framework2 (Figure 5.3). The server is composed of three modules:
Rule Service, SCPN Service, and Rule Controller. The Rule Service offers the fea-
tures needed to manage collections of IF-THEN rules, i.e., to create, read, update,
and delete rules through the interaction with a MySQL database. Once a rule is
saved, the SCPN Service generates and analyzes the SCPN by retrieving the de-
fined rules from the Rule Service, and by using the OWL API3 library to extract
the needed semantic information from the EUPont ontology. The same module
is also responsible for the step-by-step simulation of the involved rules. Finally,
the Rule Controller exposes a list of REST APIs that can be exploited by a user
interface, as shown in the following two sections describing the EUDdebug and My
IoT Puzzle tools, respectively.

Figure 5.3: The SCPN RESTful server architecture.

5.2 Exploring End-User Debugging in Trigger-
Action Programming Platforms

To firstly explore whether end users would be able to debug their IF-THEN
rules at definition time, we proposed EUDebug, a system that exploits the same
definition interface, metaphors and expressiveness of IFTTT, and that enables end

2https://spring.io, last visited on November 12, 2019
3http://owlapi.sourceforge.net, last visited November 12, 2019
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users to debug their IF-THEN rules according to two strategies: (i) by assisting
them in identifying rule conflicts, and (ii) by helping them foresee the run-time
behavior of their rules through step-by-step simulation. Figure 5.4 shows a sample
usage scenario:

a) The user defines a new IF-THEN rule in a web-based application modeled
after IFTTT (e.g., “if the security camera in the office is armed, then unlock
the door”). As the user is defining the rule, EUDebug employs SCPN to
model, check, and simulate the rule with respect to previously defined IF-
THEN rules.

b) When the rule definition is completed, EUDebug highlights possible problems
that the rule may generate, by providing a short explanation to the user.

c) If needed, the user can further inspect and understand the problems by asking
EUDebug to perform and show a step-by-step simulation of the problematic
rules.

d) Finally, the user can edit the defined rule or decide to ignore the highlighted
problems, thus saving the rule in the current format.

Figure 5.4: EUDebug is a system for debugging IF-THEN rules that allows the
user to: a) define a new rule; b) view any problems that the rule may generate;
c) further investigate each problem with a step-by-step simulation; and d) edit the
rule to fix the problem or save it anyway.
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5.2.1 Background
Today’s end-user programmers include anyone who creates artifacts that in-

struct computers how to perform an upcoming computation, without being nec-
essarily interested in learning how to program. Along with the ability to create
programs comes the need to debug them, and work on end-user debugging is only
beginning to become established [63].

To our knowledge, EUDebug is one of the first attempt to provide debugging
features to end users who define IF-THEN rules for their IoT ecosystem. Previ-
ous work on end-user debugging are not related to trigger-action programming nor
the IoT, but mainly focus on mashup programming [24] and, especially, spread-
sheets [18, 76, 63]. In using spreadsheets, in particular, users are likely to make a
large number of mistakes [19, 114], and the need of supporting end-users’ debug-
ging efforts in such tools has gained interest in the last years [63]. By focusing on
novice developers, instead, Ko and Myers [77] propose an interrogative debugging
interface for the Alice programming environment. The interrogative debugging is
a debugging paradigm by which novices can ask why and why not questions about
their program’s run-time failures. EUDebug is inspired by this paradigm, as it
assists end users in understanding why their trigger-action rules may be problem-
atic through the step-by-step simulation of the run-time behavior of the rules. To
model, check, and simulate IF-THEN rules, in particular, EUDebug exploits the
SCPN formalism described in Section 5.1.3.

5.2.2 The EUDebug Tool
We developed EUDebug as a web-based end-user debugging interface through

the Angular framework4. The tool exploits the SCPN RESTful server (Section 5.1.4)
to assist users during the definition of IF-THEN rules. The interface can be logically
split in three parts: a) Rule Definition, b) Problem Checking, and c) Step-by-Step
Explanation.

The Problem Checking and the Step-by-Step Explanation interfaces implement
two strategies for end-user debugging, respectively: identification of rule conflicts,
and simulation of the run-time behavior. To allow the definition of IF-THEN rules,
we modeled the definition interface after IFTTT (Figure 5.5) due to the popularity
of the platform [46], its ease of use and accuracy in the rule definition process [21],
and the availability of real usage data [137], which we used to define available
triggers and actions. In addition, the form-filling procedure it adopt helps users to
avoid syntactical errors during the rule definition. As reported in Section 1.1.1, to
define a rule a user needs to first select which connected entity they want to use
as a trigger (Figure 5.5). Once they select an entity, they can choose the specific

4https://angular.io, last visited on September 18, 2018
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Figure 5.5: The user interface for defining a new IF-THEN rule, showing the selec-
tion of the connected entity to be used as a trigger.

trigger to be used (e.g., “turned on” for Philips Hue lamps) and fill any additional
information required by the trigger (e.g., which Philips Hue lamp they want to
use). To define the action part of the rule, the user has to repeat the same steps.

The defined rule is, then, described according to the SCPN formalism, and
analyzed by the net to look for any loops, inconsistencies, and redundancies. The
results of the analysis of the SCPN are, in real time, shown to the user in the
Problem Checking interface (Figure 5.6). The Problem Checking interface shows
the rule just defined by the user and any problems that the rule may generate. In
Figure 5.6, for instance, a possible inconsistency between two rules is highlighted.
To better understand the problems and to foresee the run-time behavior of the
involved trigger-action rules, the user can click on the “Explanation” button to
open the Step-by-Step Explanation interface (Figure 5.7). In such an interface, the
user can simulate step-by-step what happens within their rule, to try to understand
why the highlighted problems arise. For instance, Figure 5.7 shows that the event
“You exit an area” activates a sequence of IF-THEN rules that includes the rule
that is being defined, and two inconsistent actions that close and open a door at
the same time.

5.2.3 User Evaluation
We ran an exploratory study with 15 participants to evaluate whether EUDebug

helps them a) understand and b) identify problems that may arise in their IF-THEN
rules. The following questions guided our study:

RQ9) Can EUDebug help end users debug their IF-THEN rules? Do they under-
stand the involved problems and why their rules generate them?
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Figure 5.6: The Problem Checking interface showing an inconsistency between an
already existent rule and the defined one.

(a) (b) (c) (d)

Figure 5.7: Step-by-Step Explanation: a sequence of screenshots of the user in-
terface related to the step-by-step simulation of the inconsistency problem of Fig-
ure 5.6.

RQ10) Is highlighting the detected problems sufficient to identify such problems, or
do users need the additional details provided by the step-by-step simulation?

Participants

We recruited 15 university students (9 males and 6 females) with a mean age of
20.34 years (SD = 2.50, range : 18 − 25) by sending emails and private messages
to students coming from various backgrounds. We excluded users who had previ-
ous experience in computer science and programming. Table 5.2 summarizes the
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demographics of our participants. On a Likert-scale from 1 (Very Low) to 5 (Very
High), participants stated their level of technophilia (M = 3.94, SD = 0.80) and
technological savviness (M = 2.67, SD = 0.82). Furthermore, on a Likert-scale
from 1 (No knowledge at all) to 5 (Expert), participants declared their experience
with trigger-action programming (M = 1.34, SD = 1.04).

Table 5.2: General demographics in the EUDebug user study.

Id Age Gender Education Technophilia Tech
savviness

TA
Programming

P1 21 F Education sciences 3 2 1
P2 19 M Aerospace engineering 5 4 2
P3 19 M Aerospace engineering 5 4 5
P4 19 M Management 4 2 1
P5 20 M Biology 5 3 1
P6 22 F Law 4 3 1
P7 25 M Architecture 4 3 1
P8 24 F Music therapy 3 3 1
P9 25 M Civil engineering 4 2 1
P10 18 F Scientific high school 4 3 1
P11 19 F Linguistic high school 3 1 1
P12 18 M Agricultural high school 3 2 1
P13 19 M Economics 5 3 1
P14 18 M Industrial Institute 4 3 1
P15 19 F Architecture 3 2 1

Procedure

We brought each participant to our lab for a 45-minute session using EUDebug
on a Macbook Pro connected to an external 22-inch monitor. At the beginning
of the study, participants were introduced to trigger-action programming and to
EUDebug with an example of a rule definition. To allow us to investigate the EU-
Debug understandability (RQ9), participants were not introduced to the problems
that rules may generate. We then presented a task requiring the definition of the
12 trigger-action rules reported in Table 5.3, which include both smart devices and
online services. The rules generated 5 different problems (i.e., 2 inconsistencies, 2
redundancies, and 1 loop):

• IC1. TA1 and TA2 generate an inconsistency, because they share the
same trigger (“entering the home area”) while producing contradictory actions
on the same device, i.e., they turn on and off the same Philips Hue lamp,
respectively;

• IC2. TA7 and TA9 generate an inconsistency, because they produce con-
tradictory actions on the same device, i.e., locking and unlocking the office
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ID Trigger
Service

Trigger Action
Service

Action

TA1 Android
Location

You enter an area (where:
home)

Philips Hue Turn on lights (what: kitchen
lamp)

TA2 Android
Location

You enter an area (where:
home)

Philips Hue Turn off lights (what: kitchen
lamp)

TA3 Android
Location

You enter an area (where:
home)

Philips Hue Turn on color loop (what:
kitchen lamp)

TA4 iOS Photo New photo added to album
(album: ios photos)

Dropbox Add file from URL (URL: ios
photo, folder: drpb photos)

TA5 Dropbox New file in your folder (Folder:
drpb photos)

Facebook Upload a photo from URL
(URL: drpb photo)

TA6 Facebook New photo post by you iOS Photo Add photo to album (URL:
facebook photo, Album: ios
photos)

TA7 iOS Loca-
tion

You exit an area (where:
work)

SmartThings Lock (what: office door)

TA8 SmartThings Locked (what: office door) Homeboy Arm camera (what: office
camera)

TA9 Homeboy Camera armed (what: office
camera)

SmarThings Unlock (what: office door)

TA10 Amazon
Alexa

New song played Twitter Post a tweet (text: I liked the
Alexa song)

TA11 Amazon
Alexa

New song played Spotify Save a track (track: alexa
song)

TA12 Spotify New saved track Twitter Post a tweet (text: I liked the
Spotify song)

Table 5.3: The 12 trigger-action rules defined in the EUDebug study.

door, and they are activated nearly at the same time, since TA7 activates
TA8, and TA8 activates TA9. Indeed, the action of TA7 (“lock the office
door”) activates the trigger of TA8 (“the office door has been locked”), while
the action of TA8 (“arm the office camera”) activates the trigger of TA9 (“the
office camera has been armed”);

• RD1. TA1 and TA3 generate a redundancy, because they share the same
trigger (“entering the home area”) while producing two similar actions on
the same device, i.e., they turn on the same Philips Hue lamp with different
colors;

• RD2. TA10 and TA12 generate a redundancy, because they produce similar
actions on the same online service (“posting a tweet about a liked song”) and
are activated nearly at the same time, since TA10 and TA11 share the same
trigger (“new song played on Alexa”) and TA11 activates TA12. Indeed, the
action of TA11 (“save the song on Spotify”) activates the trigger of TA12
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(“new song saved on Spotify”);

• LP. TA4, TA5, and TA6 generate an infinite loop, because TA4 activates
TA5, TA5 activates TA6, and TA6 activates TA4. Indeed, the action of
TA4 (“add file to Dropbox”) activates the trigger of TA5 (“new file added to
Dropbox”), the action of TA5 (“upload a photo on Facebook”) activates the
trigger of TA6 (“new photo post on Facebook”), and the action of TA6 (“add
a photo to iOS Photo”) recursively activates the trigger of TA4 (“new photo
added to the iOS Photo library”).

Rules were presented one at a time on a sheet of paper in a counterbalanced
order. To make sure that all the participants experienced a given problem in the
same way, however, we maintained the order within each problem, e.g., TA2 was
always presented after TA1. When the EUDebug interface highlighted some prob-
lems (Problem Checking), participants were free to decide whether to save the rule
or not. Our aim was to investigate whether participants understood the presented
problems and their dangerousness, without forcing them to discard problematic
rules. Before deciding, participants could optionally use the Explanation button to
perform the step-by-step simulation of the rules that generated the problem. All
the sessions were audio recorded for further analysis.

Measures

During the study, we collected the following quantitative measures:

• S: number of rules that generated a problem saved anyway by participants,
monitored for each highlighted problem, e.g., number of saved rules in case
of loops.

• D: number of rules that generated a problem discarded by participants, mon-
itored for each highlighted problem.

• SbS: number of times participants used the Step-by-Step Explanation when
experienced a specific problem.

In addition, if participants used the Step-by-Step Explanation, we asked them:

• SbS Motivation: why they decided to use the Step-by-Step Explanation.

• SbS Usefulness: whether and how the explanation helped (or not) them to
understand the problem.

Furthermore, when the definition of a rule generated a problem, we asked partic-
ipants for their Interpretation. The interpretation was asked before the optional
usage of the Step-by-Step Explanation interface. In particular, when a participant
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decided to discard a rule that generated a problem, they had to demonstrate their
understanding of the problem by retrospectively explaining why the rule generated
the issue. When they decided to save anyway a rule that generated a problem, in-
stead, they had to justify their choice. In the next sections, we present and discuss
the findings of the study, by organizing the discussion around the main topics that
emerged from the analysis of the results. Qualitative analysis was conducted by
two researchers in an iterative coding process.

5.2.4 Results
Differences in Users’ Behavior

Most of the participants perceived EUDebug as a helper for understanding
whether the highlighted problems were “dangerous” or not (RQ9). Moreover, they
exhibited different behaviors when facing the various problems, i.e., they considered
redundancies as less problematic than loops and inconsistencies, at least in some
specific cases.

In detail, we analyzed how many times participants saved (or discarded) a
rule that generated a given problem, i.e., the S and D measures. As reported
in Table 5.4, 12 participants out of 15 (80%) discarded TA6, i.e., the rule that
generated the loop L. Instead, participants discarded the rule that generated an
inconsistency in the 96.67% of the cases, on average: for IC1, 14 participants out
of 15 (93.34%) discarded TA2, while for IC2 all the participants discarded TA12.
This seems to suggest that participants were aware of the “danger” caused by such
problems. Conversely, participants discarded the rule that generated a redundancy,
i.e., RD1 and RD2, only in 53.34% of cases, on average. Therefore, at least in some
cases, redundancies seemed to be considered less “dangerous” and even acceptable
than loops and inconsistencies.

Rule Problem Type S D SbS
TA2 IC1 Inconsistency 1 14 5
TA9 IC2 Inconsistency 0 15 5
TA3 RD1 Redundancy 12 3 3
TA12 RD2 Redundancy 2 13 8
TA6 LP Loop 3 12 7

Table 5.4: The number of times participants (N = 15) saved a rule (S), discarded a
rule (D), or used the Step-by-Step explanation (SbS) when a problem is highlighted.

Since participants had opposite behaviors when facing with the two redundan-
cies, we further analyze the collected data and the audio recording of the entire
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session. In fact, only 3 participants out of 15 (20%) discarded the rule that gener-
ated the RD1 problem, while 13 participants out of 15 (86.67%) discarded TA12,
i.e., the rule that generated RD2. The reason for such a difference in the partici-
pants’ behavior can be glimpsed by inspecting the nature of the rules involved in
the two redundancies. In the first redundancy, considered as “acceptable” by the
majority of the participants, both involved rules turned on the kitchen lamp with
different colors. Instead, the second redundancy, considered as “unacceptable” by
the majority of the participants, produced two similar messages on Twitter. We can
preliminary conclude that redundancies in the “virtual” world, e.g., multiple mes-
sages on the web, are more annoying compared to redundancies in the “physical”
world. In fact, rules in “physical” redundancies often send similar commands to a
device without drastically modifying its current state, e.g., the fact that a lamp is
turned on. On the contrary, “virtual” redundancies typically result in duplicated
messages and notifications, a potentially more annoying behavior.

Differences in Users’ Interpretation

Most of the participants gave a correct interpretation about their choice of
saving or discarding a problematic rule. However, not all the problems were equally
understood, with loops being the most difficult problem to understand.

To investigate whether participants understood the meaning of the encountered
problems and why they happened, we used the SbS measure and the participants’
interpretations extracted from the audio recording. As reported in the following,
the loop turned to be the most difficult problem to understand, and led participants
to frequently use the Step-by-Step Explanation.

Inconsistencies. For what concerns IC1, all the 14 participants that discarded
TA2 provided a sound interpretation. P1, for example, said “the rules did
not have any sense. They turned the lights on and off at the same time. The
two commands (turn the lights on and turn the lights off) cannot be executed at
the same time.” P7, beside explaining the problem, also identified a possible
alternative: “I would have modified the trigger: this rule is ok when you
exit the home area.” Only 1 participant, the one that decided to save TA2,
provided an incorrect interpretation of the problem even after using the Step-
by-Step Explanation. In her interpretation, in particular, she said “I do not
trust the platform, I am sure that such two rules will never be activated at the
same time.” The 15 interpretations collected for IC2 are also encouraging. 11
participants, in particular, provided a sound interpretation after discarding
TA9, such as “if the door is locked, the camera is armed, but when the camera
is armed, this rule unlocked the door!” or “this rule will unlock the door
when I leave the office: not good.” The remaining 4 participants immediately
discarded TA9, but they provided a misinterpretation. In their interpretation,
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in particular, they focused on the rule they were evaluating, only, rather than
on the entire chain of rules that generated the problem, i.e., TA7, TA8, and
TA9. P7, for example, said “I did not save the rule because I want the door
to remain closed”, while P8 said “if the camera is armed, the door must be
closed.” A possible explanation can be found in their decision to discard the
rule without using the Step-by-Step Explanation. On average, 5 participants
out of 15 (33.34%) used the Step-by-Step Explanation (Table 5.4).

Redundancies. The number of wrong interpretations of redundancies was similar
to the number of wrong interpretations of inconsistencies. For what concerns
RD1, 13 participants out of 15 (86.67%) provided a sound interpretation. In
particular, 11 participants out of 12 (91.67%) successfully provided an inter-
pretation for their decision to save TA3 anyway. All of them declared that
they were aware of what would happen, and that the highlighted issue was
not a problem at all. P6 said that the color can be seen as a “new feature”
of the first rule, while P7 asserted that “the important thing is that the lamp
is turned on, I do not care its color.” The only participant that provided a
wrong interpretation was P15, the same participants that made an error for
IC1. No one of the 12 participants that saved TA3 used the Step-by-Step
Explanation. Instead, all the 3 participants that discarded TA3 used the
Step-by-Step Explanation, and 2 of them provided a sound interpretation,
while the other focused on TA3, only, by saying “I do not want a colored light
in the kitchen”. Also for the second redundancy, i.e., RD2, no one of the 2
participants that saved TA12 anyway used the Step-by-Step Explanation, but
all of them provided a sound interpretation. Instead, 11 of the remaining 13
participants (84.61%) that discarded TA12 successfully provided an interpre-
tation. P1, for example, explained exactly what happened by saying “When
I listen to a song on Alexa, the defined rules post a tweet and save the track
on Spotify. Now I’m defining a rule to post on Twitter when I saved a track
on Spotify, but there is already a post on Twitter!” The remaining 2 par-
ticipants, even after using the Step-by-Step Explanation, focused on TA12,
only, by saying, for example, “it does not have any sense to post on Twitter
the song you are listening”. On average, participants used the Step-by-Step
Explanation in 36.67% of cases (Table 5.4).

Loop. The loop LP led participants to make more errors in their interpretations.
Since a loop can never be considered as “acceptable”, all the 3 participants
that saved TA6 failed in providing a correct interpretation. P13, for example,
did not understand that the 3 involved rules would be executed infinite times,
because she said “I am sure that this problem will never occur with the rules I
have defined. Moreover, such rules are useful, because the photo will be saved
in 3 places at the same time.” Furthermore, also 3 of the participants that
discarded TA6 provided an incorrect interpretation. The prevailing error was
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that participants did not understand that the involved rules would have been
executed for an infinite number of times: both P1 and P12, for example,
said “I did not save the rule because otherwise the same photo would have
been shared twice on Facebook.” Therefore, in line with previous works [14],
results suggest that a loop among IF-THEN rules is one of the most complex
concept to understand. A series of paired-samples t-test confirm this finding.
In fact, the number of errors in loop interpretations was significantly higher
than in redundancies (t(14) = 2.25, p < 0.05), while such a difference was not
significant with respect to inconsistencies (t(14) = 1.97, p = 0.06). For the
loop, the Step-by-Step Explanation was more used (7 participants out of 15,
46.67%, Table 5.4) than for the other problems. A possible explanation of
such understandability problems is that the concept of loop is strictly related
to the mental model of users with a computer science background.

We also noticed a possible link between the “nature” of a problem and its
understandability by further analyzing the number of Step-by-Step Explanations
used and the number of wrong interpretations in each problem. In particular,
when subjected to the first 2 problems, i.e., IC1 and RD1, participants used the
Step-by-Step Explanation in fewer cases, and provided less wrong interpretations
with respect to the other three problems, i.e., LP, IC2, and RD2. Such a difference
can be associated with the nature of the problems. IC1 and RD1, in fact, are
direct problems, i.e., problems between rules that shared the same trigger. On
the contrary, LP, IC2, and RD2 are indirect problems, because they are caused by
implicit activations between rules, i.e., an action of a rule that implicitly activates
the trigger of another rule. Figure 5.8 visually shows the differences between direct
and indirect problems, and further suggests that indirect problems are more difficult
to understand, and need more efforts, e.g., a step-by-step simulation, to be identified
by end users.

Highlighting Problems or Explaining Them?

To investigate whether participants found more useful one of the two strategies
adopted by EUDebug for identifying problems in trigger-action rules (RQ10), we
studied the correlation between the interface used, i.e., Problem Checking or Step-
by-Step Explanation, and the participants’ interpretations in case of a problem
(Table 5.5). On average, the usage of the Problem Checking interface, only, resulted
in a correct interpretation in 77.81% of cases. When participants decided to use
the Step-by-Step Explanation, the percentage of correct interpretations increased
to 83.78%. Such a difference is particularly evident for the loop L. Only 50% of the
participants, in fact, discarded TA6 by providing a correct interpretation by using
the Problem Checking interface, only. Participants that used the Step-by-Step
Explanation, instead, provided a correct interpretation in 71.43% of cases. This
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Figure 5.8: Average number of explanations used and average number of wrong
interpretations for direct/indirect problems

seems to suggest that, at least in some cases, highlighting the detected problems
(i.e., Problem Checking) may be not sufficient to allow end users in identifying
possible problems in their rules, and that a step-by-step simulation of the involved
rules could instead help users in understanding what happens. To confirm this
finding, we analyzed the participants’ feedback about the usage of the Step-by-
Step Explanation (used 28 times in total) by group it into several topics described
below.

L I R Total
PC success 50% 85% 84.52% 77.81%
SbS success 71.43% 80% 93.75% 83.78%

Table 5.5: Number of times participants provided a correct interpretation by using
the Problem Checking interface, only (PC success), or after using the Step-by-Step
explanation (SbS success).

For what concern the SbS Motivation, in most of the cases participants asserted
that they used the Step-by-Step Explanation to “better understand the problem”
(13). When subjected to IC1, for example, P1 said “I used the Step-by-Step Expla-
nation because I did not understand the problem. The two rules seemed the same
to me.”. Similarly, P10 used the step-by-step explanation for RD2 “to better un-
derstand the redundancy concept”, while P15 provided the same motivation when
subjected to the loop. In a considerable number of cases (8), the Step-by-Step
Explanation was instead used because “the problems were composed of too many
steps”, i.e., rules that activated other rules. Not surprisingly, such motivation was
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used for indirect problems, only. In one case, for example, P14 said “I used the
Explanation because I did not understand the execution path of the rules”, while
in another case, P12 said “I used the Explanation because I did not understand
the relationship between the rules.” In the remaining cases, participants used the
Step-by-Step Explanation because “they did not remember a rule they defined be-
fore” (4), “to confirm their first idea about the problem” (2), and because the
“Explanation helped them before” (1).

Participants provided interesting feedback also when asked to evaluate whether
and how the Explanation helped (or not) them in understanding the problems (SbS
Usefulness). In 13 cases, participants asserted that the Step-by-Step Explanation
was useful because it allowed them “to see all the involved steps.” Participants
provided this feedback for indirect problems, mainly. The loop, in particular, was
the problem for which this feedback was more common. P6, for example, said
“the Explanation helped me in understanding the loop because I could better see the
evolution of the rules,” while P10 pointed out that seeing the figures related to
the rules one at a time helped her in understanding the problem. In other 5 cases,
the Step-by-Step Explanation helped “participants to remember a rule they had
defined before” (“The Explanation helped me in understanding the problem because
it told me: hey, you have defined this rule before!”, P8). This feedback takes even
more importance if we think to the real usage of an EUD platforms, where rules
are defined in different moments, even months later. In other 5 cases, participants
asserted that “the Explanation helped them by visually highlighting the problem”
(“The Explanation helped me to understand the problem because it visually told me
what happened”, P6). In the remaining cases, participants provided generic feedback
about the usefulness of the Explanation, i.e., “it helped me in understanding the
problem” (3) and “it confirmed my first idea” (2).

5.3 Debugging IF-THEN Rules Through the Jig-
saw Metaphor

Besides proposing and evaluating EUDebug, we focused on additional questions
in the field of end-user debugging in trigger-action programming platforms that
are still underexplored. Which visual languages, for instance, are more appropri-
ate for debugging rules, and which information do end users need to understand,
identify, and correct errors? To answer these questions, we firstly conducted a
literature analysis by reviewing previous work on end-user debugging in different
contexts, with the aim of extracting design guidelines. Then, we used the extracted
guidelines to implement My IoT Puzzle, a tool to define and debug IF-THEN rules
based on the Jigsaw metaphor. The tool interactively assists users in the definition
process by representing triggers and actions as complementary puzzle pieces, and
by providing real-time feedback to test on-the-fly the correctness of the rule under
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definition. Puzzle pieces, for example, deteriorate over time according to their us-
age (Figure 5.10), while the tool is able to warn users in case of conflicts, namely
infinite loops, inconsistencies, and redundancies (Figure 5.11). Furthermore, the
tool empowers end users in resolving problems through textual and graphical ex-
planations. Following the interrogative debugging paradigm [77], for instance, the
tool is able to answer questions such as “why it is not working?”, thus providing
the user with a textual explanation of the detected problem (Figure 5.12).

5.3.1 Background & Adopted Technologies
In the trigger-action programming context, work on end-user debugging is still in

its early stage. While the majority of previous studies focused on mashup program-
ming [24], spreadsheets [63], and novice developers [77], only a few recent works,
including our EUDebug and the ITAD tool [92], started addressing the problem
of end-user debugging in the IoT. ITAD (Interactive Trigger-Action Debugging),
in particular, warns users in case of rule conflicts, and it allows the simulation of
trigger-action rules in fixed contexts.

In this work, we stemmed from both EUDebug and ITAD for taking a step
forward: with My IoT Puzzle, our aim was to understand how we could make
debug of IF-THEN rules more understandable by end users. To identify problems
between the defined rules, we used the same approach also adopted by EUDebug ,
i.e., our novel SCPN formalism.

5.3.2 Extracting Design Guidelines
We reviewed previous work on end-user debugging in different contexts, with

the aim of extracting design guidelines for end-user debugging tools for trigger-
action programming (Table 5.6). The analysis was guided by the following research
questions:

RQ11) Which information, e.g., feedback and explanations, do end users need to
understand, identify, and correct errors in IF-THEN rules?

RQ12) Which visual languages are more appropriate for debugging IF-THEN rules?

End-User Debugging: How to Avoid and Correct Errors (RQ11)

Debugging is the process of finding the cause of an identified misbehavior and
fixing or removing it. Different previous studies, e.g., [104, 79], investigated how
developers try to fix bugs, and discovered many slow, unproductive strategies. If it
is challenging for programmers, the debugging process can become an insurmount-
able barrier for end users. In different contexts, ranging from spreadsheets [63]
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Table 5.6: The design guidelines extracted by reviewing previous works on end-user
debugging in different contexts.

Guideline Description

GL1 A debugging tool for IF-THEN rules should empower users in frequently
testing their solutions, e.g., by providing real-time feedback about pos-
sible run-time problems the rules may generate.

GL2 During the debugging of trigger-action rules it is important to provide
users with tools for updating on-the-fly their solutions, e.g., to remove
possible errors during the rule definition process.

GL3 In case of problems, a debugging tool for IF-THEN rules should pro-
vide users with textual and graphical explanations about the run-time
behavior of the defined applications.

GL4 The Interrogative Debugging paradigm, with which users can ask ques-
tions like “why something happens?”, can be easily adapted to the event-
driven nature of trigger-action rules.

GL5 Block programming based on the Jigsaw metaphor is understandable
and easily adaptable to the definition of trigger-action rules.

GL6 The data-flow visual language is suitable for representing complex in-
formation such as the run-time behavior of a set of trigger-action rules.

to mashup programming [24], studies have demonstrated that end users try to fix
problems by following a “debugging into existence” approach [122], i.e., they con-
tinuously twist and adapt their solutions until the failure “miraculously” goes away.
Cao et al. [24], however, demonstrated that, if prompted with the right informa-
tion, end users are also able to design applications and programs. In the context of
mashup programming, for example, they proposed to add micro-evaluations of local
portions of the mashup during the implementation phase, with the aim of reducing
the effort of connecting the run-time output with the program’s logic itself. We
envision similar approaches also for our context, i.e., IF-THEN rules for personal-
izing IoT devices and online services. By providing real-time feedback during the
definition of trigger-action rules, an EUD tool may empower users in frequently
testing the correctness of their solutions (GL1), thus allowing them to update on-
the-fly problematic rules (GL2), Table 5.6. This may increases the chances of fixing
possible conflicts [24].

Previous studies on end-user debugging also highlight the benefits of providing
users with textual and graphical explanations, to represent the run-time behaviors
of the defined programs and their possible problems [88, 89] (GL3). Indeed, Ko et
al. [77] discovered that programmers’ questions at the time of failure are typically
one of two types: “why did” questions, which assume the occurrence of an unex-
pected run-time action, and “why didn’t” questions, which assume the absence of an
expected run-time action [77]. The same authors extended the Alice programming
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environment [138], a platform for creating interactive 3D virtual worlds, to support
a “whyline” that allows users to receive answers concerning program outputs. Their
work opened the way for a new paradigm, named interrogative debugging, that has
been adopted in many different works on end-user debugging, ranging from tools to
support more experienced developers [78] to interactive machine learning [81]. As
preliminary suggested by Manca et al. [92], the interrogative debugging paradigm
may effectively help end users debug their trigger-action rules (GL4). The event-
driven nature of IF-THEN rules, in particular, naturally leads to questions such as
“why was this action executed?” or “why was this event not triggered?”

Visual Languages for End-User Development (RQ12)

Besides the question of identifying which information end users need for debug-
ging trigger-action rules, another important question is which visual languages are
more appropriate in this context. Despite visual programming languages striving
to simplify the intricate process of programming, in fact, they need to be tailored
towards the domains in which they will be used [119]. The most common visual
languages adopted in end-user development tools can be categorized into 3 main
categories: a) form-filling, b) block programming, and c) data-flow.

Form-filling visual languages, also known as wizard-based languages, are exten-
sively used in commercial platforms such as IFTTT and Zapier [46]. Also EUDe-
bug [44] and ITAD [92], i.e., the first two works that explore end-user debugging in
the context of trigger-action rules, exploit wizard-based interfaces. To define appli-
cations with the form-filling approach, be they rules or other types of programs, the
user makes use of menus and fields to be completed. Tools that exploit form-filling
visual languages, in particular, guide the user through a predefined, bounded proce-
dure, by reducing the user interaction in completing a series of forms step-by-step.
Despite form-filling approaches have been proved to be intuitive and easy to use
for simple use cases, their closed form can be perceived as restrictive [117, 116].

Another popular approach in end-user development is block programming. A
popular example of the approach can be seen in Scratch [120], a block-based visual
programming language targeted primarily at children. With block programming,
users can connect blocks of different sizes and shapes by dragging and dropping
them on a work area. Different from form-filling approaches, tools based on block
programming are less restrictive, and stimulate the user creativity. One of the
most appreciated ways of representing blocks, in particular, is the Jigsaw metaphor.
Here, blocks are represented as puzzle pieces that can be combined on the go, thus
decreasing the learning curve and motivating users to explore the underlying tool.
An application example is Puzzle, a visual environment for opportunistically creat-
ing mobile applications in mobile phones [42]. We envision that block programming
approaches based on the Jigsaw metaphor could be easily adapted to the definition
of IF-THEN rules for IoT personalization (GL5).
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Finally, the last category of visual languages commonly adopted in EUD is data-
flow. Different from the previous approaches, which were useful for simple use case
such as the definition of a single rule, the process-oriented nature of data-flow pro-
gramming languages makes them one of the best choice to represent complex use
cases [16]. Process-oriented notations have been employed to provide increased ex-
pressiveness while still retaining easy-to-comprehend visualizations [121, 41]. The
expressiveness of such notations, however, is often coupled with complex user in-
terfaces [16]. This makes them difficult to be used at definition time, but useful
to visualize complex information such as triggers, actions, and their relationships.
For this reason, we envision that a data-flow visual language could be adopted for
representing the behavior of multiple trigger-action rules (GL6), with the aim of
helping users understand and identify unwanted run-time behaviors.

5.3.3 The My IoT Puzzle System
We integrated the extracted guidelines (Table 5.6) in My IoT Puzzle, a novel

tool for defining and debugging IF-THEN rules. Under the hood, the tool ex-
ploits the SCPN RESTful server (Section 5.1.4), thus allowing the definition and
the debug of IFTTT rules through the identification of loops, inconsistencies, and
redundancies. The user interface of My IoT Puzzle has been implemented with the
the Angular framework, by exploiting the jQuery5 and Bootstrap6 libraries. The
interface iteratively assists end users in defining and debugging IF-THEN rules in
3 main phases, i.e., definition, problem detection, and problem resolution.

Definition

IF-THEN rules are defined through a block programming approach based on the
Jigsaw metaphor (GL5). To design the definition metaphor 3 researchers produced
and evaluated different mockups.

Figure 5.9 shows an example of the mockups produced: to avoid complex solu-
tions, we decided to use 2 types of puzzle pieces, only, one for triggers and one for
actions. Triggers and actions are therefore represented as complementary puzzle
pieces that can be dragged and dropped in a Drop Area.

Figure 5.10 shows an example of the definition phase. A user selects a device
(her Android smartphone) on which monitoring an event, and drops a specific trig-
ger on the drop area (“You enter an area”). Then, she completes the trigger details
by specifying the geographical area of her home. The tool uses initial feedback to
preliminary allow the user assess her solution (GL1). Indeed, due to the com-
plementary nature of the puzzle pieces, some wrong operations are prevented by

5https://jquery.com/, last visited on November 12, 2019
6https://getbootstrap.com/, last visited on November 12, 2019
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(a) (b)

Figure 5.9: Two mockups produced to design the definition metaphor

construction: pieces of the same type, e.g., two trigger pieces, cannot be connected.
Furthermore, as shown in Figure 5.10, the dropped trigger piece is worn, since it
has been already used in other rules. In My IoT Puzzle, in particular, puzzle pieces
deteriorate over time according to their usage history. Using the same trigger in
multiple rules, in fact, means that the involved rules will be executed at the same
time, thus increasing the chances of introducing conflicts such as redundancies and
inconsistencies.

Problem Detection

The problem detection phase starts every time that My IoT Puzzle detects loops,
inconsistencies, or redundancies during the definition phase. Figure 5.11 shows an
example of the problem detection phase. The user selects her kitchen Philips Hue
lamp, and she connects to the “You enter an area” trigger an action (“Turn off
lights”) that is inconsistent with some previously saved rules. Therefore, the system
warns the user with a red feedback (GL1), and allows her to get more information
on how to solve the issue.

Problem Resolution

The problem resolution phase helps the user understand and fix the inconsis-
tency conflicts detected during the previous phases (Figure 5.12). The user can see
textual and graphical explanations of the detected problem (GL3). For graphically
explaining the inconsistency, a data-flow visual language is used (GL6). Instead,
the textual explanation follows the Interrogative Debugging paradigm (GL4), by
explicitly describing why the problem is happening. Both the textual and graphical
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Figure 5.10: The definition of a new IF-THEN rule starts with the drag & drop of a
new trigger on the Drop Area. The tool provides the user with an initial feedback:
the piece of puzzle is worn, since it has been already used in other rules of the same
user.

explanations, in particular, show that there is a saved rule that shares the same
trigger, i.e., entering the home geographical area, but with an inconsistent action,
i.e., turning on the kitchen Philips Hue lamp. The user has the possibility of up-
dating on-the-fly the problematic rule by changing the trigger, the action, and/or
the related details (GL2).

5.3.4 User Evaluation
We preliminary evaluated My IoT Puzzle through an exploratory study with

6 participants. Our aim was to assess the implemented design guidelines. The
following question, in particular, guided our study:

RQ13) Do the different features offered by My IoT Puzzle, ranging from the provided
feedback to the graphical and textual explanations, help participants correctly
understand and fix potential conflicts in IF-THEN rules?

Participants

We recruited 6 university students (3 males and 3 females) with a mean age of
21.5 years (SD = 2.88) who had very limited or no experience in computer science
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Figure 5.11: The user connects to the trigger an action that is inconsistent with
some previously saved rules. The system warns the user with a red feedback.

and programming: on a Likert scale from 1 (No knowledge at all) to 5 (Expert),
participants declared their experience with programming (M = 1.16, SD = 0.40)
and with the trigger-action approach (M = 1.00, SD = 0).

Procedure

We brought each participant to our lab for a 45-minute session using My IoT
Puzzle. At the beginning of the study, participants were introduced to trigger-action
programming and the evaluated tool with an example of a rule definition. We then
presented a task requiring the definition of 12 rules (definition phase). We reused,
in particular, the same rules exploited in the EUDebug user study (Table 5.3).
Rules were presented one at a time on a sheet of paper in a counterbalanced order,
and were artificially constructed to generate 2 inconsistencies, 2 redundancies, and
1 loop. When My IoT Puzzle highlighted some problems (problem detection phase),
participants were free to decide whether to save, update, or delete the problematic
rule (problem resolution phase). All the sessions were video recorded for further
analysis.
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Figure 5.12: By opening the Resolve Problems area, the user can see textual and
graphical explanation of the inconsistency, and she can resolve the problem by
changing the rule.

Measures

We quantitatively measured the number of problematic rules that were saved,
updated, or deleted. Furthermore, after each highlighted problem, we asked
participants to qualitatively provide an explanation for their choices. When they
decided to update or delete a rule that generated a problem, for example, they
had to demonstrate to understand the problem by retrospectively explaining why
the rule generated the issue. At the end of each session, we asked participants
to quantitatively evaluate, on a Likert scale from 1 (Not understandable at all)
to 5 (Very understandable), the understandability of a) the visual languages
and feedback used in the definition and problem detection phases, b) the textual
explanations, and c) the graphical explanations in the problem resolution phase.
Finally, we performed a debriefing session with each participant.
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5.3.5 Results
Table 5.7 reports the quantitative measures collected during the evaluation. In

total, participants saved a rule that generated a problem in a limited number of
cases, i.e., 3 out of 30 (10%), thus preliminary demonstrating that My IoT Puzzle
helped them in identifying problems in trigger-action rules. In 2 cases, the saved
rule generated a redundancy, while in the remaining cases a participant saved a rule
that generated a loop. Participants deleted a rule that generated a problem in 18
cases out of 30 (60%), while they updated and successfully fixed the problem in 9
cases out of (30%). By analyzing the type of the problems, we found that rules that
generated loops or redundancies were deleted most of the time (66.66% and 75%,
respectively), while rules that generated an inconsistency were more frequently up-
dated (58.33%) than deleted (41.67%). Such results are promising and suggest that
feedback and explanations effectively assisted participants in understanding and fix-
ing the highlighted problems (RQ13). Both loops and redundancies, indeed, result
in some functionality that are replicated, thus motivating the deletion. Inconsis-
tencies, instead, are typically caused by a mistake over a set of rules with different
and specific purposes, thus making the “update” choice the most appropriate.

Rules Deleted Updated Saved
Loop 6 4 (66.66%) 1 (16.67%) 1 (16.67%)
Redundancy 12 9 (75%) 1 (8.33%) 2 (16.67%)
Inconsistency 12 5 (41.67%) 7 (58.33%) 0 (0%)

TOTAL 30 18 (60%) 9 (30%) 3 (10%)

Table 5.7: The number of times a rule that generated a problem was deleted,
updated, or saved in the My IoT Puzzle study

We further investigated the results by analyzing the qualitative explanations
given by the participants in case of a detected problem. We first tried to under-
stand whether the participants who saved a problematic rule were aware of what
would happened in the real world, or whether they simply made a mistake, thus
unconsciously introducing a potential conflict at run-time. Both the users that
saved a rule that generated a redundancy provided a sound explanation. When 2
rules simultaneously turned on the same lamp with different colors, for example,
P1 said “I don’t care about the color, the important thing is that the lamp is turned
on.” On the contrary, P3 failed in providing an explanation for saving the rule that
generated a loop. She said “I don’t know how to solve the problem. I would save the
rule, and then I would try the involved rules in the real world, to see what happens.”
For what concerns the problematic rules that were deleted, participants provided
a sound explanation in 17 cases out of 18 (94.44%). Only in 1 case a participant
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discarded a rule without providing any explanation. Finally, participants made
a reasonable change in all the rules that were updated, by successfully fixing the
problem and by providing a sound explanation.

The promising results arising from the interaction between participants and My
IoT Puzzle are confirmed by the answers they provided at the end of the study.
Participants positively evaluated the understandability of the definition and prob-
lem detection phases (M = 4.50, SD = 0.54), and the understandability of the
textual (M = 4.50, SD = 0.81) and graphical (M = 4.50, SD = 0.30) explanations
in the problem resolution phase. Finally, users provided interesting suggestions
to improve My IoT Puzzle. P1, for example, focused on the definition phase, by
suggesting the possibility of defining multiple rules at the same time. P4 and P5,
instead, focused on the problem resolution phase, and they asked to introduce rec-
ommendations and suggestions for updating problematic rules. P4, in particular,
said that suggestions such as “try to replace the trigger X with the trigger Y” would
allow non-expert users to better understand and fix the problem.

5.4 Discussion and Guidance for Future Research
In this chapter, we explored the urgent need of allowing end users to debug IF-

THEN rules [46, 21, 14]. Unfortunately, even if providing end users with validation
features and warning mechanisms could facilitate the adoption of EUD solutions in
the real world [46], relatively little work has been done in this area. The complex-
ity brought by the adoption of highly technology-dependent representation models,
however, makes users often misinterpret the behavior of triggers and actions [17].
Users may therefore introduce errors in their IF-THEN rules that can potentially
lead to unpredictable and even dangerous behaviors (run-time problems issue), e.g.,
a door that is unexpectedly unlocked.

To mitigate this issue, we started by formally characterizing control-flow problems
that may arise in sets of IF-THEN rules, i.e., loops, inconsistencies, and redun-
dancies, and we defined a novel formalism based on Petri Nets and the and the
EUPont model and check IF-THEN rules at run-time. Then, we designed and im-
plemented two different end-user debugging tools for trigger-action programming,
namely EUDdebug and My IoT Puzzle.

EUDebug. With EUDebug, we added debugging features on top of an IFTTT-
like interface. EUDebug highlights possible loops, inconsistencies, and re-
dundancies that the defined rules may generate at run-time and allows their
step-by-step simulation. We tested the tool in an exploratory study with 15
participants with the aim of preliminary investigating whether users without
programming experience would be able to understand and debug IF-THEN
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rules at definition time. Results were promising: with the help of EUDe-
bug, participants successfully faced computer-related concepts such as loops,
inconsistencies, and redundancies. Moreover, they were able to understand
why their rules might generate a specific problem in most of the cases. Re-
sults also highlighted different perceptions among the various problems, i.e.,
participants demonstrated to be more tolerant with redundancies than with
loops and inconsistencies. Furthermore, we found that highlighting a de-
tected conflict, only, without providing any additional information, was often
not sufficient for participants to understand the problem. Indeed, the step-by-
step simulation was often a fundamental element for a successful debugging
process, especially in case of complex problems like loops.

My IoT Puzzle. Stemming from these preliminary findings, we explored more
specific questions about which visual languages and what information users
would need to successfully debug IF-THEN rules. To this end, we extracted a
set of guidelines for designing user interfaces for trigger-action programming
from the literature, and we implemented them in My IoT Puzzle, a tool to
define and debug IF-THEN rules based on the Jigsaw metaphor. The tool
allows end users to define IF-THEN rules by representing triggers and ac-
tions as complementary puzzle pieces. Furthermore, it empowers end users to
debug their rules through different real-time feedback, textual and graphical
explanations, by following established theories such as the interrogative de-
bugging paradigm [77]. Results of a preliminary user study were promising,
and demonstrated that My IoT Puzzle was helpful for correctly identifying
and fixing potential problems in trigger-action rules. Results also confirmed
that the extracted design guidelines are valuable: the provided information
and the exploited visual languages effectively helped participants understand,
identify, and correct errors in trigger-action rules. The Jigsaw metaphor, for
example, was appreciated by the participants, and turned to be easy to use
and understand: all the participants defined the proposed IF-THEN rules
without any problem. Also the feedback used in the definition phase turned
to be useful for preliminary assessing the correctness of IF-THEN rules. When
using a worn piece of puzzle, for example, P3 said “now I’m going to make
a mistake, I need to stay focused.” Furthermore, if the typical reaction to an
highlighted problem was a mix of surprise and uncertainty, the problem res-
olution phase progressively made participants aware of the detected conflict:
in most of the cases, the provided feedback and explanations allowed them
to successfully fix the problem, either by deleting or updating the rule that
generated it. This confirms that the usage of different representations of the
same information facilitates users in analyzing problems [131].

Different questions and possible extensions can guide future research in this
field. A first step to take is to move beyond control-flow problems, i.e., loops,
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inconsistencies, and redundancies. The work of Brackenbury et al. [14] provides
a comprehensive overview on ten types of programming bugs that might arise in
IF-THEN rules. Besides control-flow problems, other important bugs influencing
users’ ability to predict the outcomes of IF-THEN rules are timing issues and
inaccurate user expectations. Timing bugs relate to the difficulty of understanding
when triggers and actions are actually executed, while inaccurate user expectations
can include, for example, priority conflicts and secure-default biases, i.e., assuming
that the system has a default state that is safe [148]. To assist users in dealing
with these types of problems, different solutions could be adopted, ranging from
warning mechanisms to simulated animations that graphically exemplify when and
how the defined rules are potentially executed. Future works would also need to
explore the application of the presented approaches and methodologies to trigger-
action programming paradigms that include trigger conditions and multiple actions.
Indeed, while the exploited SCPN formalism can be easily generalized, users may
experience further difficulties when dealing with more complex rules.
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Chapter 6

Conclusions

6.1 Summary of Contributions
In the current Internet of Things era, users are surrounded by a multitude

of smart devices, always connected to the Internet, that can communicate with
each other, with humans, and with the environment. Some of such devices, e.g.,
smartphones and PCs, serve as a gateway for a variety of online services such as
social networks and messaging applications. The result is a complex (and grow-
ing) network of connected entities, either physical or virtual, that presents both
opportunities and problems.

To take advantage of such a network, users must be able to personalize it.
In this thesis, we presented a set of research works that aim to assist end users
in easily and efficiently personalizing the functionality of their connected entities.
We focused on one of the most common paradigms that allow end users to define
custom applications over their own connected entities, i.e., trigger-action program-
ming. Through rigorous user studies and controlled experiments, in particular, we
reported on different approaches and practical solutions to improve the definition,
the discovery, and the debugging of IF-THEN rules.

Summarizing, the main outcomes presented in this thesis are the following.

EUPont is an ontological high-level representation for end-user development that
allows the definition of abstract and technology-independent IF-THEN rules
that can be adapted to different contextual situations, independently of man-
ufacturers, brands, and other technical details. The aim is to simplify the
processes needed by end users to define personalizations: by defining IF-
THEN rules such as “if I enter a closed space, then cool the environment”,
users are not requested to specify technological details, and they can per-
sonalize the functionality of their connected entities with fewer rules, fewer
mistakes, and in less time.
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EUDoptimizer is an optimization tool that dynamically redesign layouts in trigger-
action programming interfaces in an interactive way, i.e., by considering the
choices made by end users during the rule definition process. The aim is to
promote the discovery of the “right” connected entity to be used for defin-
ing the trigger or the action, according to the current user need: the tool
moves towards the top of the interface layout the set of devices or online
services that are typically used for defining triggers, or that are typically as-
sociated as an action to a defined trigger, while maintaining logical groups of
semantically correlated items. The tool is based on SDP-FSM, a predictive
model for trigger-action programming that exploits EUPont and the Search-
Decision-Pointing model of human performance in menu search. Through
EUDoptimizer, end users define IF-THEN rules in less time, since the tool
reduces the cognitive load required to discover appropriate connected entities
to be personalized.

RecRules is a hybrid and semantic recommendation system of IF-THEN rules.
Its aim is to allow users to discover new rules on the basis of the underlying
functionality, rather than the involved brands or manufacturers. A rule for
turning on a Philips Hue lamp, for example, is functionally similar to a rule
for opening the Hunter Douglas blinds, because they share a common final
goal, i.e., to light up a place. RecRules outperforms state-of-the-art ranking-
oriented and semantic recommendation algorithms. Its main characteristic,
i.e., recommending by functionality, increases diversity and serendipity in the
recommended rules while maintaining a high recommendation accuracy.

EUDebug is an end-user debugging tool built on top of an IFTTT-like interface
that enables end users to debug their IF-THEN rules at composition time. It
assists users in identifying rule conflicts, and it allows them to foresee the run-
time behavior of their rules through step-by-step simulation. To model and
check the run-time behavior of IF-THEN rules, we defined a novel formalism,
named SCPN, based on Petri Nets and the EUPont model. With the help of
EUDebug, users can successfully face computer-related concepts such as loops,
inconsistencies, and redundancies. The step-by-step simulation, in particular,
helps users understand why their rules might generate a specific problem.

My IoT Puzzle is an end-user debugging tool to compose and debug IF-THEN
rules based on the Jigsaw metaphor. As EUDebug, it exploits the SCPN
formalism, and it is based on a set of design guidelines extracted from the
literature. My IoT Puzzle represents triggers and actions as complementary
puzzle pieces, and it provides users with different real-time feedback, textual
and graphical explanations, by following established theories such as the in-
terrogative debugging paradigm. The usage of different representations and

124



6.2 – Future Works

visual languages facilitates users in analyzing problems and helps them un-
derstand, identify, and correct errors in IF-THEN rules.

6.2 Future Works
As reported at the end of the main chapters of this thesis, our work provides

researchers with different insights to inspire further research in the fields of Internet
of Things, end-user development, and trigger-action programming.

The usage of EUPont to define IF-THEN rules (Chapter 3), for instance, raises
questions on the actual execution of abstract behaviors. Furthermore, moving
towards a higher level of abstraction requires taking into account trustfulness, se-
curity, and privacy issues. If we imagine IF-THEN rules such as “if I enter a closed
space, then cool the environment”, which environments and connected entities is
the user authorized to control? How can end users be authenticated for using public
and shared IoT devices and services, and how can we taking into account the user
privacy?

Also the approaches and tools we presented to assist users in discovering rules
and related functionality (Chapter 4), i.e., EUDoptimizer and RecRules could open
up new possibilities to design novel trigger-action programming platforms. Opti-
mization methods and recommendation techniques, in particular, could be used
to improve existing trigger-action programming platforms without requiring major
changes in the underlying representation models. The same applies to end-user de-
bugging tools, e.g., the ones we presented in Chapter 5. By extending the presented
approaches and methodologies, debugging mechanisms may be also helpful to tran-
sitioning to more complex versions of the trigger-action programming paradigm,
e.g., with trigger conditions and multiple actions.

Finally, all the presented works have been evaluated through “in-lab” user stud-
ies, mainly. Future works would need to test the proposed solutions for defining,
discovering, and debugging IF-THEN rules “in the field,” with real devices and on-
line services. By observing users personalizing their own connected entities during
their daily activities, researchers could better evaluate the efficacy of tools such as
EUDebug and RecRules, along with their acceptance.
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