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Control Design for UAV Quadrotors
via Embedded Model Control

Mauricio Alejandro Lotufo, Luigi Colangelo , and Carlo Novara , Senior Member, IEEE

Abstract— In this paper, a control system for unmanned aerial
vehicles (UAVs) is designed, tested in simulation by means of a
high-fidelity simulator, and then applied to a real quadrotor UAV.
A novel approach is proposed for the control design, based on the
combination of two methodologies: feedback linearization (FL)
and embedded model control (EMC). FL allows us to properly
transform the UAV dynamics into a form suitable for EMC;
EMC is then used to control the transformed system. A key
feature of EMC is that it encompasses a so-called extended state
observer (ESO), which not only recovers the system state but also
gives a real-time estimate of all the disturbances/uncertainties
affecting the system. This estimate is used by the FL-EMC con-
trol law to reject the aforementioned disturbances/uncertainties,
including those collected via the FL, allowing a robustness and
performance enhancement. This approach allows us to combine
FL and EMC strengths. Most notably, the entire process is made
systematic and application oriented. To set-up a reliable UAV
attitude observer, an effective attitude sensors fusion is proposed
and also benchmarked with an enhanced complementary filter.
Finally, to enhance the closed-loop performance, a complete tun-
ing procedure, encompassing frequency requirements, is outlined,
based on suitably defined stability and performance metrics.

Index Terms— Attitude control, feedback linearization (FL),
guidance, navigation, position control, quadrotor, sensors,
unmanned aerial vehicle (UAV).

I. INTRODUCTION

A. Literature Review

UNMANNED AERIAL VEHICLES (UAVs) have
attracted great attention in the control engineering

research community, in the last few years. This is mainly
due to two reasons. First of all, designing a control unit for
such nonlinear and underactuated systems can represent a
stimulating challenge for control researchers [1]. Second,
n-copters, being typically mechanically simple and fast-
prototyping devices, are widely considered as a technology
instrumental to the test of several control algorithms and
designs; also employing a wide range of sensors.

From the control problem perspective, proportional integral
derivative (PID) techniques are the most common, mainly
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due to their simplicity [2]. Many PID variants have been
developed in order to improve the transient performance, such
as the inner–outer loop structure [3], or the P D2 feedback
structure showed in [4]. On the other side, due to the nonlinear
nature of the addressed control problem, relevant results were
obtained by means of nonlinear control techniques [5], [6].
Among them, sliding mode control (SMC) is suggested as a
good candidate strategy because of its robustness versus model
errors, parametric uncertainties, and disturbances. For instance,
Xu and Ozguner [7] presents a SMC for the quadrotor position,
that is effective in the presence of parameter uncertainties.
Alternatively, a sliding mode disturbance observer has been
proposed in [8] to reduce the chattering and improve the
control robustness against external disturbances and model
uncertainties. Similarly, a fast dynamic terminal SMC is
introduced in [9], although only in simulation, to guarantee the
tracking errors convergence to zero in finite time and dealing
with the chattering. Finally, in [10], the SMC is completed by
backstepping techniques.

On the other side, a Lyapunov-based backstepping con-
troller, steering a quadrotor along a predefined path, is pro-
posed in [11]. However, the proposed controller was designed
to be mainly robust against unknown constant force distur-
bances, arising from constant wind or an imperfect knowledge
of the vehicle parameters. Differently, the external disturbance
problem is faced in [12] through two observer-based distur-
bance estimators driving the nonlinear controller, although
actuator problems are not addressed. The study [13] compares
the two fuzzy neural networks types in terms of tracking
accuracy and control efforts, albeit with simulated uncertain-
ties only, and in a laboratory environment. Finally, SMC and
backstepping are discussed and compared in [6] and [14].

A further interesting nonlinear control approach is certainly
represented by the feedback linearization (FL) technique,
which has been successfully applied to several nonlinear
systems [15]. Specifically, by focusing on the domain of
this paper, we will take into account the quadrotor UAV
applications. From this perspective, in [16], the FL was applied
to develop an inner-loop attitude controller and an outer-
loop velocity controller. The effects of the neglected actuator
dynamics were faced in [17] by means of a two-stage FL
design, in order to simplify the FL implementation, when the
actuator dynamics is considered. Interestingly, a combination
of FL and linear–quadratic regulator control was proposed
in [18] as a robust control strategy for a quadrotor attitude
stabilization. Differently, to account for dynamic external
disturbances, inexact nonlinearity cancellation, and actuator
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uncertainty, the controller developed in [19] was based on an
approximate FL, with a linear matrix inequality (LMI) control
law synthesis. A more complete approach was followed in [20]
where FL is driven by a high-order sliding mode observer,
though they provide only simulation results.

However, these typical approaches may show limitations
due to their difficulty in dealing with large disturbances,
significant model uncertainties, or strong nonlinearities. There-
fore, the design might result time-consuming or computa-
tionally demanding; alternatively, the control performance
might deteriorate appreciably. One way to overcome this class
of problems is to incorporate a disturbance-rejection-based
approach [21], [22].

B. Paper Contributions and Organization
In this paper, a novel approach is proposed for quadrotor

attitude and position control, allowing us to overcome the
limitations discussed above. Specifically, our approach is based
on the combination of two methodologies: FL and embedded
model (EM) control (EMC) [23].

On the one hand, such a combined FL-EMC approach
allows us to overcome some limitations of FL, such as low
robustness to model uncertainties and possible high sensitivity
to disturbances. On the other hand, the FL-EMC approach
extends the EMC methodology applicability to more complex
nonlinear systems. As a result, a combined FL-EMC control
unit was designed, tested in simulation by means of a high-
fidelity simulator, and then applied to a real quadrotor UAV.

In summary, the main contributions of this paper are
the following. First, a methodological contribution consists
of the novel idea of combining FL and EMC. The sec-
ond contribution is represented by the proposed extended
state observer (ESO). As a matter of fact, this observer
presents some relevant improvements over other state-of-
the-art observers, such as extended Kalman filters (EKFs)
(see [24]–[26]): 1) the developed ESO requires a lower com-
putational cost with respect to standard EKFs; 2) thanks to
a suitable data fusion strategy, the ESO provides a reliable
attitude estimate in a wide frequency range, via an augmented
quadrotor model [27], while more standard observers may
have problems at low frequencies; and 3) the ESO includes
a disturbance estimator. Hence, it provides a compelling tool
to be used in the control law synthesis to enhance the closed-
loop robustness and performance. From this perspective, in this
paper, a general procedure for the tuning of the ESO loops
was outlined, encompassing frequency requirements and based
on suitably defined stability and performance metrics. Such
an approach, which is not limited to the UAV case study
but it is generic and straightforwardly applicable, makes the
entire control unit design process systematic and application
oriented.

Moreover, the proposed attitude observer, based on [27],
was strengthened via the design of a suitable stochastic
disturbance estimator and rejector. This led to a substantial
simplification in the observer design and implementation, with
respect to the fully experimental procedure outlined in [27].

Finally, a further contribution is given by the experimental
tests performed in outdoor flights, using the Borea UAV [28]:

a quadrotor platform cradle-to-grave designed, assem-
bled, integrated, and tested, at Politecnico di Torino
(see Appendix B). Such experimental flight tests challenged
the control design in multiple outdoor conditions: a non-
controlled environment. Such outdoor testing implied thorny
environment disturbances (e.g., unpredictable wind conditions)
and the absence of external support to the performance; such
as (expensive) visual positioning, motion-capture systems,
or other complex exteroceptive measurements. Indeed, in the
outdoor tests, the only position measurement was provided
by a low-cost GPS receiver, whose accuracy was of course
affected by multiple factors (e.g., the number and the position
of the acquired satellites). Nevertheless, such a design config-
uration aimed to guarantee a satisfactory performance despite
the errors and limitations of a real on-board sensor, as well as
the control design applicability in realistic and unpredictable
flight conditions.

This paper is organized as follows: after a general introduc-
tion about the EMC methodology and its main design aspects
in Section II, the FL-EMC control unit design is presented in
Section III. In Section IV, the attitude estimation problem is
faced. The main simulated results are presented in Section V,
while the experimental flight results are reported and discussed
in Section VI. Finally, Section VII draws some conclusions
and implications of this paper.

II. EMBEDDED MODEL CONTROL METHODOLOGY

In the following, bold symbols denote vectorial quantities,
whereas italic denotes scalar quantities. Furthermore, transfer
functions are reported with capital letters as for matrices,
in general, while bold capital letters refer to matrices of
transfer functions.

In this paper, the control of a UAV quadrotor is per-
formed through the so-called EMC methodology [22], [23].
The typical EMC control unit, sketched in Fig. 1, is based
on the definition of two elements: 1) a proper input–output
nominal model (Mn) of the plant (P), accounting for the
dynamics controllable by the command (u), and 2) a purely
stochastic and parameter-free model of the disturbances acting
on the plant itself, namely, the disturbance dynamics (D). This
disturbance dynamics, though not controllable, is supposed
to be observable from the plant measurement (y) [29]. The
disturbance dynamics aims at estimating all the command-
independent unknown effects, the external disturbances, and
the parametric uncertainties with respect to the nominal plant
model (Mn). Indeed, by estimating all this sort of unknown
disturbances up to the observer bandwidth, it is possible to
conveniently reject them by means of the control law [29].
As a result, within the EMC framework, we define as EM the
combination of the controllable and the disturbance dynamics
(see Fig. 1). As underlined by the term “embedded,” this EM
is directly coded and real-time executed in the control unit,
in parallel with the plant. The typical EM structure is reported
in Fig. 1, together with its interfaces with the plant and the
rest of the EMC control unit. Furthermore, as shown in Fig. 1,
starting from the EM, the EMC control unit is completed by:
1) the noise estimator (NE); 2) the control law; and 3) the
reference generator (not addressed in this paper).

Carlo Novara
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Fig. 1. EMC control unit and its interface with the plant.

Finally, the combination of the EM and the NE builds up
an ESO for the controllable and disturbance states acting on
the plant (see Fig. 1). Indeed, the NE provides the stabiliz-
ing closed-loop output-to-state feedback to the EM. In turn,
the noise estimator is driven by the model error, em(i) in Fig. 1,
which holds

em(i) = y(i)− ŷm(i) (1)

where y(i) is the available measurement (or plant output),
while ŷm(i) is the model output. Henceforth, let us assume that
the model output ŷm(i) is also the variable to be controlled,
i.e., the performance variable.

It is also worth noticing from Fig. 1 that the same digital
input command ũ(i) is dispatched to the plant and the EM.
This is a chief principle of the EMC design [29], allowing the
model error em(i) to encompass all the differences between
the plant P and the nominal model Mn .

Concerning the control law, the generic command
u(i)∈Rnu , in Fig. 1, is composed by three terms: 1) a state
feedback; 2) a feed-forward term represented by the nominal
command u(i); and 3) the disturbance rejection terms. Hence,
the control law is given by

u(i) = u(i)+ Kêc(i)− Mx̂d(i)− h(x̂c(i))

êc(i) = (xc(i)− Qx̂d(i))− x̂c(i). (2)

In (2), êc(i) is a generalization of the tracking error,
whereas xc(i)∈Rnc , x̂c(i)∈Rnc and x̂d(i)∈Rnd are, respec-
tively, the reference states, and the estimated controllable
and disturbance states. Furthermore, h(x̂c(i)) is the known-
disturbance term. Interestingly, in (2), we introduced the
matrix Q ∈Rnc×nd that applies a reference shifting to account
for the disturbances not entering at the command level, via
the feed-forward reference signal. Conversely, the matrix
M ∈Rnu×nd properly selects the disturbance channels for their
direct rejection. Hence, assuming that the disturbances are
observable from the system outputs, the EMC methodology
is capable to handle plant disturbances whatever state of
the system dynamics they affect. Q and M were computed
as the solution matrices of the Francis–Sylvester equation

(see [23], [30]){
Hc + QAd = AcQ + BcM

0 = FcQ.
(3)

In short, (3) is based on the system state matrices defining the
EM dynamics for a zero input noise, namely,[

xc

xd

]
(i + 1) =

[
Ac Hc

0 Ad

] [
xc

xd

]
(i)+

[
Bc

0

]
u(i)

ym(i) = Fcxc(i). (4)

Hence, once defined the ESO state observer structure,
the only element to be designed in (2) is the state feedback
gains matrix K, which is defined by fixing the feedback gains
through the control eigenvalues �c (see III-D).

A. Control Tuning for Stability and Performance
In order to have an asymptotically stable ESO, the NE must

filter out the neglected dynamics ∂P(z) (see Fig. 1), assumed
to be command dependent, from the EM [29]. Broadly speak-
ing, filtering these neglected dynamics out implies an upper
limit on the state observer bandwidth; usually somewhere
below the lowest frequency band causing the observer instabil-
ity due to the same neglected dynamics effects. On the other
side, such an upper frequency limit restricts also the observer
disturbance estimation capability. Therefore, a proper tuning of
the state observer closed-loop eigenvalues has to be performed
with the purpose of achieving: 1) the established performance
requirements, once the stability is ensured and 2) an effective
disturbance rejection.

From this viewpoint, Canuto [29] proved that such a sort of
stability versus performance tradeoff can be formally described
by two inequalities, according to (5). In short, given the
observer sensitivities Sm and Vm , the first inequality (5a)
constraints the stability, while the second one (5b) addresses
the performance, namely,

Sp( f,p,LN ) = |∂P( f,p)| · |Vm( f,LN )|/(1 − ε) < 1 (5a)

Se( f,LN ) = (|Sm( f,LN )| · |Mn( f ) · Sdu( f )|
+ |Vm( f,LN )| · |Sny( f )|)/Se( f ) < 1. (5b)

Carlo Novara
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In (5), Sdu( f ) and Sny( f ) are, respectively, the unilateral
power spectral density (PSD) of the collocated disturbance,
namely, the disturbance acting at the command level in the
EM and the sensor noise shifted to the output. Furthermore,
ε ∈ ]0, 1[ is the desired stability margin, and Se( f ) is the
performance PSD bound referring to the selected performance
variable (here the model output ŷm); according to the control
requirements. Finally, in (5), p describes the bounded set of
the uncertain and variable parameters, whereas LN collects all
the noise estimator gains to be tuned.

As a matter of fact, (5) depends on the noise estimator
gains LN , which must be effectively designed. In essence,
the NE gains can be designed through the pole placement
machinery by preliminary fixing the closed-loop eigenvalues
set �a = {. . . , λk , . . . }, k = 1, . . . , n of the observer state
matrix. Alternatively, the complementary eigenvalues γk =
1 −λk can be conveniently placed in lieu thereof λk . Indeed,
the complementary eigenvalues can be immediately related
to the frequency fk , as γk ≈ 2π fk T ; being T the discrete-
time (DT) time step. To sum up, for a given set of complemen-
tary eigenvalues γk , both inequalities in (5) should hold, within
the Nyquist frequency, to ensure both closed-loop stability and
the desired performance level.

To this aim, a gain tuning optimization algorithm can be
set up, finding an optimal set of complementary eigenvalues
γ k that minimize a cost function J , namely,

J ( f,p, γ ) = w · max
f< fmax

(Se( f, γ )) + (1 −w)

· max
f< fmax

(Sp( f,p, γ )). (6)

In (6), w ∈ [0, 1] is a weighting factor designed to tradeoff
between the stability (5a) and performance (5b) needs. As a
further refinement, the uncertain parameter vector p might be
let vary within the parameter admissible uncertainty domain.

In practice, to streamline such a tuning procedure, the n
degrees of freedom, namely, corresponding to the γk gains,
will be reduced to 2, by correlating the elements of the
spectrum �a , according to the following relation:

�a = 1 − γ0 · 2−kα0

α0 > 0, k = 0, 1, . . . , n−1. (7)

In a nutshell, once fixed the basic complementary eigenvalue
bound, γ0 = 2π f0T , setting the limit bandwidth of the
observer f0, the expression of �a , according to (7), aims
at spreading the observer spectrum below f0, through the
parameter α0.

Consequently, when (7) applies, the cost function J ( f,p, γ )
in (6) is minimized in a 2-D domain, whose search-space
directions are defined by the vectors 	0 and A0, collecting
all the admissible trial values of the two tunable parameters,
γ0 and α0. Within this optimization search space, given a prop-
erly selected weighting parameter w and a set of requirements
specified through ε and Se( f ), any point (γ0, α0) satisfying
both stability and performance metrics in (5) is considered
a feasible point (see Section III-C). Finally, among all the
identified feasible points, the one associated with the minimum

Fig. 2. Feedback linearized quadrotor model.

value of J provides the best coordinate set (γ opt
0 , α

opt
0 ),

i.e., the best closed-loop observer eigenvalues, implying an
optimal compromise between the desired stability margin and
performance level.

III. FL-EMC APPROACH FOR QUADROTOR UAV

In this paper, the EMC EM of the quadrotor UAV was
obtained via the FL, starting from the UAV attitude and dis-
placement model (see Appendix A). The FL technique makes
possible to transform the nonlinear model of the quadrotor
into a linear one. This approach implies two fundamental
advantages, in the control perspective: 1) the nonlinearities
are collected at the command level and 2) the input–output
channels can be considered as decoupled. As a matter of fact,
these two aspects are crucial to enhance the mostly distinctive
features of the EMC methodology. Indeed, the possibility of
bringing all the nonlinearities back at the command level
(e.g., hr (x) in Fig. 2) is complemented by the ESO capability
of disturbance estimation. Through the EMC observer struc-
ture, in fact, it becomes possible to estimate all the collected
nonlinearities as disturbances, which can be directly rejected
through the control law; as per (2).

For the sake of brevity, the step-by-step procedure to derive
the feedback-linearized model, starting from the quadrotor
UAV model detailed in Appendix A, was layed out, together
with its methodological rationale, in [31], also consistently
with [32].

A. Quadrotor UAV Embedded Model
The first step in the quadrotor FL-EMC control design

was the definition of the feedback-linearized model. As a
matter of fact, such a model is strictly dependent on the
choice of the output variables. Specifically, in this paper,
the quadrotor position r and heading angle ψ were considered
as model outputs (y = [r ψ]T , in Fig. 2) [32]. As a result,
the final model of the quadrotor dynamics, sketched in Fig. 2,
reads [31], [33]

ṙ(t) = v(t), r(0) = r0 (8a)

v̇(t) = a(t), v(0) = v0 (8b)

ȧ(t) = s(t), a(0) = a0 (8c)

ṡ(t) = ur (t)+ hr (x(t))+ dr (t), s(0) = s0 (8d)

ψ̇(t) = η(t), ψ(0) = ψ0 (8e)

η̇(t) = u4(t)+ hψ(x(t))+ h∗
ψ(·)+ dψ(t), η(0) = η0

(8f)
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Fig. 3. EMC ESOs.

where ur is a transformed command, defined as

ur (t) = Br (x(t))
[
ü1 u2 u3

]T
(t) (9)

where Br (·)∈R3×3 is the decoupling matrix, whose inverse
was proven to exist in � = {x(t)⊆R14 : u1(t) �= 0,
|ϕ(t)|<π/2, |θ(t)|<π/2, ∀t} [33]. Hence, the quadrotor
dynamics (8) is controllable from the vertical acceleration, u1,
and the body torque commands, u2, u3, and u4. Furthermore,
in (8), hr and hψ collect all the nonlinearities, collocated at
command level (see Fig. 2), while h∗

ψ includes the couplings
with the commands u2 and u3. Finally, the terms dr and dψ
represent the nonexplicitly modeled effects and the external
disturbances.

The resulting feedback-linearized dynamics of the UAV
quadrotor (8) results to be quite simple, and decoupled.
Specifically, since both r and ψ are measurable, the EM state
equations can be decoupled into two input–output channels
(see Fig. 2). As a consequence, the quadrotor control problem
is tackled via two independent controllers, leveraging the two
observer channels depicted in Fig. 3, referring to the center
of mass (CoM) displacement (r and its derivatives) and to the
heading (ψ and its derivative). Conversely, the potential mutual
connections are treated as model disturbances (included in
dr and dψ in Fig. 2).

Therefore, the next step, bridging the FL and the EMC
techniques, consisted in building up the quadrotor EMs,
for the CoM and the heading controllers, starting from the
feedback-linearized model in (8). To this purpose, (8) was
discretized, since the EM must be directly implemented into
the digital control unit. Specifically, a one-step forward Euler
discretization algorithm was applied. Hence, the discretized (8)
becomes the EM, namely, the core of the two ESOs in Fig. 3,
according to the EMC guidelines.

Then, starting from the EM, the CoM and heading observers
architecture definition was based on the four available mea-
surements (see Fig. 3): 1) the angular rates yω; 2) the CoM
body acceleration ya; 3) the magnetic field yb; and (4) the
inertial position yr .

B. Quadrotor Center-of-Mass Extended State Observer

Focusing on the quadrotor CoM dynamics, the dis-
cretized (8a)–(8d) were leveraged to build the input-output
dynamics in Fig. 3 (left), corresponding to the controllable
dynamics Mn in Fig. 1. Following, to build the CoM ESO,
such a controllable dynamics of the CoM position r and its
derivatives (v, a, s) was augmented with appropriate distur-
bance state equations, x̂dk, driven by the noise vectors, wkj ,
and estimating the noise from the model error emk ; for
k = r, a, s (see Fig. 3). These state equations, matching the
disturbance dynamics (D) and the noise estimator (N) blocks
in Fig. 1, complete the closed-loop structure of the quadrotor
CoM observer.

Let us note that given the CoM dynamics controllable
model (8a)–(8d), namely, a cascade of four DT integrators,
the disturbance model was implemented as three separated
closed loops: 1) the jerk loop; 2) the acceleration loop; and
3) the position loop (see Fig. 3). Such a design choice made the
CoM observer structure fit to the three applicable measurement
channels. Moreover, from an applicative perspective, such
architecture let the observer design achieve a sufficiently wide
bandwidth easier, with respect to having a single disturbance
feedback upon a four order dynamics. Finally, the proposed
three loops structure is also more consistent with the physics
of the plant to be controlled. Indeed, by separating the three
disturbance channels (x̂ds, x̂da, and x̂dr, in Fig. 3), it is possible
to estimate several disturbance sources, without mixing their
effects.

To conclude, the disturbance dynamics D of each loop
was modeled as a first-order random drift. According to the
simulated as well as the flight data, this design choice appears
to be suitable to provide a disturbance estimate reliable enough
for a direct rejection, up to the bandwidth of interest (see
Section V).

For the sake of brevity, within the CoM state observer, only
the state equations describing the EM of the position loop are
detailed in (10); for one single inertial axis. Indeed, the same
structure is valid for all the inertial axes and coherent with
the jerk and the acceleration loops, according to the notation

Carlo Novara
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shown in Fig. 3. Hence, we have⎡
⎣ r̂
v̂

x̂dr

⎤
⎦ (i + 1) =

⎡
⎣1 1 0

0 1 1
0 0 1

⎤
⎦

⎡
⎣ r̂
v̂

x̂dr

⎤
⎦ (i)

+
⎡
⎣0 0

1 0
0 1

⎤
⎦[

wr0
wr1

]
(i)+

⎡
⎣0

1
0

⎤
⎦ â(i)

ŷmr(i) = r̂(i)⎡
⎣ r̂
v̂

x̂dr

⎤
⎦ (0) =

⎡
⎣ r̂0
v̂0

x̂dr0

⎤
⎦ . (10)

As described in Section II, the EM in (10) is made closed loop
via the NE. To this aim, the NE for the position loop in (11)
includes a first-order dynamics x̂qr and four gains (βr , mr0,
mr1, and lr0), to be tuned trading-off closed-loop predictor
stability and performance, according to Section II-A. Hence,
following the notation in Fig. 3, the NE reads

x̂qr (i + 1) = (1 − βr )x̂qr (i)+ emr(i), x̂qr (0) = x̂qr0[
wr0
wr1

]
(i) =

[
mr0
mr1

]
x̂qr (i)+

[
lr0
0

]
emr(i) (11)

where emr(i) = yr (i)− r̂(i) is the model error on the position
loop.

To address the tuning of the four NE gains, we considered
the closed-loop position state observer, obtained by combining
(10) and (11). Specifically, its characteristic polynomial was
matched with the desired one, via a typical pole placement
strategy, by fixing the desired closed-loop eigenvalues set �des.
The same tuning procedure was carried out also for the
heading state observer (see Fig. 3, right), since the latter
encompasses an analogous closed-loop dynamic structure of
the noise estimator; although with different gains. Hence, for
the sake of brevity, the gain tuning optimization procedure is
detailed for the heading case only, in Section III-C.

By contrast, the acceleration and the jerk closed loops of
the CoM predictor resulted simpler to be designed, due to
a first-order controllable dynamics, joined to the first-order
disturbance dynamics, as per Fig. 3. As a matter of fact, such
a structure implied that a simpler and static noise estimator
structure, similar to the Kalman filter case, is adequate for the
closed-loop stabilization.

C. Heading Extended State Observer and Eigenvalues Tuning
The CoM state observer is paired with the heading state

observer, depicted in Fig. 3 (right), based on the feedback-
linearized formulation in (8e) and (8f). In this case, the mea-
surement input is the heading angle ψ̂obs estimated by the
attitude observer (see Fig. 3), as detailed in Section IV.
Nevertheless, from Fig. 3, it is clear that the heading extended
observer presents the same structure of the position loop, in the
CoM state observer; with a dynamic noise estimator state xqψ .
Hence, the state equations of the closed-loop heading predictor
are analogous to the case detailed in (10) and (11).

Provided this similarity, the pole placement machinery was
employed again to compute the four NE gains (βψ , mψ0,
mψ1, and lψ0). In essence, we set the gain values so

Fig. 4. Neglected dynamics for the heading control design.

Fig. 5. Unilateral PSD of the collocated disturbance.

to have the desired closed-loop characteristic polynomial,
defined by the desired closed-loop eigenvalues set �ψ =
{. . . , λψk , . . . }, k = 1, . . . , 4. Therefore, the tuning problem
restricts to a procedure to select the desired closed-loop
eigenvalues set �ψ ensuring the demanded performance, once
achieved the closed-loop stability. From this perspective, in our
analysis, we adopted the complementary eigenvalues γψk =
1 −λψk, k = 1, . . . , 4, as per Section II-A. Furthermore,
the optimization tuning procedure devised in (6) was employed
through the degrees of freedom reduction detailed in (7). Min-
imizing (6) required the elements characterizing the stability
and performance formulation (5), namely, ∂P, Sdu, and Sn ,
to be detailed for the heading case-study.

First of all, the neglected dynamics ∂P was determined as
the fractional difference between the plant dynamics P, and the
nominal input–output one Mn . In short, to derive the control
design model Mn , we supposed to neglect a one-control-step
delay, and the actuator dynamics (≈ 2.2 Hz). Most notably,
the inclusion of the identified actuator dynamics in ∂P makes
the tuning procedure outcomes robust against the actuator
effects and limitations, characterizing the real plant P. The
resultant fractional dynamics ∂P, encompassing also a further
10% of error affecting the DC gain, is depicted in Fig. 4.

Second, the disturbance PSD Sdu was recovered starting
from outdoor flight experimental data (see the red line shown
in Fig. 5). In the tuning optimization procedure, the overall
PSD mask Sd (black dashed line shown in Fig. 5) allowed to
account for Sdu jointly with the measured actuator noise Swu,
whose spectrum dominates at the high frequency.
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Fig. 6. Unilateral PSD of the sensor noise.

TABLE I

QUADROTOR HEADING CONTROL: PERFORMANCE SCENARIO

Fig. 7. Eigenvalues tuning optimization: the heading state observer case.

Finally, the measurement noise Sn was defined by focusing
on the output ψ̂obs of the attitude observer, feeding the heading
observer (see Fig. 3). Also in this case, given the available
experimental data (red line shown in Fig. 6), a conservative
noise mask Sn (black dashed line shown in Fig. 6) was
defined to be used in (5b) for the optimization cost function
computation.

To sum up, all the tuning optimization input parameters,
needed to define the cost function (6), are listed in TABLE I.
On the other side, the observer transfer functions, Sm and Vm ,
were defined in a straightforward way from the model state
equations (10).

As a result, in Fig. 7, the outcome of the optimization
procedure applied to the heading controller is shown. The
normalized performance metric, Seψ (5b), and the stability
one, Spψ (5a), are presented in Fig. 7 for the optimal value αopt

0ψ

Fig. 8. Optimal performance below the performance bound.

of the eigenvalues spreading coefficient (see Table I), as func-
tion of the complementary eigenvalue γ0ψ . The resulting cost
function Jψ(γ0ψ, α

opt
0ψ ), as per (6), is also depicted (thick black

line). Moreover, the purple-highlighted region in Fig. 7 singles
out the subset where the stability and performance inequalities
are both satisfied. As a matter of fact, given αopt

0ψ , this is the
region of all the feasible γ0ψ solutions, thus where the optimal
one should be sought. In short, the horizontal coordinate of
min(Jψ) represents the optimal γ0ψ , namely, γ opt

0ψ (green point
in Fig. 7). Moreover, in Fig. 7, the stability margin, ε in (5),
is also shown. It is immediate to verify that the required
stability margin, ε = 0.3, is met. Indeed, the value of the
stability point, i.e., Spψ(γ

opt
0ψ , α

opt
0ψ ), is below than the stability

margin itself.
To sum up, the identified optimal tuning solution

(γ
opt
0ψ , α

opt
0ψ ), reported in Table I, was leveraged to compute

the heading observer optimal closed-loop eigenvalues �opt
ψ ,

according to the rule (7). In turn, such a configuration was
proven to meet the prescribed requirements, in simulation and
test, as shown in Figs. 8 and 15.

Specifically, we considered as performance variable the
heading tracking error êyψ = ψ−ψ̂obs, whose optimized spec-

tral behavior Seψ(γ
opt
0ψ , α

opt
0ψ ) is plotted in Fig. 8. Fig. 8 also

shows the output disturbance Sdy and noise Sny bounds consid-
ered in the heading case study, coherently with Figs. 5 and 6,
and Table I. Essentially, as per (5b), Seψ depends on the output
disturbances Sdy and the sensors noise Sny , modulated by the
sensitivity functions of the closed-loop heading observer [29].
Conversely, Se depicts the desired spectral performance bound,
namely, the threshold of the heading tracking error. In Fig. 8,
Se is less stringent in the lower frequency region, being the
tracking performance limited by the attitude low-frequency
errors. As a result, from Fig. 8, it can be verified that,
when the heading state observer is made closed loop by the
optimal eigenvalues �opt

ψ , then Seψ < Se holds throughout the
frequency range. Hence, the optimized closed-loop observer
configuration meets the heading desired spectral performance
level, consistently with (5b).

D. Control Law
Coherently with Section II, for both the CoM and the head-

ing dynamics, we adopted the same control law structure (2),
defined by proper design matrices M, Q, and K. Concerning
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Fig. 9. Attitude observer overall block diagram.

the disturbance rejection matrices, for the CoM controllable
dynamics, the only admissible solution of the system (3) holds

M = [
0 0 1

]
, Q =

⎡
⎢⎢⎣

0 0 0
0 0 0
1 0 0
0 1 0

⎤
⎥⎥⎦ . (12)

On the other side, in the heading case, (3) results in M = 1
and Q = [0 0]T .

Finally, the feedback gains matrix K was computed in order
to asymptotically stabilize the closed-loop state matrix, and to
meet the control requirements. Specifically, to compute the
control gains in K, we placed the closed-loop complementary
eigenvalues (	c = 1 − �c) with the spreading rule (7),
i.e., γ c

k = 1 − λc
k = γ c

0 · 2−kαc
0 . The basic frequency γ c

0 was
set as a function of the observer bandwidth γ0, via the tuning
gain δ≥ 1, namely, γ c

0 = δγ0 [29]. Furthermore, we employed
αc

0ψ = 1 to avoid transfer function overshoots. The resulting
heading control law gains hold γ c

ψ = {0.2, 0.1}. As a matter
of fact, such first-trial values were selected so to be also
compliant with the very limited thrust authority expected for
the heading maneuvers, in the envisioned UAV outdoor flight
tests.

IV. ATTITUDE ESTIMATION PROBLEM

The feedback-linearized model, being designed in the
quadrotor inertial frame, assumes a body-to-inertial conversion
for the gyroscope and the accelerometer measurements (see
Fig. 3). In fact, such a conversion requires the knowledge of
the quadrotor attitude. Hence, the attitude estimation problem
was addressed and an attitude ESO was developed on-purpose.

A typical problem affecting the attitude estimation is due
to the drift characterizing the attitude angles, when retrieved
via the sole integration of the gyroscope. Hence, the attitude
estimate was corrected by fusing the integrated angle from the
gyroscope with the accelerometer measurement. Specifically,
an attitude observer was built, as sketched in Fig. 9, based on
the model presented in [27], where the tilt angles (ϕ and θ )
estimation problem was solved using the rotor drag phenom-
ena. However, in this paper, the attitude estimation algorithm
from [27] was reworked and enhanced within the EMC

methodology framework. Most notably, the basic scheme was
augmented with a suitable stochastic disturbance dynamics
(see Fig. 9). This was proven to improve the attitude estima-
tion capability, while substantially simplifying the rotor-drag
observer development and its implementation, with respect
to the available literature results. Indeed, this disturbance
dynamics (D in Fig. 9) enabled a simplified and linear design,
encompassing a nominal rotor-drag coefficient μ, regardless
its precise value. In turn, this was made possible by the
disturbance dynamics capability of estimating the parametric
uncertainty affecting the model, through the filtering of the
model error eot.

Focusing on the tilt angles observer [attitude tilt
observer (ATO), Fig. 9 (top)], a second-order disturbance
dynamics [see x̂d1 and x̂d2 in (13)] was considered. Such
a structure was deemed necessary in order to capture the
gyroscope low-frequency drift, the kinematics coupling due
to the decoupled and linearized attitude model, and all the
further potential effects nonexplicitly modeled.

In summary, starting from the available measurements,
namely, the accelerometer ya and the gyroscope yω ones,
the DT ATO in closed-loop holds⎡
⎢⎢⎢⎢⎣

x̂1
x̂2
x̂d1
x̂d2
x̂q

⎤
⎥⎥⎥⎥⎦ (i + 1) =

⎡
⎢⎢⎢⎢⎣

1 − pT 1 0 0 0
−lh0 1 1 0 mh0

0 0 1 1 mh1
0 0 0 1 mh2

−1 0 0 0 1 − βh

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

x̂1
x̂2
x̂d1
x̂d2
x̂q

⎤
⎥⎥⎥⎥⎦ (i)

+

⎡
⎢⎢⎢⎢⎣

0
B
0
0
0

⎤
⎥⎥⎥⎥⎦ yω(i)+

⎡
⎢⎢⎢⎢⎣

Glh0
0
0
0
G

⎤
⎥⎥⎥⎥⎦ ya(i)

⎡
⎢⎢⎢⎢⎣

x̂1
x̂2
x̂d1
x̂d2
x̂q

⎤
⎥⎥⎥⎥⎦ (0) =

⎡
⎢⎢⎢⎢⎣

x̂10
x̂20
x̂d10
x̂d20
x̂q0

⎤
⎥⎥⎥⎥⎦

[
ϕ̂obs

θ̂obs

]
(i) = [

0 T B−1
2 0 0 0

]
⎡
⎢⎢⎢⎢⎣

x̂1
x̂2
x̂d1
x̂d2
x̂q

⎤
⎥⎥⎥⎥⎦ (i). (13)

In (13), the EM state equations are made closed loop
via the output-to-state feedback ensured by a dynamic noise
estimator filtering (state x̂q ) of the model error eot, coherently
with (11); as clarified in Fig. 9 (NE block, top). For the sake
of completeness, the attitude tilt observer is also characterized
by the matrices

G =
[

T 2 0 0
0 T 2 0

]
, B = gT 2

[
0 −p
p 0

]
G (14)

where most of the tilt dynamics parameters were collected,
in order to simplify the controllable input–output model.
Specifically, in (14), g = 9.81 m/s2 is the gravity constant
and p = μ/m is the continuous-time pole of the rotor-drag
dynamics. Finally, B2 denotes the square matrix made up by
the first two columns of B.
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TABLE II

CONTROL PARAMETERS FOR SIMULATION AND FLIGHT TESTS

Finally, according to the EMC guidelines [23] summarized
in Section II-A, the tuning of the five closed-loop attitude
observer gains [lh0, mh0, mh1, mh2, and βh in (13)] was
performed, via the pole placement machinery already devised
in Section III-C for the heading observer. As a matter of
fact, the complementary eigenvalues 	ato = {γ ato

1 , . . . , γ ato
5 }

of the closed-loop ATO were fixed by trading-off between
two concurrent objectives: 1) to maximize the gyroscope
bandwidth usage while avoiding its drift and 2) to provide
a good stability margin against the measurement noise and
the neglected dynamics; as outlined in (5). As a result,
the complementary eigenvalues were placed so to have a tilt
estimator bandwidth larger than the frequency of the gyroscope
drift ( fω = 0.02 Hz) to be filtered out, but close to fω since the
angular information content in ya is only low frequency. What
is more, this design choice is also coherent with the frequency
content of the rotor drag phenomena ( frd ≈ 0.05 Hz), usually
depending on the quadrotor mechanics, with respect to the
gyroscope drift. On the other side, the accelerometer bias
and low-frequency errors were not considered as relevant
to the ATO bandwidth. Indeed, the selected accelerometer
was proven to be more stable than the gyroscope, with less
sensitivity to the temperature variation. In conclusion, the ATO
bandwidth was chosen wider than fω, yet close to the rotor-
drag dynamics frd (see the final values in Table II).

The attitude tilt estimation was complemented by the head-
ing angle estimation [attitude heading observer (AHO), Fig. 9
(bottom)], employing the gyroscope and the magnetometer yb

measurements. The gyroscope measurements yω were lever-
aged to pursue a reduction of the heading sensitivity to the
external magnetic disturbances. Hence, according to the AHO
scheme in Fig. 9, the DT AHO reads[

x̂ψ
x̂dψ

]
(i + 1) =

[
1 − lm0 1
−lm1 1

] [
x̂ψ
x̂dψ

]
(i)

+
[
ψ̇
0

]
(i)+

[
lm0
lm1

]
ψ̃(i)[

x̂ψ
x̂dψ

]
(0) =

[
x̂ψ0
x̂dψ0

]

ψ̂obs(i) = [
1 0

] [
x̂ψ
x̂dψ

]
(i) (15)

In (15), a first-order disturbance dynamics (state x̂dψ )
completes the (nominal) controllable model of the head-
ing dynamics, in order to take into account the potential
unknown/unmodelled effects, mainly due to the magnetic field
phenomena affecting ψ̃ . Furthermore, the nonlinear functions
f1(·) and f2(·) in Fig. 9 account for the attitude kinematics.
Specifically, f1(·) provides the heading angle rate ψ̇ from the
angular rate measure yω, namely,

ψ̇ = f1(yω) = T

cosθ̂obs

[
0 sinϕ̂obs cosϕ̂obs

]
yω. (16)

On the other side, the function f2(·) encompasses two oper-
ations, in sequence, to retrieve the heading measurement ψ̃ .
First of all, the tilt observer outputs, ϕ̂obs and θ̂obs, are used
to compensate the tilt rotations affecting the magnetometer
measurement yb, by computing the rotated vector yb =
[ybx yby ybz]T . Second, ψ̃ is obtained as the Z(ψ̃) rotation
to be applied in order to align yb with the magnetic North
direction. Hence, we have ψ̃ = f2(yb, ϕ̂obs, θ̂obs), that is,⎧⎨

⎩
yb = Y(ϕ̂obs)X(θ̂obs)(yb − b̂b)

Z(ψ̃)yb =
[
bH 0 0

]T (17)

where the time variable was dropped for simplicity, X(·), Y(·),
and Z(·) are the elementary rotation matrices, and bH =
(y2

bx + y2
by)

1/2 is the horizontal magnetic component. In addi-
tion, the magnetometer measurement is bias-compensated via
the bias b̂b estimated from a calibration procedure.

Concerning the heading observer tuning [gains lm0 and
lm1 in (15)], the key design principle consisted in setting
up a narrow-bandwidth observer, in order to enhance its
filtering capability against possible temporary disturbances in
the magnetic field. On the other side, as for the ATO case,
the heading bandwidth fψ must be higher than the gyroscope
drift characteristic frequency ( fω = 0.02 Hz) in order to
prevent that the estimated heading angle ψ̂obs is affected by a
drift. The fine-tuned values of the closed-loop gains are listed
in Table II.

To conclude, the reliability of the attitude estimate is
affected by the potential low-frequency errors of the adopted
sensors (e.g., bias and drift). Hence, the attitude observer
in Fig. 9 asked for a suitable sensors calibration procedure,
not reported here for the sake of brevity.

V. SIMULATED RESULTS

In this section, some simulated results are presented.
These results were obtained by means of a high-fidelity
mission simulator. This simulator includes the dynamics of
the quadrotor as well as the models of all the sensors avail-
able on-board, encompassing several errors (e.g., bias, drift),
and the noise. Specifically, it is possible to simulate the
dynamics of: accelerometers, gyroscopes, magnetometer, and a
differential GPS receiver. All the sensor models were validated
against their specifications and the in-flight performance dur-
ing on-purpose quadrotor flight tests. In addition, the command
quantization (12 bits) was also considered in the simulations
presented in the following.

From the mission perspective, two different CoM targets
were defined in order to validate the position controller: a 7-m
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Fig. 10. Simulated results: tilt angles estimate from ATO (ϕ̂ATO and θ̂ATO) and comparison with: 1) true angles (ϕ and θ ); 2) sole gyroscope integration
(ϕ̂gyro and θ̂gyro); and 3) nonlinear complementary filter (ϕ̂CF and θ̂CF). (a) Roll angle. (b) Pitch angle.

Fig. 11. Simulated results: disturbance estimation. (a) CoM in-plane acceleration. (b) x-axis and y-axis torque.

Fig. 12. Simulated results: CoM position tracking error and feedback activity without disturbance rejection. (a) CoM tracking error. (b) Feedback activity.

displacement, along the y-axis positive direction at t = 3 s,
followed by a 5 m one, along the x-axis negative direction at
t = 20 s. The simulation time duration was set sufficiently
long in order to: 1) observe any potential attitude drift and
2) test the attitude observer capabilities.

Furthermore, a nearly constant horizontal wind, starting
at t = 10 s, was introduced to characterize the simulation
scenario. The selected wind speed was about 10 m/s, along
the inertial x-axis.

Table II reports the main plant and control parameters
employed both for the simulated and the flight tests. In addi-
tion, Table II lists also the final values of γ0, α, and n needed
to compute the closed-loop eigenvalues, according to (7), for:
the 3-D CoM observer (jerk, acceleration, and position loops),
the heading observer, the attitude observer (ATO and AHO),
and the 3-D control law. The adopted model is the same
for all the three inertial axes, and the same eigenvalues hold
for all the three axes channels. The eigenvalues tuning was
always performed via the optimization procedure detailed
in Section II-A and Fig. 7, for the heading observer case.
Generally, such tuning optimization procedure provided the

first-trial values to be refined and fine-tuned in simulation
and test.

Fig. 10 shows the comparison of the true quadrotor attitude
tilt angles (ϕ and θ ) with those obtained either through the
sole integration of the gyroscope measurements or through
the attitude state observer as per Section IV. As a matter
of fact, the attitude observer results to be able to correctly
estimate and reject the gyroscope low-frequency errors. Fur-
thermore, it is worth to note that the employed nominal
rotor-drag coefficient, i.e., μ = 0.41 Ns/m, was found in
[27] for a quadrotor platform comparable to the one here
adopted. Yet, since this value of μ is uncertain at some extent,
the ATO attitude observer was tested in simulation with an
uncertainty on μ spanning in a range of ± 30%, with respect
to its nominal value. Nonetheless, even in the extremal cases,
the degradation in the tilt angles estimation was proven to be
negligible.

Fig. 10 also depicts the quadrotor UAV attitude tilt angles
estimated via a nonlinear complementary filter [34], [35].
The nonlinear complementary filter was implemented in the
Borea control unit in its enhanced form [35] to provide a
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Fig. 13. Simulated results: CoM position tracking error and feedback activity with disturbance rejection. (a) CoM tracking error. (b) Feedback activity.

Fig. 14. Simulated results: CoM position tracking error comparison,
FL versus EMC-augmented FL (FL + EMC), with and without parametric
uncertainty δ.

meaningful benchmark for the ATO observer proposed in this
paper. In fact, the attitude tilt estimate, ϕ̂cf and θ̂cf in Fig. 10,
appears to be in line with [35] and consistent with the outcome
of the ATO observer proposed in this paper.

Concerning the CoM observer, Fig. 11 shows how the
disturbance estimation allows an effective retrieval of the
flight acceleration and torque disturbances. In essence, Fig. 11
depicts the true disturbance (continuous line), which appears
to be always properly estimated by the disturbance dynamics
states (dashed line). Such results imply a validation, in simula-
tion, of the effectiveness of the disturbance estimation as well
as the three closed-loop structure, presented in Section III-B.
Most notably, these findings provide significant evidence
about the opportunity, for the control law, to benefit from a
direct rejection/compensation of the estimated disturbances,
as per (2).

From this perspective, the great advantages introduced by
the validated disturbance estimation dynamics, characterizing
the EMC observers, are underlined by Figs. 12 and 13.
In detail, the CoM position error [Figs. 12(a) and 13(a)] and
the feedback activity [Figs. 12(b) and 13(b)] are reported
in the cases of a control law, respectively, without and with
the disturbance rejection capability. Hence, the benefits of
a direct disturbance rejection term, in the control law, can
be compellingly perceived by comparing Figs. 12 and 13.
Specifically, when the disturbance rejection term is avail-
able, the activity of the feedback is significantly reduced
[Fig. 13(b)], as well as a substantially better tracking of the
reference state is accomplished [Fig. 13(a)].

For the sake of completeness, the effectiveness of the
FL-EMC control unit is underlined in Fig. 14, for a 7-m CoM
displacement along the y-axis positive direction, as previously

Fig. 15. Experimental flight results: UAV quadrotor heading angle.

defined. In short, Fig. 14 plots the y-axis CoM position error
in the cases of: 1) a pure FL controller and 2) our combined
FL-EMC solution. To allow a more insightful comparison,
a parametric uncertainty δ, affecting the thrust exerted by a
randomly selected motor, was also considered. Specifically,
a value δ = 1% was set to gather all the potential uncer-
tainty sources affecting the motor thrust (e.g., electronic speed
controller, propeller, and external factors). On the other side,
in order to offer a fair benchmarking of the two control tech-
niques, this simulation scenario did not consider any sensor
dynamics and errors, any external disturbance, the actuator
dynamics, and the command quantization. Such elements,
in fact, would undoubtedly deteriorate the performance of
a FL control law. Fig. 14 shows that in case of δ = 0,
the performances of the two control units are substantially in
good agreement. Conversely, Fig. 14 highlights the remarkable
contribution ensured by the EMC to the FL performance,
in case a model uncertainty is considered. Indeed, the FL-EMC
case (black dashed line) significantly outperforms the pure
FL controller (blue dashed line), resulting in a CoM tracking
error about one order of magnitude smaller. What is more,
our FL-EMC design offers a lower level of sophistication and
computational demand. Indeed, the FL control law requires
the computation of the terms collecting all the quadrotor
dynamics model nonlinearities at the command level (hr and
h∗
ψ in (8a)). As a matter of fact, such a computation might

result impractical and inaccurate, as well as infeasible in real
time, when a low-cost flight hardware setup is considered.

VI. FLIGHT TESTS

The UAV quadrotor FL-EMC control unit developed in
this paper was validated, after the simulated results, through
an extensive outdoor flight tests campaign. In the following,
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Fig. 16. Experimental flight results: UAV quadrotor CoM position tracking performance. (a) Tracking error. (b) Horizontal position.

Fig. 17. Experimental flight results: tilt angles estimation from ATO (ϕ̂obs and θ̂obs) and comparison with sole gyroscope integration (ϕ̂gyro and θ̂gyro). (a)
Roll angle. (b) Pitch angle.

some of the most significant results are presented. Specifically,
we show the outcomes of an hovering flight test, lasting
more than 2 min, in an outdoor environment affected by
variable wind (wind speed < 10 km/h). The adopted control
parameters were those reported in Table II. In short, within
the devised hovering flight maneuver, the control unit aims
at keeping the quadrotor CoM position fixed, with respect to
its value at the onset of the mission flight mode (target point).
Hence, no state trajectory guidance is required. Concerning the
sensors configuration (see also Appendix B), the accelerometer
was calibrated before the hovering flight test, as well as
the gyroscope, whose low-frequency calibration is always
performed automatically just before the takeoff.

Furthermore, in this test, the quadrotor heading angle was
regulated to its initial value, thus assumed as the reference
heading value. To this aim, the heading control performance
can be appreciated in Fig. 15, where the angle deviation
with respect to its target value is lower than 29 mrad. Such
a result demonstrates the control law effectiveness but also
the disturbance estimation capability of the heading ESO due
to the presence of: cross-couplings with the CoM position
controller, the wind, and any other real-flight environmental
and plant disturbance.

The UAV quadrotor positioning error is shown in Fig. 16.
Specifically, Fig. 16(a) shows the position tracking error in all
the inertial directions, while Fig. 16(b) depicts the horizontal
in-plane position, in 2-D inertial coordinates. The horizontal
position accuracy appears to be greater than 1 m, a value in
line with the error of the embarked GPS receiver.

In Fig. 17, we provide a comparison between the quadrotor
tilt angles obtained from the sole gyroscope integration with
those estimated by the attitude tilt observer. We can note

how the tilt angles provided by the attitude observer appear
not to be influenced by the low-frequency drifting behavior.
Furthermore, from the Fig. 17, we observe how the roll and
pitch angles were regulated within, respectively, 0.12 and
0.18 rad, during the hovering flight test, in a representative
windy condition. These trends demonstrate the FL-EMC con-
trol unit strong capability to keep the attitude tightly within
the expected bounds, in line with the hardware characteristics
of the UAV quadrotor platform (see Appendix B).

Finally, Fig. 18(a) shows the torque command authority
demanded by the designed controller. Notably, the control
torque values requested to meet the performance level appear
quite limited and significantly below the propellers satu-
ration level (1 N m, for tilting torques, and 0.05 N m, for
the heading control). To conclude, Fig. 18(b) highlights an
unbiased and very faint feedback command. This is a typical
and remarkable characteristic of an EMC control law due to
the direct disturbance rejection, allowed by the disturbance
estimation dynamics. Indeed, the disturbance compensation
via the control law contributes in minimizing the feedback
activity, thus improving the overall control robustness [36].
Furthermore, it is worth noticing how the feedback activity
from the experimental test [Fig. 18(b)] is consistent with the
simulated one [Fig. 13(b)].

Fig. 19 shows the results of an experimental trajectory
tracking test. In short, in Fig. 19(a), it is shown the quadrotor
UAV tracking performance in case of a maneuver where is
required a smooth trajectory, with a decreasing slope, and
a target position of − 5 m, along the inertial x-axis. It can
be noted how the estimated position r̂x is able to match
quite closely to the measurement rx : this implies a low
model error, in turn, indicating the ESO observer effectiveness.

Carlo Novara



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LOTUFO et al.: CONTROL DESIGN FOR UAV QUADROTORS VIA EMC 13

Fig. 18. Experimental flight results: torque command and feedback activity. (a) Torque command. (b) Feedback activity.

Fig. 19. Experimental flight results: position tracking along the inertial x-axis. (a) Position tracking. (b) Tracking error.

Similarly, it can be observed that the position measurement rx

appreciably follows the reference trajectory path r x . This indi-
cates that the FL-EMC control law is able to lead the quadrotor
UAV position to the desired target. Finally, Fig. 19(b) depicts
the position tracking error, whose magnitude appreciably
decreases during the displacement; a behavior suggesting the
effectiveness of the optimized control law tuning.

VII. CONCLUSION

In this paper, the problem of the attitude and the position
control of a UAV quadrotor was addressed, via the FL,
in combination with the EMC methodology.

The nonlinear quadrotor model was linearized via the FL
technique, collecting all the nonlinearities at the command
level, which perfectly matches the EMC capability of rejecting
them as a command collocated disturbance. Hence, the EM,
which plays the role of an ESO, was developed based on the
feedback-linearized quadrotor dynamics.

The problem of the quadrotor attitude reconstruction was
faced to provide a reliable attitude estimate to the CoM and
heading observers. To this aim, we have devised a hierarchi-
cally organized attitude observer, based on an effective sensor
fusion among the available attitude measurements, and also
encompassing the rotor drag phenomena.

Finally, the developed control architecture was tested via
an extensive set of numerical simulations, via a high-fidelity
simulator, and then experimentally, in outdoor flight. Our
test results, both in simulation and in flight, provide relevant
evidences about the FL-EMC control unit capability to ensure
the quadrotor control.

This paper, therefore, provides a framework for the EMC
applicability to nonlinear systems, as quadrotor UAVs. To the
best of our knowledge, this is the first study to apply the

Fig. 20. Body reference frame 	b and propellers mounting (quadrotor
top-view).

EMC methodology to a nonlinear system, in a cradle-to-grave
project. Most notably, the FL-EMC combination represents
a new approach to deal with the typical FL control law
limitations.

Future work will introduce proper guidance algorithms into
the experimental tests, to accomplish more complex trajecto-
ries, and will compare the proposed FL-EMC framework with
alternative control schemes, to evaluate the impact both on the
control performance and at system level.

APPENDIX A
QUADROTOR UAV MODELING

In this appendix, the model of the Borea quadrotor is
presented. Let us consider the local inertial frame 	i and the
body frame 	b, defined in Fig. 20 together with the propellers
mounting. The model of the quadrotor attitude kinematics was
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addressed through the Euler angles representation, collected
in θ = {φ, θ, ψ}, and describing, respectively, the UAV roll,
pitch, and yaw motions. Specifically, by selecting the Euler
angles sequence 1−2−3, the body-to-inertial attitude matrix
Ri

b(θ) holds

Ri
b(θ) = X (φ)Y (θ)Z(ψ)

=
⎡
⎣ cθcψ −cθ sψ sθ

sφsθcψ + cφsψ −sφsθ sψ + cφcψ −sφcθ
−cφsθcψ + sφsψ cφsθ sψ + sφcψ cφcθ

⎤
⎦
(18)

where given a generic angle α, cα, sα , and tα, stand, respec-
tively, for the cosα, sin α, and tan α, functions. Based on the
rotation matrix in (18), the well-known rigid-body attitude
kinematics was defined as follows:

θ̇(t) = A(θ(t))ωb(t), θ(0) = θ0 (19)

A(θ) = 1

cθ

⎡
⎣ cψ −sψ 0

cθ sψ cθcψ 0
−sθcψ sθ sψ cθ

⎤
⎦

where ωb is the quadrotor body angular rate vector and A(θ)
is the kinematic matrix.

Let us now consider the quadrotor attitude dynamics, includ-
ing the gyroscopic effects, namely,

ω̇b(t) = u(t)− J−1(ωb(t)× Jωb(t))+ d(t)

ωb(0) = ωb0 (20)

where u(t) = [u2(t) u3(t) u4(t)]T is the command angu-
lar acceleration along the three body axes, d represents
all the external disturbances (e.g., wind, rotor aerodynam-
ics, mechanical vibration, and actuator noise), while J =
diag{Jx , Jy, Jz} is the quadrotor inertia matrix.

Finally, the quadrotor commands are described via the four
propellers angular rates ωpi (t), with i = 1, 2, 3, 4, whose
command corresponds to commanding the four propellers
thrust f pi (t), with the relative wind assumed negligible.
In turn, by controlling the propellers thrust, it is possible to
set the UAV nominal body vertical acceleration u1(t) and the
nominal angular acceleration u(t), about the three body axes,
namely,⎡

⎢⎢⎣
u1
u2
u3
u4

⎤
⎥⎥⎦ (t) =

⎡
⎢⎢⎣

1/m 1/m 1/m 1/m
0 a/Jx 0 −a/Jx

−a/Jy 0 a/Jy 0
−kT /Jz kT /Jz −kT /Jz kT /Jz

⎤
⎥⎥⎦

×

⎡
⎢⎢⎣

f p1
f p2
f p3
f p4

⎤
⎥⎥⎦ (t) (21)

where a is the distance between the geometric center of
the quadrotor and any propeller hub (see Fig. 20), m is the
quadrotor mass, and the coefficient kT relates the propellers
thrust with the reaction torque on the motor stator.

On the other hand, the dynamics of the UAV quadrotor
CoM was expressed in the local inertial reference frame 	i .

Fig. 21. Borea quadrotor UAV.

Specifically, the CoM position r(t) was considered as the
model output, i.e., y(t), and its dynamics is reported in (22)

ṙ(t) = v(t), r(0) = r0

v̇(t) = Ri
b(θ)

⎡
⎣ 0

0
u1

⎤
⎦ (t)− g + ad(t), v(0) = v0 (22)

y(t) = r(t).

In (22), g = [0 0 9.81]T is the gravity vector, while
ad(t) represents the external disturbances affecting the model
dynamics.

To sum up, by considering (19), (20), and (22), the complete
set of state variables of the UAV quadrotor model encom-
passes: 1) the 3-D inertial position r(t) = [rx (t) ry(t) rz(t)]T ;
2) the inertial velocity v(t) = [vx(t) vy(t) vz(t)]T ; 3) the
attitude angles θ(t) = [φ(t) θ(t) ψ(t)]T ; and 4) the angular
rates ω(t) = [ωx(t) ωy(t) ωz(t)]T , that is,

x(t) = [
rT vT θT ωT

]T
(t). (23)

Finally, the UAV quadrotor model was completed with
the actuator dynamics, whose identification was preliminary
addressed in [37].

APPENDIX B
BOREA QUADROTOR UAV EXPERIMENTAL PLATFORM

The Borea project is based on a quadrotor UAV experimen-
tal platform (Fig. 21), whose structure, made mainly by wood,
is characterized by an arm length of 0.25 m, a total weight
around 2.5 kg, and an almost diagonal inertia matrix (see
Table II). The Borea quadrotor is endowed with four fixed-
pitch propellers in cross configuration (Fig. 21). The propellers
are rigidly jointed to three-phase brushless dc motors, and
controlled via four electronic speed controllers. The system is
powered by a single Lithium Polymer battery; composed by a
series of three cells ensuring 12.6 V in full-charge condition
(11.1-V nominal voltage).

The Borea project was based on low-cost components of
the commercial off-the-shelf type; although characterized by
small form factors and a sufficient level of accuracy for
the mission objectives. The control unit relies on a Spark-
fun UDB5 board (see Fig. 22). This board integrates the
inertial measurement init MPU-6000, with triaxial MEMS
gyroscopes and accelerometers, and a 16-bit microchip micro-
controller. In addition, an external magnetometer (Honeywell
HMC5883L) was added to measure the earth magnetic field
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TABLE III

BOREA PLATFORM: MAIN SENSORS SPECIFICATIONS

Fig. 22. Borea quadrotor: functional architecture.

and to perform full attitude estimation via sensor fusion algo-
rithms. Furthermore, to support the control of the quadrotor
3-D position, a sonar and a differential GPS receiver were
mounted on-board. Specifically, the U-blox C94-M8P applica-
tion board, integrating the NEO-M8P-2 module, was chosen as
Global Navigation Satellite System (GNSS) instrument. GNSS
module can perform real-time kinematics (RTK) positioning
to provide measurements with an ideal accuracy in the order
of 1 m.

The flight control also embarks radio frequency (RF)
modules. These RF modules enable, via radio link: 1) the
telemetry and the housekeeping data exchange with the ground
station and 2) the reception of the operator’s commands.
Indeed, the Borea quadrotor can be also piloted by means
of a multifunction radio controller, allowing, for instance,
a manual switching between different flight modes and con-
trollers. Finally, the experimental data needed for the post-
flight analyses are recorded in a binary format on a micro
secure digital card.

To sum up, Table III lists the specifications of the main
sensors embarked on the Borea UAV platform.
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