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## Abstract

The industrial world is facing an important change that will bring new powerful tools inside the factories. This innovation will be the result of the fourth industrial revolution, also known as "Industry 4.0". The collaborative robotics is one of the pillars of the Industry 4.0. The goal of the collaborative robotics is to bring the robots outside from the cages in which they are now and make possible the human-robot interaction. This is a radical change in the industrial robotics because it permits to exploit the potentialities offered by the combination of the precision, velocity and repeatability of robots and the extreme adaptability of humans. In these years, several works have faced the topic of the collaborative robotics and several control algorithms have been presented.

This dissertation proposes two algorithms useful to control collaborative robots and permit safe human-robot interactions in an industrial environment. The first algorithm is a collision avoidance algorithm based on the artificial potential fields approach. The proposed algorithm controls the robot in order to avoid collisions with fixed and dynamic obstacles moving along preferred directions. The trajectory conditioning technique proposed in this work gives to the robot the possibility of avoiding collisions with highly dynamic obstacles overcoming the problem of the unknown directions of motion related to the artificial potential fields approach. In this way the operator can predict how the robot will modify the planned trajectory to avoid collisions making the human-robot interaction more natural. A hand-over algorithm is the second novelty proposed in this thesis. This algorithm permits to obtain fluent hand-over between a robot and a human operator. The proposed algorithm makes possible bidirectional, reactive and fast hand-over actions and the pose of the operator's hand is considered as target that the robot has to reach. Both the algorithms need as input the information related to the position of the human operator working with the robot. The position and the movements of the human worker are acquired by a markerless vision system. In particular, Microsoft Kinect v2 sensors have been used in this work.

A simulation environment has been developed to permit to a human operator to start interacting with a simulated collaborative robot. A virtual collaborative robotics environment has been developed and presents graphical representations of a human body and of a collaborative robot. The simulated worker and robot reproduce the movements of the human operator and of the collaborative robot helping the worker to interact with the robotic manipulator. The movements of the
human body and of the robot are calculated by models developed in MathWorks environment. A kinematic model of the human body permits to properly move the simulated human body having as inputs the position vectors of the Kinect joints. A kinematic/dynamic model of collaborative robot controlled by the algorithms here proposed permits to understand the behaviour of the robot. A first phase of tests has been conducted using this simulation environment. The aim of these tests was to verify the effectiveness of the proposed algorithms.

A second phase of tests has been conducted in an experimental set-up built up to obtain a collaborative robotics workspace where an operator can interact with a real collaborative robot. Two markerless sensors are used to acquire the position of the human worker and three PCs handle the data from the sensors and from/to the controller of the collaborative robot. The results of experimental tests show the performances of the proposed control algorithms. In fact, the collision avoidance algorithm with trajectory conditioning technique permits a human worker to safely share the workspace with a robot. The evasive movements of the collaborative robot occur along directions that had been previously defined by the operator, making the robot movements predictable and acceptable by the worker. The hand-over algorithm drives the robot to adapt the pose of its tool centre point to the pose of the hand of the human operator. In this way the worker and the robot can fluently exchange objects between them. The developed algorithms make possible a natural and seamless human robot interaction.
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## Chapter 1

## Collaborative robotics: state of the art

## 1.1 "Industry 4.0" and collaborative robotics: an overview

The second decade of this century has seen strong evolution of automation and information technology, which is deeply impacting on the production technologies and on the organisation and management of the production plants and of the complete supply chain. The impact is so strong that it is commonly considered the beginning of the fourth industrial revolution, that will radically modify how the manufacturing industry will be structured. This industrial revolution is generally known as "Industry 4.0 " and this term was used for the first time by the German Federal Ministry of Education and Research to indicate a set of actions aimed to improve the productivity of the German industry sector in 2011. The name "Industry 4.0 " was then adopted in the rest of the world to refer to the new incoming phase of the manufacturing industry.

The idea behind the "Industry 4.0 " is to introduce in the industrial world several different technologies (e.g.: Internet of Things, Big Data Analytics etc...) that will improve the production processes. In figure 1.1 a scheme shows the characteristic elements of the four industrial revolutions.


Figure 1.1: Characteristics elements of the four industrial revolutions.

Robotics has an important role in both the third and fourth revolutions. Robots were introduced inside the factories in the third industrial revolution and they had the characteristics that are commonly associated to industrial robots: expensive, precise, big, fast and highly productive, but as most of the production machines they are potentially dangerous for the human operators. For this reason, robots are always segregated inside spaces surrounded by physical fences that do not allow the entrance of the operators, unless robots are stopped and deenergized. This kind of robots are generally expensive and programming is a task for dedicated, skilled operators only. The necessity of developing areas dedicated to robots, their cost and the effort needed to program them, entail that robotic production lines must work continuously and for several years on the same kind of products, to amortise the cost associated to their set up. Industrial robots are widely used in the automotive and electronics fields and the number is increasing in others (e.g. food sector) [1]. In the last five years there has been a growth of the annual installations of industrial robots and it will be probably continuing to grow in the next years [1]. The annual report of the International Federation of Robotics (IFR) [1] indicates also that there will be four million industrial robots in the world's factories in 2022.

The growth of the market of industrial robots, led by the running transformation, sees the introduction of two new types of robots: mobile and collaborative robots (also known as cobots). In this thesis attention will be focused on collaborative robots only. Collaborative robotics is the new frontier of industrial robotics and the idea behind it is to eliminate the physical fences that segregate the robots and develop factories where humans and robots can share the workspace and collaborate to perform some tasks. The concept of collaborative robotics was firstly introduced by Colgate and al. in [2] in 1996 and the first collaborative robotic manipulator was the DLR Light Weight Robot LWR III developed by DLR Institute of Robotics and Mechatronics in collaboration with KUKA and presented in 2003. In the last fifteen years several companies producing collaborative robots were founded (e.g.: Universal Robots (UR), Rethink Robotics etc...) and the historical manufacturers of industrial robots started to sell their own cobots. In table 1.1 some collaborative robots and their characteristics are reported. It is clear that cobots present a significant variety in terms of payload (from 0.5 kg to 170 kg ) and kinematic layout (e.g.: anthropomorphic manipulators with 6 or 7 degrees of freedom (dofs), double scara robots etc...).

A most relevant property of cobots is the relatively easiness of programming, that makes possible to train an operator in few days.

Table 1.1: List of collaborative robots.

| Company | Robot | Kinematic | Payload [kg] | Reach [m] |
| :---: | :---: | :---: | :---: | :---: |
| ABB | YuMi | Dual 7dofs serial arms | 0.5 each arm | 0.5 each arm |
| Comau | AURA | 6 dofs serial | 170 | 2.21 |
| Fanuc | - CR 4iA <br> - CR 7iA <br> - CR 35iA | 6 dofs serial arms | $\begin{aligned} & \bullet \quad 4 \\ & \bullet \\ & \hline \end{aligned} \quad 35$ | - 0.55 <br> - 0.717 <br> - 1.813 |
| Kawasaki | DUARO | Double SCARA | 2 | 0.76 |
| KUKA | - LBR iiwa 7 R800 <br> - LBR iiwa <br> 7 R800 | 7dofs serial arms | $\begin{array}{ll} -\quad 7 \\ -\quad 14 \end{array}$ | $\begin{array}{ll} \bullet & 0.8 \\ \bullet & 0.82 \end{array}$ |
| Rethink <br> Robotics | - Sawyer <br> - Baxter | - 7dofs serial arm <br> - Double 7dofs serial arms | - 4 <br> - 4 each arm | - 1.26 <br> - 1.26 <br> each <br> arm |
| Universal Robots | - UR3 - <br> UR3e <br> - UR5 - <br> UR5e <br> - UR10 - <br> UR10e <br> - UR16e | 6 dofs serial arms | - 3 <br> - 5 <br> - 10 <br> - 16 | - 0.5 <br> - 0.85 <br> - 1.3 <br> - 0.9 |

In [1] it is clear how the collaborative robotics is still a niche. In fact, the collaborative robots sold in the 2018 were approximately $14000,3 \%$ of all industrial robots sold in that year. However, it is important to highlight that collaborative robots sold in the 2017 were about 11000. This means that the yearly growth has been $25 \%$. Furthermore, a report of Interact Analysis [3] reveals that the collaborative robotics market is strongly growing in the next years and cobots will be $30 \%$ of the total robot market in the 2027. The same document reports that cobots will be widely used in the electronics field and in logistics.

The future growth of the collaborative robotics is strictly related to the possibilities that the cobots offer to small and medium-sized enterprises (SMEs). In fact, cobots are cheaper than other industrial robots and the possibility to use them without the need to install physical safety barriers reduces the cost associated to the adoption of robots in factories. Moreover, the easiness in programming is going to allow SME to use this system with internal resources, without needing expensive external support for simple reconfiguration activities. This is going to permit the SMEs to enter in the world of robotics and start to innovate their productive processes introducing robots. Collaborative robots will be an important tool not only for the SMEs, but also for the big companies that are already using industrial robots. In fact, they can use cobots to partially automate processes that are fully manual now. Cobots and human workers can work on the same process exploiting their own peculiar features, such as repeatability and precision for the robots and adaptability for the humans. This permits to answer to
the consumers' demand of more customized products, as reported in [4]. As shown in figure 1.2, the industrial robots are useful with manufacturing processes characterized by big production volumes and reduced product variety. Instead, cobots can be used in those cases with reduced production volumes and quite wide production variety.


Figure 1.2: Different characteristics of flexible automation and fast and rigid automation.
These production processes require the possibility of modifying easily the production lines to adapt them to the different productions. Collaborative robots have suitable characteristics: they do not require physical fences and their programming is simple, therefore modifying the lines is not expensive or time consuming. Furthermore, the presence of human operators can play an important role in those cases where it is required an adaptability that robots do not have. Only the cobots permit to have workspace where humans and robots can work side by side. Cobots can also represent a possible solution to reduce problems related to musculoskeletal disorders (MSDs), that are the most common health problems in the workplace in the European Union [5]. In fact, collaborative robots can relieve human workers whose activities can cause them MSDs, such as lifting payloads or actions that produce unhealthy vibrations.

Collaborative robots can be used in different scenarios and the IFR, based on [6], defined four types of human-robot interaction (HRI) (cf. figure 1.3), here described:

1) coexistence: no fences but the workspace is not shared;
2) sequential collaboration: the workspace is shared but the movements are sequential;
3) cooperation: worker and robot work at the same time in the same part of the workspace, but on different product/component;
4) responsive collaboration: robot responds in real-time to movements of the human operator and they work simultaneously on the same product/component.


Figure 1.3: Four different types of human-robot interaction. On the left, the case of fenced robot with no human-robot interaction.

For what concerns safety regulations, collaborative robotics was introduced in the international standards UNI EN ISO 10218-1 [7] and UNI EN ISO 10218-2 [8]. Here four requirements for collaborative operations were presented. These specifications were then extended in ISO/TS 15066:2016 [9], providing safety requirements for collaborative robot systems. These operating methods are (cf. figure 1.4):

1) safety-rated monitoring stop: the robot must cease its motion when the human operator enters the collaborative workspace, otherwise it can operate non collaboratively;
2) hand guiding: the operator can move the robot using a hand-operated device located near the end-effector to transmit commands to the robotic system. A safety-rated monitoring stop must be achieved before the operator enters in the collaborative workspace;
3) speed and separation monitoring: differently from the previous methods, in this case robot and human operator can move both inside the collaborative workspace, but a minimum safety distance (protective separation distance) between them must be guaranteed. If the human-robot distance is less than the protective separation distance, the robot must be stopped. The value of the protective separation distance can change during the collaborative operation, depending on the operative conditions (e.g.: velocity of the robot, velocity of the operator etc...);
4) power and force limiting: in this method, physical contacts (intentional or unintentional) between robot and operator are permitted, unlike the previous method where contacts must be avoided. Hazard associated to the contacts must be kept below threshold limit values and a guidance to establish these values is reported in the Annex A of the standard.

In [9] it is written that the operating methods "may be used singularly or in combination when designing a collaborative application".


Figure 1.4: The four safety requirements reported in ISO/TS 15066:2016.
In these years, different enterprises had introduced and tested collaborative robots in their factories and in [10] the IFR lists some of these applications. In most of these applications collaborative robots are used to relieve human operators of doing repetitive, monotonous or ergonomically unsuitable tasks. But there are not industrial applications that imply human-robot cooperation or responsive collaboration.

Whereas collaborative robotics is moving its first steps inside the factories, it has been for years now a trending research topic in academia. Figure 1.5 shows the result of an estimation of research papers on the topic of collaborative robotics, published between 1996 and 2019.


Figure 1.5: Numbers of published papers on the topic "collaborative robotics" in each year from 1996 to 2019.

These research papers address different aspects of collaborative robotics, from safety to programming robot through augmented reality. Table 1.2 reports a possible classification of the papers published on this topic. This result is a possible classification of these works and it is not intended to be exhaustive, but it could be helpful to understand the problems and the complexity related to the collaborative robotics.

Table 1.2: Classification of the research papers on the topic of "collaborative robotics".

| Category | Sub-categories |
| :---: | :---: |
| Safety | - Safety by design <br> - Safety by pre-collision strategies <br> - Safety by post-collision strategies |
| Human-robot interactions modalities | - Vision-based systems <br> - Vocal-based systems <br> - Force-based systems |
| Robot programming methods | - Off-line techniques <br> - On-line techniques |
| Virtual and Augmented reality | - |
| Fault tolerance | - |
| Applications | - Handling objects <br> - Hand-over <br> - Welding <br> - Assembly |

In the following paragraphs, the most relevant contributions of each category presented in table 1.2 are briefly described. A more detailed analysis of the works related to the topic "Safety by pre-collision strategies" and "Hand-over" is presented in Chapter 2.

### 1.1.1 Safety

Safety is a crucial aspect in the collaborative robotics scenario. In fact, the first characteristic associated to the cobots is the possibility to use them without the unavoidable obligation to install physical fences between humans and robots. This implies that the safety of human workers must be ensured with different solutions. As can be seen in table 1.2, safety presents three subcategories: 1) "Safety by design"; 2) "Safety by pre-collision strategies"; 3) "Safety by postcollision strategies".
"Safety by design" was the first approach adopted to guarantee the operators' safety. The idea is to design robots that are intrinsically safe. Various solutions have been proposed, from the reduction of the weights of the links of the robot
([11]) to the adoption of soft coverings, airbags or energy adsorbing protective layers to cover the robots ([12-13]). In other works, robots can handle collisions with other elements in the workspace thanks to the integration of mechanisms inside their structure (e.g. Series Elastic Actuators (SEA) [14] and Variable Impedance Actuators (VIA) [15]). The SEA permits to decouple the inertia of the link involved in a collision from the inertia of the previous links, thanks to an elastic element between the motor and the link. In this way it is possible to reduce the levels of injury risk. The VIA is an actuator designed to vary the value of stiffness, damping, or gear-ratio while the task is executing. VIA is an evolution of the SEA, where the compliance properties are fixed.
"Safety by post-collision strategies" embodies those approaches that actively reduce the impact of undesired collisions between robot and human. The basic solution is stopping the robot after the collision occurred. More advanced solutions permit to control the torque of the robot and adapt its behavior in order to reduce the impact energy moving the robot away and not just stopping it. For example, in [16] a damping controller was developed to modify online the tool velocity, power and contact force. In [17] a method to estimate the contact point and the contact force and using this information to control the relative motion and the exchanged forces is presented.

### 1.1.2 Human-robot interactions modalities

To obtain a more efficient and fluent human-robot interaction, different works have faced the human-robot communication topic and explored several modalities of interaction. It is possible to divide the systems presented in these works in three main groups: vision-based systems, vocal-based systems and force-based systems.

For what concern the first group, the human worker's movements are acquired by vision sensors and information extracted from them are given to the robot as input. Several papers of this group presented methods to understand the intentions of the human operator working with the cobot. In [18], the authors presented a multi-labeled framework useful to recognize human actions. The inputs of the system are 3D skeleton joints positions data obtained from a RGBD camera. Recognizing the actions permits to improve the human-robot collaboration. A simple and intuitive way to control robots is by gestures. Different works presented methods to recognize gestures and control the robot giving commands associated to the recognized gestures. In [19-20], a Leap Motion sensor is used to track the movements of the hands of a worker and he/she can control a KUKA Youbot using gestures recognition tools. Start and stop commands obtained from gesture recognition features are exploited to control a robot in [21]. A face recognition feature can be an additional security measure adopted to ensure the safety of the operator. In fact, using face recognition tools it could be possible to identify if the operator is allowed to work with the cobot or not [22]. In this way, only trained workers can interact with the robots reducing the probabilities of incidents.

Vocal communication is the preferred one in human-human interaction and it is very interesting also for human-robot interaction. In fact, the vocal communication channel is fast and it is useful when the hands of the operator are not free and other interaction modalities are not exploitable (e.g. commands based on gestures). In [23] a method to generate from language instructions a code for both virtual and real robot to execute assembly tasks is presented. An important problem for the applicability of vocal-based systems in factories is the environmental noise. The noise can generate misrecognition of commands, possibly leading to dangerous effects. A method to improve performances of commercial vocal recognizers in an industrial environment is described in [24].

In the previous cases, there is not the necessity of contacts between humans and robots. The operator can control and command the robot remotely. Instead, the force approach implies the analysis of the interaction forces to determinate the operator's intentions and command the robot properly. This HR interaction modality has been used in different cases, from collaborative object transportation [25] to posture assistance [26] and cooperation in assembly lines [27].

### 1.1.3 Robot programming methods

Different modalities have been developed to facilitate and speed-up the programming phase of the robotic systems. They can be divided in off-line and on-line techniques.

The off-line techniques [28] are characterized by using software that presents a 3D model of the robot to have an immediate feedback. Several modules are offered to simulate operations like, for instance, polishing or welding. The 3D model of the robot permits to check possible collisions and modify the program to avoid them. After the testing phase, the program can be uploaded to the robot control unit. The main advantage of this kind of robot programming is the possibility to write the program and testing it without stopping the real robot, that can continue to work. The main throwback is that every robot manufacturer has its own off-line software and they are usually expensive.

The on-line techniques permit the operator to program the robot directly interacting with it. The "Walk-through programming" and the "Programming by demonstration" are two on-line programming techniques. In the first case, the operator moves the end-effector of the robot in different positions and the controller records the desired trajectories in order to reproduce them later [29-30]. In this case, the robot reproduces exactly the movements performed by the operator. "Programming with demonstration" is an evolution of the "Walkthrough programming". In fact, the acquired movements are not simply reproduced, but they are generalized so that the robot can adapt and used them in different scenarios [31-32].

### 1.1.4 Virtual and augmented reality

Virtual (VR) and augmented reality (AR) are tools used in different aspects of collaborative robotics, especially in the training phases of the human workers and as additional tools to guarantee the safety of the operators.

In [33-34] AR techniques are implemented to give to the operator useful information regarding the production processes. In [35-37] human operators are trained to operate with a collaborative robot in different scenarios thanks to virtual scenes that reproduce the collaborative workspace. AR and VR tools are also used to program robots.

Projection of the workspace of the robot and safe areas are presented in [38]. A Kinect v2 sensor is used to acquire the movements of a human operator and reproduce them in a virtual environment with a virtual robot to test collision avoidance algorithms, [39].

### 1.1.5 Fault tolerance

The fault tolerance of collaborative robots is an important problem in humanrobot interaction. The fault tolerance permits to reconfigure the robotic system in order to continue working properly even in presence of faults [40]. In this way it is possible to avoid an anomalous and dangerous behavior of the robot while it is working near or with human operators [41].

### 1.1.6 Applications

Several papers described case studies in which cobots have been used. In this paragraph, a brief overview of the most relevant collaborative robotics applications is presented.

Handling objects, together with hand-over tasks, is the most common application in collaborative robotics. It can be found in different branches of the manufacturing sector. Using cobots to handle materials permits to reduce the physical effort of the operator when lifting or moving objects and to let the worker focus on the tasks that require the human adaptability and sensibility. For example, in [42] a cobot holds workpiece in a precise position and orientation and the operator is responsible for the final steps of a polishing operation. Another work presented a robot assistant that helps tyre dealer lifting and positioning tyres in the proper location, [43].

Welding is another interesting application in which collaborative robots can be used. In [44-45], walk-through programming techniques have been implemented to program robots in order to perform welding operations.

Assembly operations can benefit from the introduction of collaborative robots, [46]. In [47], a collaborative robot that can be used in automotive assembly lines is presented.

### 1.2 Conclusions

Collaborative robotics is a radical change in the industrial robotics world, opening to the possibilities to have shared workspace between robots and human workers, without the need of physical fences to ensure the safety of the operators. This is an important change in the manufacturing sector, because it permits to adopt solutions that involve human-robot collaboration to replace production processes that are now fully manual. In this way the human operator can engage in high value-added activities, leaving monotonous, repetitive or ergonomically unsuitable tasks to the robots. Furthermore, the possibility to not install physical and expensive fences, the easy programming of this kind of robots and their relatively low cost are interesting characteristics for the SMEs, that in many cases can not consider the introduction of traditional robots in their plants. The data reported in [1] show that the collaborative robotics market is still small, but a significant growth is expected in the next years [3].

The international standards UNI EN ISO 10218-1 and UNI EN ISO 10218-2 have introduced the collaborative robotics in the existing regulatory framework, defining four classes of safety to adopt when designing collaborative application. These safety requirements are extended and explained in the technical specification ISO/TS 15066:2016. The first collaborative applications that respect the safety standards are now emerging in the factories around the world, [10].

Collaborative robotics is moving its first steps inside the factories, but it is an interesting and trending research topic since years. More than 2400 research papers on the topic of collaborative robotics were published from 1996 to 2019, facing different aspects of this content.

In this chapter, a review of the research literature on this topic was given and a possible classification of the papers in categories was presented.

## Chapter 2

## Innovative algorithms for human <br> control robot interaction

### 2.1 Introduction

In the previous chapter, the four different types of human-robot interaction have been described. For the "coexistence" and the "sequential collaboration" cases, one of the main aspects of the human-robot interaction to consider is the safety of the human operator. In fact, in these cases the cobot and the human worker do not collaborate to achieve a joint task, but they perform distinct operations. The robot must recognize the presence of the operator to avoid hurting him/her. In the case of the "responsive collaboration", the safety is still a critical issue, but the cobot also has to be able to adapt its motion to the movements of the human operator in order to perform common tasks. Control algorithms to command properly the robot in order to collaborate with the operator must be implemented in the collaborative robotics system.

The topics of the safety of the human-operator and of responsive collaborative tasks have been studied in this work and algorithms useful to control the robot have been developed. Collision avoidance and human-robot hand-over control algorithms will be presented in this chapter. The state of the art related to these two topics and the novelties of the developed algorithms will be explained.

### 2.2 Collision avoidance algorithm

Collision avoidance algorithms must ensure the safety of human operators working with collaborative robots. A robot controlled by these algorithms must follow a trajectory avoiding any undesired collisions with the workers while the cobot is moving. The topic of "collision avoidance algorithms" is one of the most
studied problems in academia. The problem of the collision avoidance algorithms was faced by the robotics community before the arrival of collaborative robotics. At the beginning, the idea was to plan trajectories that avoid collisions between the robots (mobile or manipulators) and other objects present in the workspace, in order to not damage the robots or other tools. The human operators were not considered because robots and humans were separated by physical fences and any interactions were not possible. The development of collaborative robotics introduced human workers inside the robots' workspace and the goal of the collision avoidance algorithms became to control the robots so to avoid hurting human operators.

Collision avoidance algorithms can be divided in two main groups: offline algorithms, that plan offline the trajectories that the robot has to follow so to avoid collisions with fixed and well known obstacles, and online algorithms, that plan or replan online the trajectories of the robot in order to avoid collisions with static and dynamic obstacles (e.g. human operators).

The offline collision avoidance techniques were the most studied before the introduction of the collaborative robotics. These algorithms were interesting because they permitted to obtain trajectories that were globally optimal ones. The offline algorithms can be divided in sub-categories:

- configuration space or $C$-space, in which the $C$-space is the space of all the possible robot configurations (also the initial and final configurations that the robot has to assume to perform the task) and $C_{\text {obstacle }}$ is the space with the obstacles' configurations. The path of the robot has to be defined in the free space $C_{f r e e}=C-C_{\text {obstacle }}$. The complexity of the problem is related to the number of the degrees of freedom of the robot, [48, 49];
- Probabilistic planners. These algorithms start looking for collision free robotic configurations in the proximity of the initial configuration. After they found a configuration, they search other configurations near this one. The research of collision free configurations ends when the robot reaches the final configuration. The path that the robot has to follow is the connection of these collision free configurations, [50-52].

The main limitation of these techniques is that they need a previous complete knowledge of the workspace in which the robots must move and operate. So, the obstacles that the robot should avoid must be fixed. Furthermore, they are time and memory resource consuming, because they need time and computational resources to plan a proper trajectory. So, it is not possible to use them in a dynamic unconstructed environment where the trajectory of the robot must be rapidly modified to avoid collisions with moving obstacles. In [52], a Rapidlyexploring random tree (RRT) algorithm is used with a moving obstacle (the hand of a human operator) and it permits to modify the path of the robot. This is a preliminary result and the hand is only moving initially. For these reasons, only
the online collision avoidance algorithms can be used in an unconstructed collaborative workspace.

The online collision avoidance techniques will be presented and discussed in the next paragraph.

### 2.1.2 State of the art

The online collision avoidance algorithms presented in the papers here reported can be divided in the following groups: reducing velocity/stopping approach, optimization problems and artificial potential fields.

The works related to the first group ([53-55]) present methods to avoid collisions between humans and robots based on the "safety-rated monitoring stop" and the "speed and separation monitoring" (taking in consideration the speed reduction approach) operating methods reported in ISO/TS 15066:2016. Here the velocity of the robot is reduced if operators enter in zones near the manipulator and the cobot must be stopped if the worker enters in a stopping zone. The robot can move again only when the worker leaves the stopping zone. This is a very precautionary approach, because it can lead to a stop of the robot even with a short-time entry of the operator in the stopping zone. This is an intermediate step from the industrial robotics to the collaborative robotics. The physical fences are replaced by virtual ones, but in both cases the robot cannot work if the operator is nearby.

For what concern the algorithms of the second group, here the trajectory that the robot has to follow is the online result of an optimization problem, where the collision avoidance is associated to one of the constraints of the problem ([5661]). In [56] a safety index was presented and an optimization problem was used to plan collision free trajectories for robots. The safety index is constrained to be under a certain threshold. Other constrains are defined to limit the joint velocities and accelerations. This control algorithm was tested only in a simulation environment, no experimental results are presented. In [57] an optimization-based control algorithm that permits to maximize the productivity respecting safety constraints is presented. Here the human operator's movements are acquired by two RGBD cameras and thanks to a kinematic model of the human body, the volume occupied by the human operator is predicted. This information is one of the inputs of the online optimization problem, that has as goal to avoid collisions between the cobot and the worker without moving the robot too far from the planned path. In this way it is possible to ensure the safety of the human operator and maximize the productivity. In [58], a method to modify the planned path of a collaborative robot to avoid a human operator is presented. The constraints of the optimization problem are defined in order to avoid that the robot collides against the human operator, walls and other objects in the workspace. Other constraints permit to avoid that the robot reaches the limits of its workspace while modifying the path. Results of test conducted only with a fixed obstacle are presented and discussed (the operator puts is hand near the path of the robot, but he/she does not move the hand). In [59-61], machine learning techniques are used to obtain data
that become inputs of the optimization problems. Machine learning techniques are becoming quite popular also in the field of the collision avoidance algorithms. In fact, they are used to obtain algorithms that permit to predict the movements of the human operators and anticipate the collision avoidance motions of the robot. However, these techniques are useful when the actions that the human operators have to perform are well known and repetitive, as for example in the case of assembly tasks. In [59] the actions that the operator performs are reported and a video dataset is used to train the system. The necessity to know the actions of the operator limits the applicability of the approach based on machine learning techniques. The proposed optimization-based algorithms are fast enough to modify online the path of the robot, so they can be used with fixed and moving obstacles. But there are situations in which the problem has not a solution and the robot must be stopped. The optimization problem is a good solution if the obstacle is moving slow and the robot does not need fast evasive motion to avoid the collision. [59-61] shows improvements of the evasive ability of the robot in case of predicted movements of the operator, but these methods can be applied when the movements of the operator are repetitive. They are not suitable in highly dynamic environment. Moreover, they consider only some parts of the human body, like hands or arms. Therefore, collisions between the robot and other parts of the human body (e.g. the head) are possible.

The artificial potential fields technique is a famous approach to plan trajectories for both mobile and manipulator robots. This technique was firstly presented by Khatib in [62]. The idea is to associate attractive potential fields to the destination that the robot has to reach and repulsive potential fields to the obstacles. Combining these two types of fields, the robot can avoid collisions with the obstacles and reach its destination. The attractive and repulsive actions can be expressed as forces acting on the robot or velocities. Several works used this technique to develop collision avoidance algorithms. In [63], a fast method to evaluate the distances between a robot and a worker is presented. The position of the operator is acquired by an RGBD sensor and points on the structure of the robot are considered for the distance calculation. The calculated distances are the inputs of the collision avoidance algorithm. If the operator is near the tool centre point (hereafter $T C P$ ) of the robot, the algorithm calculates the repulsive velocity useful to modify the planned path. If the obstacle is near one of the other points on the structure of the robot, the algorithm reduces the velocities of the joints related to the movements of that point. If the collision is unavoidable, the robot is stopped. In [64], an industrial robot and a human operator share the same workspace. The worker can move freely inside the space while the robot performs its task. Simulation tests are conducted to verify the effectiveness of the collision avoidance algorithm. No experimental tests have been performed. Attractive and repulsive potential fields are used to plan the trajectory of a cobot in the presence of a human operator in [65]. The pose of the worker was acquired by Polhemus Liberty magnetic tracking sensors or IMU sensors and a laser scanner. The magnetic tracking sensors and the IMUs are attached to the human upper body, that could limit the movements of the operator. In other works, the artificial
potential fields are used in combination with other path planning approaches. In [66] repulsive fields are used to locally modified planned path in presence of fixed and moving obstacles. Here the planned path was defined using learning from demonstration (LfD) techniques. An RRT technique and artificial potential fields are used together in [67]. The RRT algorithm is used to calculate virtual target points that permits to move the robot if it is stack in local minima. The approach was tested only in a simulation environment and with fixed obstacles. The artificial potential fields method is computationally fast and permits to obtain fast evasive motions in highly dynamic environments. A problem related to the artificial potential fields is that the resultant movements of the robot are not predictable. These movements depend on the magnitude of the attractive and repulsive actions and on their directions. The resultant movements depend on the local conditions. In table 2.1, a summary of the papers previously presented is reported.

Table 2.1: "Collision avoidance" summary.

| Paper | Collision avoidance <br> technique | Characteristics | Limitations |
| :---: | :---: | :---: | :---: |
| $[53]$ | Reducing <br> velocity/stopping <br> approach | The robot speed is <br> adapted depending on <br> the distance human- <br> robot. The human <br> position is acquired <br> by Kinect sensor | The robot is |
| simulated |  |  |  |$\quad$| [54] |
| :---: |
| $[55]$ |
| $[56]$ |


| [58] | Optimization problem | A vision system acquired the movements of the operator and used these data as inputs of an optimization problem with several constraints on the motion of the robot | Results with only fixed obstacle are reported |
| :---: | :---: | :---: | :---: |
| [59] | Optimization problem | Machine learning techniques predict actions of the operator and modify the path of an UR robot to avoid collisions | The robot can avoid collision only with the hand |
| [60] | Optimization problem | The motions of the human operator are modelled with a time series model | The robot can avoid collision only with the hand |
| [61] | Optimization problem | Prediction of the volume occupied by the human when collaborating with a robot in an assembly task is input of an optimization problem | The robot can avoid collision only with the forearms and the hands |
| [63] | Artificial potential fields | A collision avoidance algorithm permits to avoid collisions between all the links of the robot and the operator. A method to rapidly calculate the distances is presented | Only the TCP of the robot performs evasive motions |
| [64] | Artificial potential fields | Artificial potential fields are used to modify the path of an industrial robot | Only simulation results |
| [65] | Artificial potential fields | Classic artificial potential fields are used to avoid collisions with the operator. The operator's movements are acquired by magnetic tracking sensors or IMUs and laser scanner | The magnetic tracking sensors and the IMUs could limit the movements of the worker in a real industrial scenario |
| [66] | Artificial potential fields | Artificial potential fields algorithm modifies locally the path learned by the robot thanks to learning from demonstration (LfD) techniques | The human operator is not considered |


|  | Artificial potential <br> fields | RRT and artificial <br> potential fields <br> algorithms are used <br> together to overcome <br> the local minima <br> problem | Only simulation <br> results |
| :---: | :---: | :---: | :---: |

Some interesting considerations can be obtained from the analysis of the collision avoidance methods presented in this paragraph: the optimization method permits to consider several constraints and obtain a resultant motion that satisfy all the requested conditions. But it could not be useful in case of fast moving obstacles. Artificial potential fields approach permits to obtain reactive evasive motion even with highly dynamic obstacles, as human operators. Unfortunately, the direction of the resultant motion is not known a priori. This can be an important issue in a human-robot interaction case. In fact, the impossibility to predict the movements of the robot can reduce the level of safety perceived by the human operator. In the following paragraph, a novel technique that permits to define preferred directions of motion in case of a human-robot interaction will be proposed. It is called "collision avoidance algorithm with the trajectory conditioning technique" and permits to impose directions of motion to the cobot while it is sharing the workspace with human workers. This approach is based on the artificial potential fields and gives the opportunity to have predictable directions of motion even with a highly dynamic obstacles as human operators.

A standard collision avoidance algorithm called "basic collision avoidance algorithm" and the collision avoidance algorithm with the trajectory conditioning technique will be described in the next paragraph.

### 2.2.2 Developed algorithms

In this paragraph, the developed collision avoidance algorithms will be presented. Two different types of algorithms will be described: the first one is a basic collision avoidance algorithm, that is a reformulation and extension of the algorithm reported in [63]. The algorithm here reported permits to obtain evasive motions not only for the TCP, but also for other parts of the structure of the robot. It does not simply reduce the joint velocities as in [63] but generates evasive movements for all the structure of the cobot. The second algorithm is the collision avoidance algorithm with the trajectory conditioning technique, that permits to avoid collisions while forcing the TCP of the robot to move along desired directions. These directions are defined using attractive elements that can be fixed in the workspace or associated to the human worker. The basic collision avoidance algorithm is firstly presented and then the collision avoidance algorithm with the trajectory conditioning technique. In both cases the repulsive and attractive actions are expressed as velocities in the operative space.

In the following the theoretical analysis of the algorithm is described, while an experimental setup is described in the next chapters.

### 2.2.2.1 Basic collision avoidance algorithm

The structure of the robot is simplified considering points on the body of the robot, as can be seen in figure 2.1.


Figure 2.1: Distances $d_{i, o b s t}$ between the robot and the human arm.
In the figure above, the distances $\boldsymbol{d}_{i, \text { obst }}$ between the robot and human body obtained from the distance calculation algorithm are reported ( $i$ is referred to the $i^{\text {th }}$ point on the manipulator, obst is the operator or a generic obstacle). The obstacles can be modelled as a series of points (like the structure of the robot) or as solids. Therefore, the distances here considered can be point-to-point distances or point-to-surface distances. The algorithm can work with both types of distances and the following theoretical explanation is valid in both cases.

The distances are used to calculate the magnitude of the repulsive velocities,

$$
\begin{gather*}
v_{i, o b s t}=\frac{V_{M A X}}{\left(1+e^{\left(\left\|d_{i, o b s t}\right\|^{2}-1\right) \alpha}\right)}  \tag{2.1}\\
\boldsymbol{V}_{i, o b s t}=v_{i, o b s t}\left(\frac{\boldsymbol{d}_{i, o b s t}}{\left\|\boldsymbol{d}_{i, o b s t}\right\|}\right)
\end{gather*}
$$

where $V_{M A X}$ is the maximum value of the magnitude of the repulsive velocity. The repulsive velocity has null magnitude if the distance is larger than a reference distance $\rho$. $\alpha$ is a shape factor that determinates how the value of the magnitude of the velocity changes with the distance. The repulsive velocities have the same directions of the distances $\boldsymbol{d}_{i, \text { obst }}$. An example of the curve of the magnitude of the repulsive velocity versus the norm of the distance between a point on the robot and the obstacle is reported in figure 2.2. The values of the parameters used to draw the example curve in the figure are $V_{M A X}=0.25 \mathrm{~m} / \mathrm{s}, \rho=0.5 \mathrm{~m}$ and $\alpha=6$.


Figure 2.2: Magnitude of the repulsive velocity $V_{i, o b s t}$ versus the norm of the distance $d_{i, \text { obst }}$.
To control properly the robot, the collision avoidance velocities defined in the operative space must be translated in the joint space. The joint velocity vector $\dot{\boldsymbol{q}}$ is calculated by the following equation

$$
\begin{equation*}
\dot{\boldsymbol{q}}=\sum_{i=1}^{n_{\text {points }}} \boldsymbol{J}_{i}^{-1} \boldsymbol{V}_{i, o b s t} \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{J}_{i}$ is the partial Jacobian associated to the $i^{\text {th }}$ point on the robot.
To avoid collisions and achieve the planned task, the trajectory of the TCP must be the result of a combination of the collision avoidance actions and the task action. Given the velocity of the TCP associated to task, $\boldsymbol{V}_{\text {task }}$, the resultant action in terms of joint velocity vector is

$$
\begin{equation*}
\dot{\boldsymbol{q}}=\boldsymbol{J}_{T C P}^{-1} \boldsymbol{V}_{\text {task }}+\sum_{i=1}^{n_{\text {points }}} \boldsymbol{J}_{i}^{-1} \boldsymbol{V}_{i, \text { obst }} \tag{2.3}
\end{equation*}
$$

The joint velocity vector $\dot{\boldsymbol{q}}$ permits the robot to avoid collisions and achieved the task when it is possible.

The basic collision avoidance algorithm can be used also with redundant robots. This can be obtained using the well-known null space of the Jacobian,

$$
\begin{gather*}
\boldsymbol{V}_{\text {rep, }, T C P}=v_{T C P, o b s t}\left(\frac{\boldsymbol{d}_{T C P, o b s t}}{\left\|\boldsymbol{d}_{T C P, o b s t}\right\|}\right) \\
\dot{\boldsymbol{q}}=\boldsymbol{J}^{\dagger}\left(\boldsymbol{V}_{\text {task }}+\boldsymbol{V}_{\text {rep }, T C P}\right)+\left(\boldsymbol{I}-\boldsymbol{J}^{\dagger} \boldsymbol{I}\right) \dot{\boldsymbol{q}}_{0}  \tag{2.4}\\
\dot{\boldsymbol{q}}_{0}=\sum_{i=1}^{n_{\text {points }}-1} \boldsymbol{J}_{i}^{-1} \boldsymbol{V}_{i, o b s t}
\end{gather*}
$$

where $\boldsymbol{J}^{\dagger}=\boldsymbol{J}_{T C P}^{T}\left(\boldsymbol{J}_{T C P} \boldsymbol{J}_{T C P}^{T}\right)^{-1}$ is the Moore-Penrose right pseudo-inverse of the Jacobian. The vector $\dot{\boldsymbol{q}}_{0}$ considers all the points on the robot except for the TCP, for this reason the summation goes from 1 to ( $n_{\text {points }}-1$ ).

Projecting the vector $\dot{\boldsymbol{q}}_{0}$ into the null space of the Jacobian, the evasive movements of the ( $n_{\text {points }}-1$ ) points move the structure of the cobot but the TCP continues performing the planned task. The evasive movements of the TCP are obtained by $\boldsymbol{V}_{\text {rep,TCP }}$. In this way it is possible to exploit the redundancy of the robot. In fact, if the obstacle is near the body of the cobot but far from its TCP, the robot can avoid collisions while continuing to follow the planned path.

### 2.2.2.2 Collision avoidance algorithm with trajectory conditioning technique

In the basic collision avoidance algorithm, the combination of the repulsive velocities and of the task velocity defined the trajectory that the robot must follow. This trajectory is not known a priori, because it depends on the local values and directions of the velocities. The robot can modify the planned path with planar or vertical movements, depending on the relative pose of the robot and of the obstacles. This could be a problem, because the cobot can move along trajectories that are safe because they don't produce human-robot collisions, but they could be considered unsafe by the worker (e.g. a vertical motion that moves the robot near the head of the operator). The collision avoidance algorithm with the trajectory conditioning technique permits to defined desired trajectories of the TCP. The idea behind this technique is to use elements with a well-defined pose producing attractive actions that force the TCP to move along pre-set directions. These attractive objects can be fixed in the workspace or moving. To obtain motions that can be considered safe by the operator, these objects can be associated directly to parts of the human body. For example, associating one of these elements to a hand of the operator, it is possible to force the robot to move in front of the hand instead of above or below it. In this way the robot cannot move near the head of the operator and it is always visible by the worker. Three different attractive objects have been defined:

1) spherical surface: given a sphere with centre $O$ and radius $r$, the attractive velocity is here defined

$$
\begin{gathered}
\boldsymbol{a}_{a c t}=\left(\left\|\boldsymbol{p}_{T C P}-\boldsymbol{p}_{O}\right\|-r\right)\left(\boldsymbol{p}_{T C P}-\boldsymbol{p}_{O}\right) \\
v_{\text {act }}=\frac{V_{M A X, a c t}}{\left(1+e^{\left(\left\|\boldsymbol{a}_{\text {act }}\right\| \frac{2}{\rho_{\text {act }}}-1\right) \alpha_{a c t}}\right)} \\
\boldsymbol{V}_{\text {act }}=v_{\text {act }}\left(\frac{-\boldsymbol{a}_{a c t}}{\left\|\boldsymbol{a}_{a c t}\right\|}\right)
\end{gathered}
$$

Figure 2.3: Attractive sphere.
$\boldsymbol{a}_{\text {act }}$ is the distance vector between the attractive element (in this case the spherical surface) and the TCP. The velocity $\boldsymbol{V}_{\text {act }}$ attracts the TCP to the surface of the sphere. $V_{M A X, \text { act }}$ is the maximum value of the magnitude of the attractive velocity and $\rho_{\text {act }}$ is the distance of influence of the attractive action. $\alpha_{a c t}$ is a shape factor.
2) planar surface: a reference frame is associated to the planar surface and ${ }^{\text {world }} \hat{A}_{\text {plane }}$ is the homogenous matrix of the plane referred to the world reference frame. The projection on the plane of the TCP is used to define the attractive velocity $\boldsymbol{V}_{a c t}$ :

$$
\begin{gather*}
{ }^{\text {plane }} \boldsymbol{p}_{T C P}={ }^{\text {plane }} \hat{A}_{\text {world }} \boldsymbol{p}_{T C P} \\
\boldsymbol{v} \text { is the versor of the axis } z_{\text {plane }} \\
\boldsymbol{p}_{\text {TCP, plane }}={ }^{\text {world }} \hat{A}_{\text {plane }}\left({ }^{\text {plane }} \boldsymbol{p}_{\text {TCP }}-\left({ }^{\text {plane }} \boldsymbol{p}_{\text {TCP }} \cdot \boldsymbol{v}\right) \boldsymbol{v}\right) \\
\boldsymbol{a}_{\text {act }}=\left(\boldsymbol{p}_{\text {TCP,plane }}-\boldsymbol{p}_{T C P}\right)  \tag{2.6}\\
v_{\text {act }}=\frac{V_{M A X, \text { act }}}{\left(1+e^{\left.\left(\left\|\boldsymbol{a}_{\text {act }}\right\| \frac{2}{\rho_{\text {act }}}-1\right) \alpha_{\text {act }}\right)}\right)} \\
\boldsymbol{V}_{\text {act }}=v_{\text {act }}\left(\frac{\boldsymbol{a}_{\text {act }}}{\left\|\boldsymbol{a}_{\text {act }}\right\|}\right)
\end{gather*}
$$



Figure 2.4: Attractive plane.
$\boldsymbol{p}_{T C P}$ is the position vector of the TCP with respect to the world reference frame and ${ }^{\text {plane }} \boldsymbol{p}_{T C P}$ is the TCP position vector with respect to the plane reference frame. $\boldsymbol{p}_{T C P, p l a n e}$ is the position vector of the projection on the plane of the TCP.
3) cylindrical surface: the cylinder has a radius $r$. A reference frame is associated to the cylinder and ${ }^{\text {world }} \hat{A}_{\text {cylinder }}$ is the homogenous matrix of the cylinder referred to the world reference frame.

The attractive action is calculated defying a point on the axis of the cylinder:

$$
\begin{gathered}
{ }^{\text {cylinder }} \boldsymbol{p}_{\text {TCP }}={ }^{c y l i n d e r} \hat{A}_{\text {world }} \boldsymbol{p}_{\text {TCP }} \\
\boldsymbol{v} \text { is the versor of the axis } z_{c y l i n d e r} \\
\boldsymbol{p}_{\text {TCP, cylinder }}={ }^{\text {world }} \hat{A}_{\text {cylinder }}\left(\left({ }^{c y l i n d e r} \boldsymbol{p}_{\text {TCP }} \cdot \boldsymbol{v}\right) \boldsymbol{v}\right) \\
\boldsymbol{a}_{\text {act }}=\left(\left\|\boldsymbol{p}_{T C P}=\boldsymbol{p}_{\text {TCP, cylinder }}\right\|-r\right)\left(\boldsymbol{p}_{\text {TCP }}-\boldsymbol{p}_{\text {TCP, cylinder }}\right) \\
v_{\text {act }}=\frac{V_{M A X, \text { act }}}{\left(1+e^{\left.\left(\left\|\boldsymbol{a}_{\text {act }}\right\| \frac{2}{\rho_{\text {act }}}-1\right) \alpha_{\text {act }}\right)}\right)}
\end{gathered}
$$

Figure 2.5: Attractive cylinder.
${ }^{\text {cylinder }} \boldsymbol{p}_{\text {TCP }}$ is the TCP position vector with respect to the plane reference frame and $\boldsymbol{p}_{\text {TCP, cylinder }}$ is the position vector of the projection on the axis of the cylinder of the TCP. The velocity $\boldsymbol{V}_{\text {act }}$ attracts the TCP to the surface of the cylinder.

Associating one of these elements to parts of the human body means to define where the centre of the reference frame of the attractive element is positioned with respect to the related body part. It is also possible to define the orientation of the attractive element, choosing if it is fixed or depends on the one of the related body part.

Given the attractive velocity, the joint velocity vector for no-redundant and redundant robots is respectively

$$
\begin{gather*}
\dot{\boldsymbol{q}}=\boldsymbol{J}_{T C P}^{-1}\left(\boldsymbol{V}_{\text {task }}+\boldsymbol{V}_{\text {act }}\right)+\sum_{i=1}^{n_{\text {points }}} \boldsymbol{J}_{i}^{-1} \boldsymbol{V}_{i, o b s t} \\
\dot{\boldsymbol{q}}=\boldsymbol{J}^{\dagger}\left(\boldsymbol{V}_{\text {task }}+\boldsymbol{V}_{\text {act }}+\boldsymbol{V}_{\text {rep }, T C P}\right)+\left(\boldsymbol{I}-\boldsymbol{J}^{\dagger} \boldsymbol{I}\right) \dot{\boldsymbol{q}}_{0} \tag{2.8}
\end{gather*}
$$

To better understand how the collision avoidance algorithm with the trajectory conditioning technique works, the case of an attractive cylindrical surface associated to the hand of the operator is shown in figure 2.6. The attractive cylindrical surface (in yellow in the figure 2.6) is adopted to obtain planar directions of motion. The red circumference in figure 2.6 represents the volume in which the repulsive action obtained with the basic collision avoidance algorithm is present.


Figure 2.6: The repulsive action pushes the robot vertically. The cylindrical surface generates a planar attractive action.

Applying the basic collision avoidance algorithm and considering the values of the parameters $V_{M A X}=0.25 \mathrm{~m} / \mathrm{s}, \rho=0.3 \mathrm{~m}$ and $\alpha=6$, the repulsive action related to the human hand generates the streamlines reported in figure 2.7. It is possible to see that on the $X-Y$ plane, the streamlines point outwards from the centre of the circumference, that is the position of the hand, pushing the robot away from the obstacle. The repulsive action has a vertical component, as can be seen by the vertical streamlines on the $Z$ plane. The repulsive action is null when the robot - obstacle distance is larger than $\rho$.


Figure 2.7: Streamlines obtained by the repulsive field.

Instead, the streamlines associated to an attractive cylindrical surface are shown in figure 2.8. These streamlines are obtained with the following values of the parameters of the cylindrical surface: $V_{M A X, a c t}=0.35 \mathrm{~m} / \mathrm{s}, r=0.3 \mathrm{~m}, \rho_{\text {act }}=$ 0.4 m and $\alpha_{a c t}=6$.


Figure 2.8: Streamlines obtained by the attractive cylindrical surface.
On the $X-Y$ plane, the streamlines associated to the attractive field point to the surface of cylinder, that is the inner circumference. The outer circumference is the area of influence of the cylinder outside its surface. The attractive field has no vertical component, as can be seen on the $Z$ plane where the streamlines are horizontal. Combining these two fields, the resultant streamlines are shown in figure 2.9.


Figure 2.9: Streamlines obtained from the combination of the repulsive and attractive fields.

It can be seen in the $Z$ plane that the combination of the two fields produces streamlines that are almost horizontal. This means that the attractive cylindrical surface is able to force the robot to follow planar evasive movement directions, that were previously chosen by the operator as preferred directions of motion in case of collision avoidance actions.

Applying the basic collision avoidance algorithm, the hand of the operator generates a mainly vertical repulsive action. Implementing the collision avoidance algorithm with the trajectory conditioning technique, the TCP of the robot is attracted by the surface of the cylinder that produces planar movements. The robot moves in front of the hand of the worker. The trajectory conditioning technique permits to defined preferred directions of motion for the robot even in presence of highly dynamic obstacles as human operators. Tests to evaluate the effectiveness and the potentialities of the proposed algorithms are presented and discussed in Chapter 3 (simulation tests) and Chapter 4 (experimental tests).

### 2.3 Hand-over

The human-robot hand-over consists in human and robot handing objects to one another. This is a "responsive collaboration" operation because it requires that the robot modifies and adapts online its motion to the one of the human operator. Human-robot hand-over is a useful element to study in human-robot interaction. It can be useful both in service robotics (for example to hand food or medicines to patients in a hospital) and in the industrial environment. In the industrial sector the hand-over between human and robot can be implemented in assembly and boxing operations. This type of interaction permits to increase the fluency and efficiency of the human-robot collaboration.

Human-robot hand-over is a trending research topic and different aspects of this kind of human-robot interaction have been studied. The main characteristics elements of a human-robot hand-over task are motion planning, that involves the path planning and the determination of the object transfer point (OTP), and the grasping [68-71].

The hand-over motion planning is also closely related to the ergonomic and psychological aspects of the human-robot interaction. In this work, motion planning algorithms have been studied and developed, based on previous works and assumptions about the ergonomics and psychological effort of the operator.

The state of the art related to the motion planning and the developed algorithm will be presented and discussed in the next paragraphs.

### 2.3.1 State of the art

There are three different types of human-robot hand-over: robot-to-human hand-over, in which the robot gives an object to the operator, human-to-robot hand-over, in which the human worker is the giver and the robot the receiver and bidirectional hand-over, in which the robot and the operator can be both giver and receiver.

The robot-to-human hand-over is the most studied type ([72-83]) and several works defined strategies to accomplish the hand-over. Some of these works developed these strategies starting from the study of human-human hand-over. This permits to obtain useful information and data that are adapted and transferred to the robot-to-human hand-over. In [72, 73], human-human and human-robot hand-over tests show that the operators prefer fast and less precise hand-over tasks to precise and slow ones. The timing of the hand-over is a fundamental element for the perceived fluency of the hand-over. Slow hand-over operations are perceived less natural than fast ones. However, the operators feel safe when the robot slows down slowly when it approaches the OTP. For this reason, it is important to avoid motion of the robot that requires high decelerations. In [74], human-robot hand-over tests have been conducted to verify that the fluency of the hand-over is influenced by the fact that the human operator can infer the robot's intention. In this work, the intention of the robot is communicated to the operator defining an approach position, called carrying pose, different from the hand-over pose. When the robot reaches the carrying position, the operator should understand that the robot is ready for the hand-over task. In the paper it is shown that there are different solutions to communicate to the worker the robot's intent, e.g. using gaze, speech, body movements etc. The experimental results show that there is an improvement of the hand-over fluency when the robot's intent is communicated. In [75], a seamless human-robot hand-over is achieved introducing a delay in the hand-over that increases the awareness of the operator of the robot's gaze and the fluency of the hand-over. Human-human hand-over had been studied in [76] in order to obtain the preferences of the human operator during a hand-over task. These data are then used as inputs to a motion planner that permits to obtain trajectories that are considered natural and appropriate by the operator. [77] is focused on the pose of the object that the robot has to hand to the human. A method to find the appropriate part of the object to be given to the worker is used. The position and orientation of the person with respect to the robot are evaluated from data obtained by a RGBD camera. The motion planner permits to give the object with the right pose, but the operator has to wait to take the object until the robot stops its motion. This reduces the fluency of the handover. Furthermore, the planned motion cannot be modified if the operator changes position after the robot starts to move. In [78], HRI constraints have been defined and used as inputs for a motion planner for mobile robot with robotic arm. The constraints are the comfort of the human operator (this is a combination of different aspects such as robot visibility, robot proximity, musculoskeletal comfort for a given motion etc...), space constraints (presence of obstacles) and fluency of the hand-over (related to the time to perform of the hand-over). Given the position of the operator, the motion planner chooses the best trajectory from a trajectories database. This approach permits to accomplish the hand-over task, but it is not reactive to a change of the operator's position after the robot starts moving. A motion planner like the one presented in [77] is described in [79, 80]. Here the inputs of the motion planner are safety, visibility and arm comfort. The motion planner first chooses the OTP, then calculates and controls the robot
trajectory. The robot starts moving only after the motion is completely calculated and validated, and this implies slow hand-over operations. Moreover, if the operator moves away from his previous position, the motion planner has to calculate and validate a new trajectory, increasing the hand-over timing and reducing its fluency. In [81], human-human hand-over is studied to analyse movements and trajectories of the givers. The results show that the giver has bellshaped profile velocities. These results permit to develop a hand-over model, that selects the OTP for the robot and plans a trajectory. Machine learning techniques have been used in [82] to recognize human gestures. Actions are associated to each gesture. In this way a fluent and natural HRI is achieved, but the motion planner is not reactive to human position changes. Also in [83], machine learning techniques and data from human-human hand-over tests are used to train a dynamic system. Here the motion planner is able to plan trajectory in both cases of static and variable positions of the hand of the human operator. In this work, also the orientation of the hand is considered. Unfortunately, this method requires to use ARtags on the hand of the human receiver that can limit its applicability in a real case scenario.

Few works focused on the human-to-robot and the bidirectional hand-over cases. In [84, 85], a bidirectional motion planner based on Dynamic Movement Primitives (DMP) formalism is presented. The DMP approach produces a trajectory composed of two parts, a planned part and a reactive one. The planned part implies to make assumptions about the position of the OTP and a trajectory is planned to reach this point in a certain period. The planned trajectory is initially followed to permit the robot to immediately starts to move. At the beginning, the contribution of the reactive part of the DMP is null. After few seconds, the importance of the planned trajectory decreases, and the contribution of the reactive trajectory becomes more important. In this way, the robot can follow moving target. In these works, only the position of the hand is considered. Experimental tests show, as in [72, 73], that the operator prefers fast hand-over tasks to slow ones and the DMP technique can be a good solution to implement. In [86], a reactive motion planner is presented. The technique used in this paper is similar to the one of DMP. In fact, the motion planner has a planned trajectory part and a reactive part, as in [84, 85]. The reactive part permits the robot to follow the object handled by the operator even if he/she suddenly changes its position. The position of the object is tracked using passive markers. The position of the human worker is not tracked. This means that the planner is reactive when the operator is the giver and the robot the receiver, but the planner used only the planned trajectory part when the robot is the giver. In fact, if the position of the person is not tracked, the robot presents the object and waits in the same position until the operator takes the object. So, the motion planner is reactive in the human-to-robot hand-over, but not in the robot-to-human case. Furthermore, only the position of the object is considered.

In [87], a reactive motion planner for bidirectional human-robot hand-over is described. In this work human-human hand-over tests have been performed and interesting data about the reaction time and the response time (the time between
the giver starts moving and when the hand-over is accomplished) are obtained. The human-human reaction time is $0.425 \pm 0.035 s$ and the response time is 1.212 $\pm 0.051 \mathrm{~s}$. These values can be used as reference data in the human-robot handover tasks. The planner proposed in this paper is based on the same logic of the DMP, so a planned part of the trajectory helpful to reduce the reaction time and a reactive part to follow dynamic target. Here the target is the position of the hand of the human operator. A method based on machine learning techniques useful to predict the position of the hand is presented in order to reduce the response time. Experimental tests show that the proposed method reduces the response time, but it is still 2 seconds longer than the response time of the human-human hand-over. In table 2.2, a summary of the papers previously presented is reported.

Table 2.2: "Hand-over" summary.

| Paper | Hand-over type | Characteristics | Limitations |
| :---: | :---: | :---: | :---: |
| $[72]$ | Robot-to-human | Human-robot hand- <br> over tests shows that <br> long waiting times <br> reduce the fluency of <br> the hand-over | - |
| $[74]$ | Robot-to-human | Human-robot hand- <br> over tests conducted <br> to show that <br> communicating the <br> robot's intent to <br> human increases the <br> fluency of the hand- <br> over |  |
| $[75]$ | Robot-to-human | Results of tests show <br> that forcing the <br> operator to pay <br> attention to the gaze <br> of the robot permits <br> to communicate the <br> OTP and increase the <br> fluency of the hand- <br> over | - |
| $[77]$ | Robot-to-human | Robot-to-human <br> [76] | Ruman preferences <br> operator, space <br> constraints and time <br> of the hand-over |


| [79, 80] | Robot-to-human | Motion planner that evaluate the OTP and calculates a proper trajectory | Slow motion planner |
| :---: | :---: | :---: | :---: |
| [81] | Robot-to-human | Human-human tests performed to extrapolate features useful to develop a model that calculates the OTP and plans robot trajectory. | Only the position is considered |
| [82] | Robot-to-human | Machine learning techniques that permit to identify human gestures | Not reactive motion planner |
| [83] | Robot-to-human | Motion planner based on machine learning techniques that permit to calculate trajectories that follow the dynamic pose of the hand | ARtags limit the applicability of the system |
| [73] | Bidirectional | Results of tests conducted to study human-human and human-robot handover tasks | - |
| [84, 85] | Bidirectional | Motion planner based on Dynamic Movement Primitives (DMP) formalism to follow dynamic target | Only the position of the hand is considered |
| [86] | Bidirectional | Fast reactive motion planner based on an approach like DMP | Only the human-torobot hand-over is reactive, the robot-tohuman is not. Only the position is considered |
| [87] | Bidirectional | Reactive motion planner provided with a method to predict the OTP | Only the position of the target is considered. Slow hand-over |

Looking at the table 2.2, it is clear that there are several motion planners developed for robot-to-human hand-over. These are based on ad-hoc assumptions made on human-human hand-over tests, but they are useful only in the case of robot-to-human hand-over. Few motion planners are useful in the other humanrobot hand-over cases and only some of them are able to follow dynamic targets, but they consider only the position of the target. In this thesis, a novel hand-over motion planner is presented. It permits to have fast reactive bidirectional handover considering not only the hand position, but its pose. In the next paragraph the developed algorithm is presented and discussed in detail.

### 2.3.2 Developed algorithms

As highlighted by the analysis of the state of the art, human-robot hand-over algorithms must have some features to obtain a fluent and natural hand-over:

1) the operator should be able to understand when the robot is ready to perform the hand-over task;
2) the hand-over must be performed in a way that is ergonomically suitable for the operator;
3) the robot must be fast in order to reduce waiting times of the operator;
4) the hand-over must be directional, it is important to have robot-to-human and human-to-robot hand-over operations;
5) the robot should be able to follow dynamic target, both in position and in orientation.

The hand-over algorithm presented in this work has these features and these characteristics will be described in detail. It is important to highlight that the following algorithm has as inputs the positions of the human operator and of parts of his/her body (hands, wrists etc...). So, it is necessary to have hardware and software that permit to have this information.

The selected hardware will be presented in the next chapters. Here the assumption that these positions data are the inputs of the algorithms is made.

The motion planner here developed is a reactive one, so it gives the robot the ability to follow dynamic target. The target of this motion planner is a point connected to the hand of the worker, called "virtual hand". This virtual hand is a point aligned with the forearm of the human body and positioned in front of the real hand of the operator. In figure 2.10 the virtual hand, the forearm and the hand of the operator are shown.


Figure 2.10: Virtual hand, forearm axis and tracked hand of the operator.
There are two reasons behind the choice of the virtual hand: first, most vision systems usually define as "hand" a point which actually is inside the hand of the operator. This implies that the robot cannot reach exactly the position of the hand of the operator without hurting him. So, it is necessary to define a volume around the hand inside which the robot cannot enter and the hand-over is considered accomplished. Using this safety volume, there are cases in which the robot stops its motion when it is above (cf. figure 2.11a) or below (cf. figure 2.11b) the hand.

This limits the fluency of the hand-over. Using the virtual hand, it is not mandatory to define a safety volume.

As a second point, choosing properly the distance of the virtual hand from the real one, it is possible to consider the dimensions of the object to handle (cf. figure 2.11 c ). Schemes that can give a visual explanation of the reasons related to the adoption of the virtual hand are presented in figure 2.8.


Figure 2.11: a - b) The safety volume limits the positioning precision of the hand-over; $\mathbf{c}$ ) objects dimensions are took in consideration.

The position of the virtual hand is calculated from the position vectors of the wrist and the elbow of the operator, respectively $\boldsymbol{p}_{\text {wrist }}$ and $\boldsymbol{p}_{\text {elbow }}$.

From these two position vectors it is possible to define a versor called forearm axis

$$
\begin{equation*}
\boldsymbol{a}_{F A}=\left(\boldsymbol{p}_{\text {wrist }}-\boldsymbol{p}_{\text {elbow }}\right) /\left\|\boldsymbol{p}_{\text {wrist }}-\boldsymbol{p}_{\text {elbow }}\right\| \tag{2.9}
\end{equation*}
$$

The virtual hand is defined at a certain distance from the real hand along the forearm axis (cf. figure 2.10). This distance depends on the dimensions of the object that has to be handled.

Given the position of the virtual hand and of the TCP of the robot (obtained from direct kinematics), it is possible to calculate their relative distance,

$$
\begin{equation*}
\boldsymbol{d}_{V H-T C P}=\boldsymbol{p}_{V H}-\boldsymbol{p}_{T C P} \tag{2.10}
\end{equation*}
$$

To control properly the robot and accomplish the hand-over task, an approach based on the artificial potential fields is adopted. An attractive velocity vector $\boldsymbol{v}_{\text {pos }}$ permits to push the TCP of the robot towards the target. The velocity $\boldsymbol{v}_{\text {pos }}$ is directed from the TCP to the virtual hand. In this way the robot can reach the target and perform the hand-over. It is also able to modify its path in order to follow the virtual hand if it changes its position even after the robot starts to move.

The magnitude of the attractive velocity is a function of the distance $\boldsymbol{d}_{V H-T C P}$,

$$
\left\{\begin{array}{l}
\frac{V_{\max , h o}}{\left(1+e^{\left(\left(\rho_{h o, 1}-\left\|d_{V H-T C P}\right\|\right) \frac{2}{\rho_{h o, 1}}-1\right) \alpha_{h o, 1}}\right)}, \text { if }\left\|\boldsymbol{d}_{V H-T C P}\right\| \leq \rho_{h o, 1}  \tag{2.11}\\
\frac{V_{\text {max }, h o}}{\left(1+e^{\left(\left(\left\|d_{V H-T C P}\right\|-\rho_{h o, 1}\right) \frac{2}{\rho_{h o, 2}}-1\right) \alpha_{h o, 2}}\right)}, \text { if }\left\|\boldsymbol{d}_{V H-T C P}\right\|>\rho_{h o, 1}
\end{array}\right.
$$

where $V_{\max , h o}$ is the maximum value of the magnitude of the velocity $\boldsymbol{v}_{\text {pos }}$, $\rho_{h o, 1}$ is the value of the distance at which the magnitude of the velocity has the maximum value and $\rho_{h o, 2}$ defines the length of the right branch of the curve. $\alpha_{h o, 1}$ and $\alpha_{h o, 2}$ are the shape factors of the two branches of the curve.

An example of curve of the magnitude of the velocity $\boldsymbol{v}_{\text {pos }}$ versus the distance $\boldsymbol{d}_{V H-T C P}$ is shown in figure 2.12. The values of parameters used to draw the example curve are $V_{\max , h o}=0.4 \mathrm{~m} / \mathrm{s}, \rho_{h o, 1}=0.4 \mathrm{~m}, \rho_{h o, 2}=0.3 \mathrm{~m}$ and $\alpha_{h o, 1}=$ $\alpha_{h o, 2}=7$

This hand-over algorithm permits to slow down slowly the robot when it is near the virtual hand. This is in accordance with the statements reported in [73, 74].


Figure 2.12: Magnitude of the linear velocity versus the TCP-tracked hand distance.
This attractive velocity $\boldsymbol{v}_{\text {pos }}$ is the linear component of the TCP velocity. This permits to reach the virtual hand position but it does not control the orientation of the TCP. Controlling the orientation of the TCP of the robot means modifying the orientation of the reference frame associated to the TCP. In figure 2.13a, the reference frame associated to TCP is given. This is a generic reference frame that could be obtained for example using the Denavit-Hartenberg convention. The versors of the axes $u, v$ and $w$ are respectively $\boldsymbol{\lambda}, \boldsymbol{\mu}$ and $\boldsymbol{v}$.


Figure 2.13: a) Reference frame associated to the TCP of the robot; b) the axis $w$ is aligned to the forearm axis for an optimal hand-over.

In this work, the orientation that the TCP has to reach is related to the forearm axis. In fact, the motion planner permits to align the axis $w$ of the TCP reference frame (usually this is the $z$ axis) with the forearm axis (cf. figure 2.13b). The new axis $w$, called $w_{R}$, points in the opposite direction of the forearm axis. The versor $\boldsymbol{v}_{R}$ and the vertical versor $\boldsymbol{o}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$ are opportunely combined to obtain a right-handed reference system,

$$
\begin{gather*}
\boldsymbol{v}_{R}=-\boldsymbol{a}_{F A} \\
\lambda_{R}=\left(\boldsymbol{o} \times \boldsymbol{v}_{R}\right) /\left\|\boldsymbol{o} \times \boldsymbol{v}_{R}\right\|  \tag{2.12}\\
\boldsymbol{\mu}_{R}=\left(\boldsymbol{v}_{R} \times \lambda_{R}\right) /\left\|\boldsymbol{v}_{R} \times \lambda_{R}\right\|
\end{gather*}
$$

This reference system is the one that the TCP must follow. Unit quaternions can be calculated from the actual reference frame associated to the TCP and the set one, [88]. The difference between the desired unit quaternion $Q_{d}$ and the actual one $Q_{a}$ is calculated as reported in [88],

$$
\begin{gather*}
Q_{d}=\left\{\eta_{d}, \boldsymbol{\epsilon}_{d}\right\} \\
Q_{a}=\left\{\eta_{a}, \boldsymbol{\epsilon}_{a}\right\}  \tag{2.13}\\
\boldsymbol{e}_{0}=\eta_{a} \boldsymbol{\epsilon}_{d}-\eta_{a} \boldsymbol{\epsilon}_{d}-\boldsymbol{S}\left(\boldsymbol{\epsilon}_{d}\right) \boldsymbol{\epsilon}_{a}
\end{gather*}
$$

Where $\eta$ and $\boldsymbol{\epsilon}$ are the scalar and vector part of the quaternion and $\boldsymbol{S}$ is the skew symmetric operator. An attractive velocity $\boldsymbol{v}_{\text {rot }}$ is proportional to the quaternions difference $\boldsymbol{e}_{0}$ calculated in equation 2.13. This is the angular velocity of the TCP. Given the Jacobian $\boldsymbol{J}$, it is possible to calculate the joint velocities that are the inputs of the controller of the robot,

$$
\begin{gather*}
\boldsymbol{v}_{r o t}=\boldsymbol{K} \boldsymbol{e}_{0} \\
\boldsymbol{v}_{T C P}=\left[\boldsymbol{v}_{p o s} ; \boldsymbol{v}_{r o t}\right]  \tag{2.14}\\
\dot{\boldsymbol{q}}=\boldsymbol{J}^{-1} \boldsymbol{v}_{T C P}
\end{gather*}
$$

The joint velocity vector $\dot{\boldsymbol{q}}$ permits the robot to follow a target that is dynamic both in position and in orientation.

An important element of this motion planner is that the human-operator is always in charge of the hand-over task. In fact, the robot follows the pose of the virtual hand. The operator can choose any position inside the robot workspace with the orientation that he/she prefers to perform the hand-over. In this way the operator can give/receive the object with his/her arm in the most comfortable and ergonomically suitable configuration.

The last feature presented is related to the possibility to communicate to the operator the intent of the robot to perform the hand-over. As described in [74], the robot can give information about its intent through different communication channels, e.g. gaze, speech etc.... Here a different approach is used. In fact, the idea is to modify the orientation of the TCP in order to follow the operator giving the impression that the robot is aware of the presence of the worker and it is ready to achieve the hand-over task. Given the position of the wrist $\boldsymbol{p}_{\text {wrist }}=$ $\left[\begin{array}{lll}p_{\text {wrist }, x} & p_{\text {wrist }, y} & \left.p_{\text {wrist, },}\right]^{T} \text { and of the TCP of the robot } \boldsymbol{p}_{T C P}=\end{array}\right.$ $\left[\begin{array}{lll}p_{T C P, x} & p_{T C P, y} & p_{T C P, z}\end{array}\right]^{T}$, the position of a point with coordinates $\left[\begin{array}{lll}p_{\text {wrist }, x} & p_{\text {wrist, } y} & p_{T C P, z}\end{array}\right]^{T}$ is considered and the axis $w$ has to point at it. A set reference system for the TCP is then obtained with the equation 2.12. Figure 2.14 shows the robot following the operator in two different positions.


Figure 2.14: The robot follows the human operator in two different positions.
In this way the robot starts to move the TCP when the operator is approaching the workspace of the robot. When he/she is far from the robot workspace, the cobot is still in its Home configuration.

This motion planner has all the features written at the beginning of this paragraph. Preliminary simulation results will be given in the next chapter, whereas the results of experimental tests conducted to show clearly all the features of the motion planner will be presented and discussed in Chapter 4.

### 2.3 Conclusions

In this chapter, the topics of the collision avoidance and hand-over have been studied and the results of the study of the state-of-the-art has been presented.

The collision avoidance algorithms can be divided in offline (configuration space, probabilistic planners) and online (reducing velocity/stopping approach, optimization problems, artificial potential fields) path planning algorithms. The first ones are used when the environment in which the robot has to work is perfectly known. This kind of algorithms permits to obtain optimal paths avoiding the fixed obstacles present in the workspace. These algorithms are not fast enough to be implemented online. The online algorithms can plan and modify online the path of the robot. The obstacles can be fixed or moving and a limited a priori knowledge of the workspace is needed. The optimization-based algorithms are useful to plan trajectory that respects several constraints. But they permit to avoid slow obstacles without stopping the robot. The artificial potential fields algorithms generate fast evasive motions even in presence of fast obstacles. An important issue is that the direction of the resultant motion is not known a priori. In case of a human-robot interaction, the human operator can perceive as unsafe robot movements that are impossible to predict. A collision avoidance algorithm based on the artificial potential fields approach that permits to define a priori the collision avoidance directions of motion of the cobot is presented in this chapter.

For what concern the hand-over topic, several works related to the robot-tohuman hand-over are published. Only few works face the problem of human-torobot or bidirectional hand-over and some of the algorithms presented in these works are not reactive. They are not able to properly control the robot if the human suddenly moves his/her hand in a different position. It is important to highlight that almost all reactive algorithms consider the object transfer position and not the pose (the only exception is [83]). In this chapter, a bidirectional fast reactive hand-over algorithm able to track the pose of the hand is presented. In this way the operator can choose any position inside the robot workspace to perform the hand-over. In fact, the robot is able to follow the hand of the operator and reach it in any point of the workspace.

In the next chapters, the results of simulation and experimental tests conducted to show the effectiveness and the performances of the proposed algorithms of collision avoidance and hand-over will be presented and discussed.

## Chapter 3

## Analysis in simulation environment

### 3.1 Introduction

In the previous chapter, the algorithms of hand-over and collision avoidance have been presented. To verify the effectiveness of these algorithms, a simulation environment has been developed. This is a preliminary phase to study the algorithms before implementing them in an experimental setup. The developed simulation environment permits to a human operator to interact with a simulated collaborative robot. In fact, the movements of the operator are acquired by a vision sensor and a kinematic model of the human body replicates them in the simulation environment. A scene created in the software CoppeliaSim [89] shows the movements of the worker and the cobot and helps the operator to interact with the robot. In figure 3.1 a scheme that illustrates the logic of the simulation environment is shown.


Figure 3.1: Scheme of the logic of the simulation environment.
As can be seen in the above figure, the main elements of the simulation environment are a kinematic/dynamic model of collaborative robot and the kinematic model of the human body. The movements of the operator are acquired by the Microsoft Kinect v2 vision sensor. To evaluate the performances of this
kind of sensor and to verify if it is suitable for human-robot interaction tasks, the data obtained from the Kinect v2 have been compared to the ones of the Optitrack V120:Trio sensor [90]. In the section dedicated to the vision sensor, the results of the comparison will be presented.

In the following paragraphs, the software/hardware tools used in the simulation phase and all the elements of the simulation environment will be described in detail. The results of tests conducted to verify the effectiveness of the algorithms are reported and discussed in the last paragraph.

### 3.2 Software/Hardware

### 3.2.1 Software

Two kinds of software have been used to design the simulation environment: Matlab/Simulink/SimScape from MathWorks and CoppeliaSim. The software from MathWorks were employed to develop the models of cobot and human body, as it will be described in more detail in the following paragraphs. The MathWorks software are used to study kinematic and dynamic models of physical systems. Unfortunately, an important drawback of the software from MathWorks is their limited 3D graphical tools that makes it difficult to reproduce complex scenes that have different elements in them. For this reason, it was decided to use CoppeliaSim for the graphical representation of the movements of the cobot and of the human body. In fact, CoppeliaSim is a powerful software that permits to realize easily complex scene with several elements; furthermore, it has several interesting tools that permit to obtain important information. One of them is the "Minimum distance calculation" function, that calculates the relative distance between two elements in the scene. This tool was used inside the simulation environment to obtain the distances between the human body parts and the robot links. The scene designed in CoppeliaSim and the distances between the endeffector and three parts of the left arm of the dummy calculated with the distance calculation function are shown in figure 3.2.


Figure 3.2: Graphical models of the human body and the cobot.

These distances are one of the inputs of the control unit of the robot and they are indispensable data to accomplish the collision avoidance or the hand-over tasks. The distances are calculated every simulation step, as the cobot and the human body change their configuration. The graphical models of the robot and of the body are moved thanks to the position data calculated by the models inside the MathWorks environment. The data are exchanged between the software by Remote API functions [91], that permit to establish a connection between MathWorks software and the CoppeliaSim scene and to send data from one software to another.

### 3.2.2 Motion tracking

A kinematic model of the human body was developed to reproduce the movements of the human operator who has to interact with the collaborative robot to perform human-robot interaction tasks. The model is described in the next paragraph, and it was developed in order to consider movements acquired by the sensor Kinect v2 by Microsoft. This is a 30 Hz RGBD camera that can estimate with infrared rays and time-of-flight technology the distances of objects inside the framed scene from the camera. In this way it is possible to obtain a 3D reconstruction of the framed environment.

Algorithms developed by Microsoft can examine the 3D point cloud obtained from the sensor and identify people present in the scene. The data associated to a person are expressed as position vectors of 25 joints on the human body refer to the reference frame associate to the camera. This information is called skeleton and the Kinect v 2 is able to track up to six skeletons at the same time. In figure 3.3 the positions of the skeleton joints on the human body are represented and their names are given.


Figure 3.3: Indexes of human joints and their name.

The data obtained from the Kinect sensor are imported in the Matlab/Simulink environment thanks to a toolbox designed by MathWorks. The Kinect v2 is a markeless technology and this is an interesting feature for its use in industrial applications. In fact, technologies that need markers involve placing them on the human operators' skin or coverall, possibly limiting their movements. Markerless technologies do not have this drawback but they are less precise than the technologies with markers. So, it is important to verify that the Kinect v2 is precise enough to be used in human-robot interaction applications, where the data obtained from vision sensors are very important inputs for the algorithms that have to ensure the safety of the human-operator. In [107] an analysis of the depth accuracy of the sensor was reported. The results showed that the Kinect v2 has an average accuracy below 2 mm at 3 meters from the sensor. But this study was conducted acquiring scenes that contain only static elements. This is not the case of workspaces where humans and robots have to work side by side. In fact, the human workers and the robots are highly dynamic objects, so the accuracy of the sensor can be lower than the one reported in [107]. So, it is important to evaluate the accuracy of the Kinect sensor in dynamic situations, acquiring moving operators. For this reason, a comparison with a vision sensor that use markers was conducted. The chosen sensor is an Optitrack V120:Trio. This is a 120 Hz multiple infrared cameras sensor with sub-millimetre accuracy. It uses both passive and active markers. To make the comparison, the movements performed by the operator were acquired by the two sensors. A schematic representation of the experimental setup prepared for the comparison tests is reported in figure 3.4.


Figure 3.4: Schematic representation of the experimental setup used to compare the Kinect v2 sensor and the Optitrack V120:Trio.

It was decided to compare the results of the sensors related to the positions of the skeleton joints on the arm of the operator. In fact, the upper limbs are the parts most involved in human-robot interaction tasks in the industrial environment.

As can be seen in figure 3.5, two markers are positioned in correspondence of each Kinects joint. From each couple of markers, the position of a virtual intermediate marker was calculated and compared to the positions of the joints obtained from the Kinect v2 sensor.


Figure 3.5: Real and virtual markers and the joints of the Kinect v2.
Frames of the movements performed by an operator are shown in figure 3.6. These kinds of movements have been chosen to test the performances of the Kinect v 2 in different operative conditions. The first movement (cf. figure 3.6a, 3.6 b and 3.6 c ) are related to the optimal operative conditions, in which the operator is in front of the sensor and the movements are on the image acquisition plane. Figure $3.6 a^{\prime}, 3.6 b^{\prime}$ and $3.6 c^{\prime}$ show the case in which parts of the body of the operator cover the rest of the human figure. This kind of situation is common when the operator is acquired by the sensor from one side and not frontally. The third movement (cf. figure 3.6a'", 3.6b'' and 3.6c'') permits to test the sensor in case of movements performed along the axis perpendicular to the image acquisition plane. In the following, the results of the third kind of movement will be shown and discussed. The distances between the virtual markers and the Kinect joints for the elbow and the wrist can be seen in figure 3.7.


Figure 3.6: Frames of the movements performed to test the Kinect v2.


Figure 3.7: a) Distance between the virtual marker elbow and the Kinect joint elbow; b) distance between the virtual marker wrist and the Kinect joint wrist.

In both cases the mean value of the distance is about 0.050 m . This is an offset related to the fact that Kinect places the joints inside the human body, whereas the virtual markers are outside the body and they are above the skin of the operator. So, it is better to use the standard deviation to establish if the Kinect is precise enough to be used in HRI tasks. The standard deviation is 0.02 m and the data obtained from the other movements gave similar results. This value can be considered good enough for HRI tasks. In fact, this is the value obtained from the raw data given by Kinect and it can be improved, for example implementing algorithms that exploit data from multiple sensors and set useful constraints (e.g. fixing the distances between two consecutive joints). The next paragraph will deal with the models of the cobot and of the human body.

### 3.3 Model

### 3.3.1 Collaborative robot KUKA LBR iiwa 14 R820 and Universal Robots UR3

The kinematic/dynamic models of two collaborative robots have been developed. The robots are the KUKA LBR iiwa 14 R820 [92] and the Universal Robots UR3 [93]. The first one is a 7 dofs robot and the other one is a 6 dofs robot (cf. figure 3.8).
a)



Figure 3.8: a) KUKA LBR iiwa 14 R820; b) Universal Robots UR3.

The Denavit-Hartenberg (hereafter written as DH) convention [94] was used to develop the kinematic model of the robots. Both the DH standard convention and the modified John Craig's one [95] were adopted. In the table 3.1 the values of the standard DH parameters are reported, while in figure 3.9 the reference frames for each link of the KUKA robot obtained with the standard DH convention are shown.

Table 3.1: Standard DH parameters.

| UR3 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Link | $\alpha$ [rad] | $\boldsymbol{a}$ [m] | $\boldsymbol{d}$ [m] | $\theta$ [rad] |
| 1 | $\pi / 2$ | 0 | 0.1519 | 0 |
| 2 | 0 | -0.24365 | 0 | 0 |
| 3 | 0 | -0.21325 | 0 | 0 |
| 4 | $\pi / 2$ | 0 | 0.11235 | 0 |
| 5 | $-\pi / 2$ | 0 | 0.08535 | 0 |
| 6 | 0 | 0 | 0.0819 | 0 |
| KUKA LBR iiwa 14 R820 |  |  |  |  |
| Link | $\alpha$ [rad] | $a[m]$ | $\boldsymbol{d}[\mathrm{m}]$ | $\theta$ [rad] |
| 1 | $-\pi / 2$ | 0 | 0.36 | 0 |
| 2 | $\pi / 2$ | 0 | 0 | 0 |
| 3 | $\pi / 2$ | 0 | 0.42 | 0 |
| 4 | $-\pi / 2$ | 0 | 0 | 0 |
| 5 | $-\pi / 2$ | 0 | 0.4 | 0 |
| 6 | $\pi / 2$ | 0 | 0 | 0 |
| 7 | 0 | 0 | 0.163 | 0 |



Figure 3.9: Standard DH reference frames of KUKA LBR iiwa 14 R820.

The dynamic models were developed following two different approaches. For the UR3 robot, data related to the mass and the position of the centre of mass of each link were given by Universal Robots company [96]. Given these data, it is possible to obtain the tensor at the centre of mass of each link using any CAD software from official CAD files of the robot. The dynamic data of the UR3 cobot are reported in table 3.2. The data are referred to the reference frames of each link defined with standard DH convention. The dynamic data are the mass $m$ of the link, the position of the centre of mass $\boldsymbol{p}_{\text {СОМ }}$, the central inertia tensor $\boldsymbol{I}_{\text {СОМ }}$ and the orientation matrix of the reference frame of the central axes of inertia with respect to the standard DH reference frame ${ }^{D H} A_{\text {COM }}$.

Otherwise, for what concern the KUKA robot, no dynamic data were provided by KUKA, and only the mass of the entire robot is known. The dynamic data were calculated from the CAD files of the robot assuming that the mass of the robot is evenly distributed. In this way the average density is calculated from the ratio of the mass and the volume, obtained from the CAD files. The value of the density permits to estimate the mass, the centre of mass and the tensor at the centre of mass of each link using any CAD software.

In table 3.2, the values of the dynamic data for KUKA cobot are reported.
Table 3.2: Dynamic data of the Universal Robots UR3 and KUKA LBR iiwa 14 R820.

| UR3 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Link | $\boldsymbol{m}[\mathrm{kg}]$ | $\boldsymbol{p}_{\text {COM }}[\mathrm{m}]$ | $I_{\text {COM }}\left[\mathrm{kg} \cdot \mathrm{m}^{2}\right]$ |  |  | ${ }^{\text {DH }} \boldsymbol{A}_{\text {Com }}$ |
| Base | 2.37 | $\begin{gathered} 0 \\ 0 \\ 0.06 \end{gathered}$ | $\begin{gathered} 0.003 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0031 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.004 \end{gathered}$ | $\begin{array}{ccc} 0.9927 & 0.0905 & -0.0799 \\ -0.0902 & 0.9959 & 0.0072 \\ 0.0802 & 0 & 0.9968 \end{array}$ |
| 1 | 2 | $\begin{gathered} 0 \\ -0.02 \\ 0 \end{gathered}$ | $\begin{gathered} 0.0023 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0031 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0032 \end{gathered}$ | $\begin{array}{ccc} 0 & -0.3782 & 0.9257 \\ 1 & 0 & 0 \\ 0 & 0.9257 & 0.3782 \end{array}$ |
| 2 | 3.42 | $\begin{gathered} 0.13 \\ 0 \\ 0.1157 \end{gathered}$ | $\begin{gathered} 0.0038 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0031 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0032 \end{gathered}$ | $\begin{array}{ccc} 0.9968 & 0 & -0.0797 \\ -0.0797 & 0 & -0.9968 \\ 0 & 1 & 0 \end{array}$ |
| 3 | 1.26 | $\begin{gathered} 0.05 \\ 0 \\ 0.0238 \end{gathered}$ | $\begin{gathered} 0.0008 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0094 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0096 \end{gathered}$ | $\begin{array}{ccc} 0.996 & 0 & 0.0896 \\ 0.0896 & 0 & -0.996 \\ 0 & 1 & 0 \end{array}$ |
| 4 | 0.8 | $\begin{gathered} 0 \\ 0 \\ 0.01 \end{gathered}$ | $\begin{gathered} 0.0005 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0006 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0007 \end{gathered}$ | $\begin{array}{ccc} -1 & 0 & 0 \\ 0 & 0.9996 & -0.03 \\ 0 & -0.03 & -0.9996 \end{array}$ |
| 5 | 0.8 | $\begin{gathered} 0 \\ 0 \\ 0.01 \end{gathered}$ | $\begin{gathered} 0.0005 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0006 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0007 \end{gathered}$ | $\begin{array}{ccc} 0 & 0.9996 & 0.0300 \\ -1 & 0 & 0 \\ 0 & -0.0300 & 0.9996 \end{array}$ |
| 6 | 0.35 | $\begin{gathered} 0 \\ 0 \\ -0.02 \end{gathered}$ | $\begin{gathered} 0.0001 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0001 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0002 \end{gathered}$ | $\begin{array}{lll} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array}$ |


| KUKA LBR iiwa 14 R820 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Link | $m[\mathrm{~kg}]$ | $\boldsymbol{p}_{\text {com }}[\mathrm{m}]$ | $I_{\text {COM }}\left[\mathbf{k g} \cdot \mathrm{m}^{2}\right]$ |  |  | ${ }^{\text {DH }} \boldsymbol{A}_{\text {COM }}$ |  |
| Base | 6.98 | $\begin{gathered} -0.0128 \\ 0 \\ 0.0715 \end{gathered}$ | $\begin{gathered} 0.0242 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0308 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0335 \end{gathered}$ | $\begin{gathered} 0.9976 \\ 0 \\ -0.0698 \end{gathered}$ | $\begin{array}{cc} 0 & 0.0698 \\ 1 & 0 \\ 0 & 0.9976 \end{array}$ |
| 1 | 5.1 | $\begin{gathered} 0 \\ 0.0801 \\ -0.0338 \end{gathered}$ | $\begin{gathered} 0.0112 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0330 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0344 \end{gathered}$ | $\begin{gathered} 0 \\ -0.9757 \\ -0.2190 \end{gathered}$ | $\begin{array}{cc} 1 & 0 \\ 0 & -0.2190 \\ 0 & 0.9757 \end{array}$ |
| 2 | 4.95 | $\begin{gathered} -0.0003 \\ 0.042 \\ 0.0588 \end{gathered}$ | $\begin{gathered} 0.0099 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0306 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0316 \end{gathered}$ | $\begin{gathered} 0 \\ -0.2307 \\ 0.9730 \end{gathered}$ | $\begin{array}{cc} 1 & -0.0120 \\ 0 & 0.9730 \\ 0 & 0.2307 \end{array}$ |
| 3 | 4.18 | $\begin{gathered} 0 \\ -0.089 \\ -0.0291 \end{gathered}$ | $\begin{gathered} 0.0063 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0251 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0252 \end{gathered}$ | $\begin{gathered} 0 \\ 0.9627 \\ -0.2707 \end{gathered}$ | $\begin{array}{cc} 1 & 0 \\ 0 & -0.2707 \\ 0 & -0.9627 \end{array}$ |
| 4 | 3.49 | $\begin{gathered} 0 \\ -0.0348 \\ 0.0674 \end{gathered}$ | $\begin{gathered} 0.0054 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0171 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0172 \end{gathered}$ | $\begin{gathered} 0 \\ -0.2496 \\ -0.9684 \end{gathered}$ | $\begin{array}{cc} 0 & 1 \\ 0.9684 & 0 \\ -0.2496 & 0 \end{array}$ |
| 5 | 2.19 | $\begin{gathered} 0 \\ 0.14 \\ -0.0219 \end{gathered}$ | $\begin{gathered} 0.0028 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0101 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0103 \end{gathered}$ | $\begin{gathered} 0 \\ -0.8821 \\ -0.4711 \end{gathered}$ | $\begin{array}{cc} 1 & 0 \\ 0 & -0.4711 \\ 0 & 0.8821 \end{array}$ |
| 6 | 2.11 | $\begin{gathered} 0 \\ -0.00015 \\ 0.00057 \end{gathered}$ | $\begin{gathered} 0.0035 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.0047 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.0049 \end{gathered}$ | $\begin{gathered} 0 \\ -0.2 \\ 0.9798 \end{gathered}$ | $\begin{array}{cc} 0 & 1 \\ -0.9798 & 0 \\ -0.2 & 0 \end{array}$ |
| 7 | 0.5 | $\begin{gathered} 0 \\ 0 \\ -0.0277 \end{gathered}$ | $\begin{gathered} 0.00022 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0.00022 \\ 0 \end{gathered}$ | $\begin{gathered} 0 \\ 0 \\ 0.00033 \end{gathered}$ | 0 1 0 | $\begin{array}{cc} -1 & 0 \\ 0 & 0 \\ 0 & 1 \end{array}$ |

The kinematic and dynamic data have been used to develop the model of the cobot inside the SimScape environment. The SimScape block model of the KUKA LBR can be seen in figure 3.10.


Figure 3.10: SimScape block model of KUKA LBR iiwa 14 R820.

### 3.3.2 Human body

A simplified kinematic model of the human body was developed using Matlab/SimScape software and its graphical representation (hereafter also called dummy) was designed in CoppeliaSim.

The kinematic model was built considering the human body as a group of different kinematic chains. In fact, the upper and lower limbs can be seen as four kinematic chains connected to the torso. The upper limbs joints are the shoulder, the elbow and the wrist, while the rigid bodies are the arms, the forearms and the hands. The shoulder and the wrist are spherical joints, while the elbow is a revolute one. For the lower limbs, the joints are the hips, the knee and the ankles (hips and ankles are spherical joints, knee a revolute one). The rigid bodies are the upper legs, the lower legs and the feet. So, there are 7 dofs for each limb. Six more dofs are related to the torso (three for the translation and three for the rotation). The three translational dofs of the torso permit to place the dummy inside the workspace. Instead, the three rotational dofs make it possible to properly reproduce the movements of the limbs of the human operator, as it will be explained in the following. The SimScape block model in figure 3.11 permits to understand the dofs of each part of the human body and the kinematic chains considered to make the model of the body.


Figure 3.11: SimScape block model of the human body.

It is clear that to properly reproduce the movements of the human operator, the parts of the model must be moved following a rigid kinematic order. In fact, the first to move is the torso, because the kinematic chains of the limbs are connected to it. After the torso, the limbs can be moved independently, each of them following its own kinematic chain. For example, in the case of an arm the first dofs to consider are the ones of the shoulder, then the elbow and the last the dofs of the wrist. In this simplified kinematic model, the dofs of the wrists and the ankles were not considered, because they were not useful for the tests performed to study the collision avoidance/hand-over algorithms.

An important aspect to face is that the movements considered in this paragraph are rotations, but the Kinect data associated to the human body are the positions of the human joints. So, it is important to establish a relation between the position vectors given by Kinect and the rotations considered in the model. To do that, it is important to define the reference frames associated to each part of the human body and an initial configuration. In figure 3.12 the initial configuration of the human body and the reference frames are shown using the graphical model in a CoppeliaSim scene.


Figure 3.12: Initial configuration of the model and the reference frames.
The strategy adopted to calculate the rotations of the joints of the kinematic model from the Kinect positions data implies to define the orientation matrices associated to the parts of the body. From the matrices of two consecutive links ( ${ }^{F_{R}} A_{i-1}$ and ${ }^{F_{R}} A_{i}$ ), the matrix ${ }^{i-1} A_{i}$ is calculated and then the related RPY (Roll-Pitch-Yaw) Euler angles. The Euler angles are the inputs of the dummy in CoppeliaSim. In the rest of the paragraph, the strategy to calculate the Euler angles for the torso and the left arm is described. Firstly, it is important to highlight two elements: 1) the joints position vectors are referred to a common
reference frame $F_{R}$, that will be introduced in the paragraph $3.4 ; 2$ ) the torso was divided into two parts, a lower one related to the hips and an upper one (the trunk).

To evaluate the rotations of the lower part of the torso ( $L T$ ), the orientation matrix ${ }^{{ }^{F_{R}}} A_{L T}$ related to this part of the body is calculated in this way (cf. figure 3.13a, where the numbers of the joints are the same of figure 3.3):

$$
\begin{gather*}
\boldsymbol{x}_{0} \text { is the projection of }\left(\boldsymbol{p}_{L H}-\boldsymbol{p}_{R H}\right) /\left\|\boldsymbol{p}_{L H}-\boldsymbol{p}_{R H}\right\| \text { on the } x_{F_{R}}-y_{F_{R}} \text { plane } \\
\boldsymbol{z}_{0} \| \boldsymbol{z}_{F_{R}}  \tag{3.1}\\
\boldsymbol{y}_{0}=\boldsymbol{z}_{0} \times \boldsymbol{x}_{0}
\end{gather*}{ }^{{ }^{F_{R}} A_{L T}=\left[\begin{array}{lll}
\boldsymbol{x}_{0} & \boldsymbol{y}_{0} & \boldsymbol{z}_{0}
\end{array}\right]} .
$$

where $\boldsymbol{p}_{L H}$ and $\boldsymbol{p}_{R H}$ are the position vectors of the left and right hips.
The next orientation matrix to consider is the one of the trunk ( $T$ ) and it is obtained from the versors here calculated (cf. figure 3.13b):

$$
\begin{gather*}
\boldsymbol{v}_{1}=\left(\boldsymbol{p}_{S S}-\boldsymbol{p}_{S B}\right) /\left\|\boldsymbol{p}_{S S}-\boldsymbol{p}_{S B}\right\| \\
\boldsymbol{v}_{2}=\left(\boldsymbol{p}_{L S}-\boldsymbol{p}_{R S}\right) /\left\|\boldsymbol{p}_{L S}-\boldsymbol{p}_{R S}\right\| \\
\boldsymbol{z}_{1} \| \boldsymbol{v}_{1}  \tag{3.2}\\
\boldsymbol{y}_{1}=\boldsymbol{v}_{1} \times \boldsymbol{v}_{2} \\
\boldsymbol{x}_{1}=\boldsymbol{y}_{1} \times \boldsymbol{z}_{1} \\
{ }^{F_{R}} A_{T}=\left[\begin{array}{lll}
\boldsymbol{x}_{1} & \boldsymbol{y}_{1} & \boldsymbol{z}_{1}
\end{array}\right]
\end{gather*}
$$

where $\boldsymbol{p}_{S B}$ and $\boldsymbol{p}_{S S}$ are the position vectors of the spine base and the spine shoulder, and $\boldsymbol{p}_{L S}$ and $\boldsymbol{p}_{R S}$ are the position vectors of the left and right shoulders.

The RPY Euler angles associated to the trunk are calculated from ${ }^{L T} A_{T}$, obtained from ${ }^{{ }^{F_{R}}} A_{L T}$ and ${ }^{{ }^{F_{R}}} A_{T}$.

For what concerns the left shoulder, the versors used to calculate the orientation matrix are the following:

$$
\begin{gather*}
\boldsymbol{v}_{3}=\left(\boldsymbol{p}_{L S}-\boldsymbol{p}_{L E}\right) /\left\|\boldsymbol{p}_{L S}-\boldsymbol{p}_{L E}\right\| \\
\boldsymbol{v}_{4}=\left(\boldsymbol{p}_{L W}-\boldsymbol{p}_{L E}\right) /\left\|\boldsymbol{p}_{L W}-\boldsymbol{p}_{L E}\right\| \\
\boldsymbol{x}_{2}=-\boldsymbol{v}_{3}  \tag{3.3}\\
\boldsymbol{z}_{2}=\boldsymbol{v}_{3} \times \boldsymbol{v}_{4} \\
\boldsymbol{y}_{2}=\boldsymbol{z}_{2} \times \boldsymbol{x}_{2} \\
{ }^{F_{R}} A_{L S}=\left[\begin{array}{lll}
\boldsymbol{x}_{2} & \boldsymbol{y}_{2} & \boldsymbol{z}_{2}
\end{array}\right]
\end{gather*}
$$

where $\boldsymbol{p}_{L E}$ and $\boldsymbol{p}_{L W}$ are the position vectors of the left elbow and the left wrist. From the matrix ${ }^{T} A_{L S}={ }^{T} A_{F_{R}} \cdot{ }^{{ }^{R}} A_{L S}$, the Euler angles are then calculated.

For the elbow, a similar procedure is followed to calculate the related Euler angles:

$$
\begin{gather*}
\boldsymbol{x}_{3}=\boldsymbol{v}_{4} \\
\boldsymbol{z}_{3} \| \boldsymbol{z}_{2}  \tag{3.4}\\
\boldsymbol{y}_{3}=\boldsymbol{z}_{3} \times \boldsymbol{x}_{3} \\
{ }^{F_{R}} A_{L E}=\left[\begin{array}{lll}
\boldsymbol{x}_{3} & \boldsymbol{y}_{3} & z_{3}
\end{array}\right]
\end{gather*}
$$

The following figure summarizes the strategy adopted to calculate the Euler angles of the upper part of the body.


Figure 3.13: Definition of reference frames for the elements of the upper part of the human body.
In this way the dummy can reproduce the movements of the operator, given the joints position vectors estimated by Kinect sensor. The dummy designed using CoppeliaSim is composed of basic elements such as cylinders, sphere and ellipsoids, as can be seen in figure 3.12. This permits to modify the sizes of the different parts of the model in accordance with the anthropometric characteristics of the operator. In this way it is possible to have a dummy for each worker who has to interact with the cobot.

### 3.4 Spatial matching

In order to perform the tests properly, the data related to the human operator and the robot must be referred to a common frame $F_{R}$. The operation conducted to define a common reference frame is called "spatial matching" and the set-up prepared for this operation is shown in the following figure.


Figure 3.14: Setup used to define the common reference frame $F_{R}$.
Three 3D printed narrow-conical supports have been designed to define the common reference frame. The dimensions of the supports are reported in figure 3.15 .


Figure 3.15: Dimensions of the narrow-conical support.
The 3D point cloud representation of the framed field permits to measure the spatial coordinates of objects within the environment. In this way it is possible to have the coordinates of the tips of the supports referred to the Kinect frame and from them define the common reference frame $F_{R}$.

In figure 3.16, the 3D point cloud view of the three supports is shown.


Figure 3.16: 3D point cloud representation of the three supports.
For what concern the simulated robotic manipulator, the reference frame of the base was assumed coincided with the reference frame $F_{R}$. The reference frame $F_{R}$ and the virtual cobot are reported in figure 3.17.


Figure 3.17: Human operator and the virtual cobot in the same environment.
Before discussing the results of the tests, it is important to summarize how the simulation environments works. In figure 3.18 a scheme of the simulation environment is shown.


Figure 3.18: Scheme of the simulation environment with the hardware, software and the models.
The different software and the hardware used to simulate hand-over or collision avoidance tasks are shown. The movements of the human operator are acquired by Kinect v2 and the skeleton data associated to the worker are the inputs of the kinematic model of the human body, developed in MathWorks environment. The output of the kinematic model are the Euler angles, that permit to move the dummy in the CoppeliaSim scene. In this scene, the graphic models of the human body and of the robot are presented and the distances between the body parts and the links of the cobot are calculated using a tool of the software CoppeliaSim. This information becomes one of the inputs of the Simulink/SimScape model of the robot. The output of the model of the cobot are the joints positions, that are the inputs of the robot in the CoppeliaSim scene. In this way the graphic model can reproduce the movements of the simulated robot and the "minimum distance calculation" tool can properly estimate the humanrobot distances.

### 3.5 Tests in simulation environment

### 3.5.1 Collision avoidance

Two kinds of tests of been performed to verify the effectiveness of the collision avoidance algorithms. In both cases, the cobot considered is the KUKA LBR iiwa 14 R820.

The first kind of tests permits to study the basic collision avoidance algorithm. Here the robot must follow a planned trajectory and avoids the worker if the distance between them is less than a certain threshold. In figure 3.19 the planned path that the robot must follow can be seen. The time to follow the path is 8 s .


Figure 3.19: The planned path.

The collision avoidance algorithm is active for all the links of the cobot and the distances are calculated between them and the parts of the upper body of the dummy. The collision avoidance threshold $\rho$ is 0.2 m and $V_{M A X}$ is equal to $1 \mathrm{~m} / \mathrm{s}$. In figure 3.20 it is shown how the robot modified its path in order to avoid collisions with the dummy. The distances between the left hand and the left forearm and the end-effector of the cobot are reported in figure 3.20. The robot initially follows the planned path (figure 3.20a). When the human-robot distance is less than the threshold $\rho$, the robot modifies the path in order to avoid collisions with the dummy (figure 3.20b). In figure 3.20c, the human-robot distance is larger than $\rho$ and the robot reaches the final destination.


Figure 3.20: Three phases of the test.


Figure 3.21: a) Distance between the left hand and the end-effector and the repulsive velocity; b) distance between the left forearm and the end-effector and the repulsive velocity.

It can be seen in figure 3.21 that the repulsive velocity is larger than zero when the human-robot distance is less than the threshold. It is also possible to notice that the distance initially decreases and then remains constant, after the repulsive velocity grows. This means that the basic collision avoidance algorithm works effectively and it is able to avoid collisions between the dummy and the robot.

The second test permitted to verify the collision avoidance algorithm with trajectory conditioning technique. In this test, an attractive cylinder is associated to the right hand of the human worker. The test was conducted to show that using the attractive cylindrical surface it is possible to properly modify the path of the
end-effector of the robot in order to move it in certain areas or in certain directions that can be considered more comfortable by the human operator. In this case it was decided to adopt a cylindrical surface in order to obtain planar collision avoiding movements instead of vertical ones. The cylinder is placed in correspondence of the hand of the operator and its orientation is associated to the orientation of the right forearm of the human worker. The radius $r$ of the cylinder is 0.4 m and the peak magnitude $V_{M A X, a c t}$ of its attractive velocity is $1.5 \mathrm{~m} / \mathrm{s}$. The values related to the repulsive velocity are the same of the previous test. In order to have a clear visualization of the results, a simplified representation of the dummy, the robot and the lines of the paths in Matlab environment was given. The Peter Corke's Robotics Toolbox [97] was used to obtain the graphical model of the collaborative robot In figure 3.22 a schematic representation of the human operator, the Corke graphical model of the robot and the attractive cylindrical surface associated to the worker's hand are shown. The human model is on the upper left side of the figure and it is divided in three parts. The yellow part is the right arm, the green one is the left arm and the red one is related to the torso and the head. The black line is the path of the robot obtained by the presence of the attractive cylindrical surface. The orange line is the path of the hand of the operator.


Figure 3.22: Attractive cylindrical surface associated to the right hand of the human operator.
The different paths obtained with and without the trajectory conditioning algorithm are shown, by three different points of view, in figure 3.23. The red line is the path obtained with the basic collision avoidance algorithm. As can be clearly seen in the image in the top right corner of figure 3.23, the basic collision avoidance algorithm generates vertical evasive movements and the TCP of the robot is always above the right hand of the operator. The algorithm worked correctly avoiding any collisions between the operator and the robot, but the resultant path of the TCP is not predictable a priori and could be perceived as unsafe by the worker. In fact, if the human operator wanted to move the hand away from the cobot, he/she could only retract the hand, because the robot is in
front and above the worker. Using the trajectory conditioning technique, it is possible to define a priori the directions of the evasive movements. The directions can be chosen in order to give the operator a greater freedom of movement if he/she wanted to move the hand away. Choosing an attractive cylinder, the evasive movements will be planar. The path obtained with the trajectory conditioning technique is the black line in figure 3.23. In this figure, the path obtained without the attractive cylindrical surface is the red line and the one obtained with the trajectory conditioning technique is the black line.

It can be seen in the images on the right that the TCP moved in front of the right hand of the operator and no vertical displacements above the hand have been obtained. The cobot retracted itself and the operator could move the hand vertically, because this direction is not any longer barred by the presence of the robot.


Figure 3.23: Different views of the two paths.
These results show that the trajectory conditioning approach works properly and permits to obtain collision avoidance movements in the desired directions.

### 3.5.2 Hand-over

To show the effectiveness of the hand-over algorithm, the results of four tests will be presented in this paragraph.

In these tests the operator moved his hand in four different positions inside the workspace of the robot. The robot is the KUKA LBR iiwa 14 R820. The Corke graphical model of the robot and the skeleton representation of the upper part of the human operator are shown in figure 3.24. Here the grey sphere represents the workspace of the robot and the other four coloured spheres are positioned in correspondence of the four distinct hand-over positions considered in the rest of this paragraph.


Figure 3.24: Skeleton of the upper part of the human body, the model of the robot and the four positions for the hand-over.

The tests were conducted using the following values for the hand-over parameters:

$$
\begin{gathered}
V_{\max , h o}=0.25 \mathrm{~m} / \mathrm{s} \\
\boldsymbol{K}=\left[\begin{array}{ccc}
10 & 0 & 0 \\
0 & 10 & 0 \\
0 & 0 & 10
\end{array}\right] 1 / \mathrm{s}
\end{gathered}
$$

The paths of the robot and of the hand in the four hand-over actions are shown in figure 3.25. In the images on the right, the four hand-over tasks are reported. The KUKA cobot was able to reach the hand of the operator in all cases. This means that the hand-over algorithm controlled properly the robot with a moving target. The ability of following moving target is clearly visible in the hand-over labelled with 4 . In the left image in figure 3.25 (where the paths of the endeffector of the cobot and of the hand are reported), the yellow line shows the path of the hand during the hand-over 4. It is clear how the path of the hand is initially linear and then suddenly moved to the right. The robot was able to reach the hand of the operator even in this case, proving the effectiveness of the hand-over algorithm.


Figure 3.25: On the left, a representation of the paths of the hand and the end-effector. On the right, frames of the movements in the four different cases.

The graph on the left side of the figure 3.26 gives information about the time spent by the robot to reach the hand-over position in the two different cases shown in the images on the right. The cobot starts to move after the hand enters the robotic workspace (in both cases the hand enters the workspace between $0.5 s$ and 1 s ). After one second, the operator stops the hand in the exchange positions (between $1.5 s$ and $2 s$ ). The hand-over is achieved when the robot reaches the exchange positions.

In the hand-over labelled with 1 , the robot stops at time 2.85 s . So, the response time (the time between the hand of the operator enters in the workspace and the robot stops) is 2.2 s . Instead in the hand-over 3, the response time is 4 s . In both cases the hand-over actions are not as fast as the human-human hand-over because of the low value of $V_{\max , h o}$ adopted in these tests.



Figure 3.26: On the left, the time spent by the robot to reach two different hand-over positions. On the right, the two hand-over cases considered.

It is important to highlight that the tests conducted using the simulation environment had the goal to show the effectiveness of the algorithms. A deeper analysis of the algorithms will be presented in the chapter related to the experimental phase of the work.

### 3.6 Conclusions

In this chapter, the simulation phase of the work was presented. This was a fundamental step to test the algorithms of collision avoidance and hand-over presented in Chapter 2 before using them in a real experimental setup.

The simulation environment was designed using software from MathWorks and Coppelia companies. The applications can exchange data thanks to Remote API functions by Coppelia. Models of two collaborative robots and of the human body were developed in order to simulate tasks that imply human-robot interaction. The kinematic model of the human body permits to replicate the movements of a human operator given as inputs the positions of human joints obtained from Kinect v2 sensor. This is a RGBD sensor that gives a 3D point cloud representation of the framed environment. A dedicated software can estimate the positions of 25 joints on the bodies of people present in the framed scene. The kinematic/dynamic model of the robots are used to understand the
behaviour of the cobots in case of applications that require collision avoidance or hand-over tasks.

Graphical models of the robot and the human body present in a CoppeliaSim scene permit to visualize the movements of the robot helping the human operator to interact with the cobot.

Tests were conducted to verify the effectiveness of the algorithms. The results of the tests showed that the collision avoidance (both with and without trajectory conditioning technique) and the hand-over algorithms work properly and can control effectively collaborative robots.

In the next chapter, the experimental setup created to develop collaborative robotics applications is presented and the results of tests conducted to study and evaluate the performances of the algorithms presented in the previous chapter will be discussed.

## Chapter 4

## Experimental phase

### 4.1 Experimental set-up

A collaborative robotics workspace was developed to verify the applicability and the performances of the algorithms presented in Chapter 2. In fact, the simulation tests described in Chapter 3 showed the effectiveness of the algorithms, but the problems related to the implementation of the algorithms in an experimental scenario were not considered. These problems can be occlusions of the vision sensor, communication delays, variable light conditions, errors in motion tracking etc.... All these problematics could undermine the effectiveness and the performances of the algorithms. In the next sub-paragraphs, the hardware and the software tools used in the collaborative robotics workspace will be described. A photo of the collaborative robotics workspace is shown in figure 4.1.


Figure 4.1: Photo of the collaborative robotics workspace.

### 4.1.1 Hardware

A scheme of the hardware used in the experimental set-up is reported in figure 4.2.


Figure 4.2: Scheme of the hardware used in the experimental set-up.
The collaborative robot used in this experimental set-up is the Universal Robots UR3, CB3.1 series. To perform hand-over task and exchange objects between the robot and the human operator, the robot was equipped with a Robotiq Gripper 2F-85 [98].

To track the movements of the human operator, a vision system based on two Microsoft Kinect v2 sensors is used. The choice of using two Kinect v2 sensors was made to overcome problems related to the occlusions of the sensors. In fact, using only one vision sensor, information related to the movements of the operator could be absent or unreliable in case of occlusions of the sensor. Therefore, the control algorithms of the robot could not control properly the cobot and an incorrect and dangerous behaviour of the robotic manipulator could be obtained. A possible source of occlusions is the robot itself, because it can position itself between the human worker and the vision sensor. This situation was not considered in the case of the simulation environment, where only one Kinect sensor was used. In fact, the robot was only simulated. To overcome the problem of occlusions, a standard solution is to use multiple vision sensors. In this way, if one sensor is occluded, the others can be used to obtain reliable motion data of the operator. The information of each sensor must be then combined in order to give correct data to the control algorithms of the robot. The procedure implemented to combine the data from the two Microsoft Kinect is described in the next subparagraph.

A problem related to the use of multiple Kinect v2 sensors is the large amount of data generated by Kinect v2 sensor. In fact, one single PC is not able to handle the information of two or more Kinect v2. So, it is necessary to use several PCs, one for each Kinect v2. This hardware limitation related to the use multiple Kinects leaded to the choice of using two sensors. In this way, only two Pcs are needed to handle the data from the Kinects.

The characteristics of these two PCs are:

1) PC1: i7-6700, 32 GB RAM, NVIDIA GTX 970. Hereafter, PC1 is referred as "PC-Master" in the following;
2) PC2: i7-7500U, 16 GB RAM, NVIDIA GTX 950M. PC2 is referred as "PC-Slave" in the following paragraphs.

A third PC is used to communicate with the UR Controller and control the cobot. The specifications of the PC3 are: i7-6700 HQ, 16 GB RAM, NVIDIA GTX 960M. In the rest of the chapter, this PC is referred as "PC-UR". All the three PCs are Windows based.

To permit the communication between the three PCs and the UR Controller, a Wireless Router (HUB) 300 Mbps with 4 Ethernet ports is used. The communication is based on TCP/IP network.

In the next sub-paragraph, the software and the control architecture implemented in the robotic system will be presented and described.

The Kinects are placed behind the robot and their principal axis intersect approximately at the centre of the human workspace, that is the space measured considering the arms and the hands as the radius of two sphere centred on the shoulders (cf. figure 4.3). In this way the sensors can acquire the collaborative workspace from different angles, making the vision system architecture more robust to sensor occlusions.


Figure 4.3: Schematics of positioning of Kinect sensors and collaborative workspace.
Concerning the light conditions, the Kinect v2 has optimal performances in terms of accuracy in any ambient light situations, as stated in [104-106]. However, the accuracy of the sensor decreases under direct sunlight. For these reasons, the collaborative robotics workspace has been set-up avoiding that sun lights directly hit the sensors, undermining the performances of the vision system.

### 4.1.2 Software and control architecture

A scheme of the control architecture is reported in figure 4.4. It is indicated where each operation is performed and the related calculation time.


Figure 4.4: Scheme of the control architecture.
The algorithms that run in the PC-Master and the PC-Slave are written in Matlab 2019b. Here, a toolbox that permits to acquire the data from a Kinect v2 sensor is installed. The PCs connected to the Kinect sensors have to work synchronously, in order to properly combined the Kinect data. For this reason, the PC-Master sends a trigger to the PC-Salve through the HUB and they capture the collaborative robotics workspace at the same time. The PC-Slave then sends the Kinect data to the PC-Master. Here a duplex Kinect algorithm can generate a skeleton that is the optimal combination of the skeletons given by the two Kinects. The algorithm is taken from [99] and it was optimised to run at a sampling rate of 30 Hz . The algorithm is reported in the following equation

$$
\min \sum_{i=1,2, \ldots, n} w_{i}^{A}\left\|\boldsymbol{p}_{i}^{*}-\boldsymbol{p}_{i}\right\|^{2}+w_{i}^{B}\left\|\boldsymbol{p}_{i}^{*}-\boldsymbol{q}_{i}\right\|^{2}
$$

$$
\begin{equation*}
\text { s.t. } \quad \sum_{i, j=1,2, \ldots, n}\left(\left\|\boldsymbol{p}_{i}^{*}-\boldsymbol{p}_{j}^{*}\right\|-l_{i, j}\right)^{2}=0 \tag{4.1}
\end{equation*}
$$

where $n$ is the number of the joints, $\boldsymbol{p}_{i}$ is the position of $i^{\text {th }}$ joint, $l_{i, j}$ is the distance between two consecutive joints and $\boldsymbol{p}_{i}^{*}$ is the resultant position of the optimised joint. $w_{i}^{A}$ and $w_{i}^{B}$ are coefficients obtained from Kinect software that indicate the tracking state of the $i^{\text {th }}$ joint. In fact, a joint can be "tracked" (that means that the joint is correctly detected by the sensor), "inferred" (that means that the joint is not detected and its position is estimated) or "not tracked" (that means that the joint is not detected or estimated). The duplex Kinect algorithm permits to obtain a skeleton that overcomes the problems related to possible
occlusions. As can be seen in figure 4.5, the right arm of the operator is not visible by the Kinect B and this leads to an unreliable skeleton. The duplex Kinect algorithm outputs a skeleton that is the correct combination of the skeletons from the two Kinects. Furthermore, the algorithm permits to keep constant the distances between consecutive joints, that would otherwise change.


Figure 4.5: The skeletons from Kinect A (in green) and Kinect B (in blue) and the optimised one (in red) obtained from the duplex Kinect algorithm.

The optimised skeleton data are then sent to the PC-UR. These data are inputs of the control algorithms present in the PC-UR. Other inputs of these algorithms are the feedback data from the UR3. These data are sent by the UR Controller with a frequency of 125 Hz (that is the control frequency of the UR Controller). Further information related to the feedback data can be found in [100].

All the algorithms that runs in the PC-UR are written in Matlab 2019b. A kinematic model of the UR3 present in the PC-UR uses the feedback data from the UR Controller to obtain the actual configuration of the cobot. The distance vectors between the cobot and the optimized skeleton from the PC-Master are calculated by the MathWorks knnsearch algorithm and are inputs of the control algorithms. Other inputs are data related to the task that the robot has to achieve (usually is a planned trajectory and the data are the TCP position and velocity vectors) and to some bonds (e.g. attractive elements of the trajectory conditioning technique). The control algorithms are the collision avoidance and hand-over algorithms presented in Chapter 2.

In both cases, the output is the joint velocity vector $\dot{\boldsymbol{q}}$ and it is calculated with a frequency of 62.5 Hz . The vector $\dot{\boldsymbol{q}}$ is sent to the UR Controller as input of URScript commands speedj and stopj. These commands are sent as strings to the UR Controller. Further information about the URScript commands can be found in [101].

The URScript command is a high-level control of the UR3 and permits to benefit of the default safety functions of the robot. In this way, another safety tool beyond the collision avoidance algorithm is present in this collaborative robotics system. The UR safety functions permit for example to set the maximum values of the TCP velocity and of the joint velocities. Furthermore, a safety function permit
to define planes that the TCP of the cobot has to not cross. Two planes have been defined in this robotics system. One plane is parallel to the table and positioned 50 mm above it; the other plane is vertical and positioned in front of the Kinect sensors. In this way, the TCP does not collide with the table and the Kinect v2 sensors. Violations of safety functions lead to a stop of the UR3 cobot.

### 4.2 Tests

To properly perform the experimental tests, the data from the two Kinects and the UR3 must be referred to the same reference frame. The 3D printed narrowconical supports used for the spatial matching phase are visible on the table in figure 4.1. The spatial matching procedure for the Kinects is the same reported in paragraph 3.4. For what concerns the robot, UR3 is moved in order to place its TCP in correspondence of the tips of the supports. In this way, the positions of the tips are calculated by direct kinematics of the robot and the reference frame is built as described in paragraph 3.4.

### 4.2.1 Collision avoidance

The results of experimental tests conducted to show the effectiveness and the performances of the collision avoidance algorithms are presented and discussed in this subparagraph. The results of three types of tests will be shown. The first test has been conducted to study the basic collision avoidance algorithm. The last two tests permit to understand the differences between the basic collision avoidance algorithm and the one with the trajectory conditioning technique, both in case of fixed and moving obstacles. Before to report and discuss the results of the tests, it is important to highlight the operating conditions: the task of the UR3 is to follow a linear path for three times in 37.5 s . The robot goes from the starting position to the final one, then returns to the starting position. The trajectory ends with the TCP that goes again to the final position. The path is reported in figure 4.6.


Figure 4.6: The planned path in three different views.

The poses of the TCP of the robot associated to the extreme points of the path are

$$
\begin{aligned}
{ }^{F_{R}} \hat{A}_{T C P, \text { starting }} & =\left[\begin{array}{cccc}
-0.6368 & 0.0260 & 0.7706 & 0.4822 \\
0.7710 & 0.0355 & 0.6359 & 0.1023 \\
-0.0108 & 0.9990 & -0.0427 & 0.3195 \\
0 & 0 & 0 & 1
\end{array}\right] \\
{ }^{F_{R}} \hat{A}_{\text {TCP,final }} & =\left[\begin{array}{cccc}
-0.6368 & 0.0260 & 0.7706 & 0.1350 \\
0.7710 & 0.0355 & 0.6359 & 0.4550 \\
-0.0108 & 0.9990 & -0.0427 & 0.3161 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

So, the velocity associated to the task of the TCP is $\boldsymbol{V}_{\text {task }}=\boldsymbol{v}_{T C P}+\boldsymbol{C} \cdot \boldsymbol{e}$, where $\boldsymbol{v}_{T C P}$ is the planned velocity vector of the TCP, $\boldsymbol{e}$ is the error between the desired planned pose of the TCP and the actual one and $\boldsymbol{C}$ is a matrix with the error gains. The orientation error is calculated as quaternion error.

The planned position and velocity vectors versus the time are shown in figure 4.7.
a)

b)


Figure 4.7: a) Coordinates of the position of the TCP; b) Components of the planned velocity.
The collision avoidance points considered on the structure of the UR3 are the ones visible in figure 2.1. The values of the parameters of the collision avoidance algorithm used in the tests are

$$
\begin{gathered}
V_{M A X}=0.5 \mathrm{~m} / \mathrm{s} \\
\rho=0.3 \mathrm{~m} \\
\boldsymbol{\alpha}=0.3 \mathrm{~m} \\
\boldsymbol{C}=\left[\begin{array}{llllll}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 2
\end{array}\right] 1 / \mathrm{s}
\end{gathered}
$$

For what concern the human operator, the 15 joints of the upper part of the human body were considered. So, the knnsearch algorithm calculates the distances between these 15 points and the 9 of the cobot. In case of unavoidable collisions, the algorithms stop the robot if the minimum human-robot distance is less than 0.1 m .

Test 1 - Basic collision avoidance algorithm: in this test the operator moves the right hand near the TCP of the robot. The basic collision avoidance algorithm has to move the TCP away from the human operator modifying its path. When the minimum distance between the robot and the worker is larger than the reference distance $\rho$, the TCP returns to follow the planned path. In figure 4.8, frames from the test are reported.

In the figure, the planned path is shown with a red line and the TCP is highlighted with a blue circular marker.


Figure 4.8: Different phases of Test 1.
The phases of the test are: a) the robot follows the planned path; b) the operator moves the hand towards the TCP; c) robot reaches the final pose; d) the hand is below the TCP; e) the UR3 returns to the starting pose; f) the operator moves the hand above the robot.

The operator approaches the TCP frontally (figure 4.8b), from below (figure 4.8 d ) and finally from above (figure 4.8 f ). In all the three cases, the UR3 leaves the planned path so to increase the distance with the human worker and avoid any collision. In fact, it is possible to see that in figures $4.8 \mathrm{~b}, 4.8 \mathrm{~d}$ and 4.8 f the blue marker associated to the TCP is not on the planned path (red line), showing the evasive movements generated by the basic collision avoidance algorithm.

Experimental data are presented in figure 4.9.


Figure 4.9: a) Norm of the repulsive velocity; b) minimum distance between the robot and the human worker.

The graph in figure 4.9 b shows the minimum distance between the human operator and the robot versus the time. It is possible to see that when the distance is less than the reference distance $\rho$, the collision avoidance algorithm generates a repulsive velocity with norm larger than zero. This repulsive velocity modifies the path of the TCP in order to avoid collisions. The modified path and the planned one are shown in figure 4.10 . Figures 4.10 b and 4.10 c show that the basic collision avoidance algorithm produced purely vertical movements.


Figure 4.10: The planned path and the modified one in three different views.

Test 2 - Comparison with fixed obstacle: the operator moves the hand towards the path of the TCP and puts it in a fixed position. The standard collision avoidance algorithm and the one with the trajectory conditioning technique were used to control the UR3. Attractive cylinders associated to the hands of the human operator are considered in the trajectory conditioning technique. The origins of the reference frames of the cylinders coincide with the Kinect joints of the hands. The orientation is fixed and it is the same of the common reference frame $F_{R}$. The values of the parameters associated to the cylinders are

$$
\begin{gathered}
V_{M A X, a c t}=0.2 \mathrm{~m} / \mathrm{s} \\
r=\rho_{\text {act }}=0.35 \mathrm{~m} \\
\alpha_{\text {act }}=5
\end{gathered}
$$

Using these types of cylinders, the robot should avoid the hand of the operator moving in front of the hand, without large vertical movements. The results obtained with the basic collision avoidance algorithm and the ones with the trajectory conditioning technique are reported in this section. In figure 4.11, frames of the movements of the robot in both cases are shown. The movements related to the basic collision avoidance algorithm are presented in the first row, while the motions obtained with the trajectory conditioning technique are in the second row. The red line is the path obtained with the basic collision avoidance algorithm (figure 4.11a-b-c). Instead, the yellow line is the path obtained with the trajectory conditioning technique (figure 4.11a'-b'-c').


Figure 4.11: Different collision avoidance movements with fixed obstacle.
The frames in the first row in figure 4.11 (a-b-c) are related to the basic collision avoidance algorithm and show that the robot moved vertically to avoid the hand of the operator. Instead, the robot controlled by the collision avoidance
algorithm with the trajectory conditioning technique moved in front of the hand to avoid the obstacle (cf. figure 4.11a'-b'-c').

The paths with and without the trajectory conditioning technique can be seen in figure 4.12. It is clear that with the trajectory conditioning technique the collision avoidance movements of the TCP are planar (yellow line), while with the basic algorithm the evasive movements are purely vertical (red line). So, the collision avoidance algorithm with trajectory conditioning technique works properly with fixed obstacle.


Figure 4.12: Collision avoidance paths with fixed obstacle.
Test 3 - Comparison with moving obstacle: To properly compare the algorithms with moving obstacles, the same movements of the hand of the Test 1 are considered in this test. The paths obtained with and without the trajectory conditioning technique can be seen in figure 4.13.


Figure 4.13: Collision avoidance with moving obstacle.

The red line in figure 4.13 shows that large vertical movements are obtained with the basic collision avoidance algorithm. Instead, with the trajectory conditioning technique planar collision avoidance movements have been obtained. The robot avoided the hand of the operator moving in front of it with limited vertical displacements, as can be clearly seen in figure 4.13 b where the yellow line is the modified path obtained with the trajectory conditioning technique.

The results of the tests reported in this paragraph showed that the collision avoidance algorithm with the trajectory conditioning technique works properly with fixed and moving obstacles and permits to define a priori preferred collision avoidance trajectories.

### 4.2.2 Hand-over

Experimental tests have been conducted to verify and evaluate the characteristics of the hand-over algorithm. The algorithm should control the cobot in order to perform hand-over operations that are:

- bidirectional, the algorithm must work in case of human-to-robot and robot-to-human hand-over;
- reactive, it must permit to perform the hand-over in every point inside the workspace of the robot and to follow a dynamic target;
- it has to consider the pose of the hand of the human operator, not only the position. In this way it is possible to obtain more ergonomic handover and the operator can choose the hand pose that he/she prefers;
- it must produce fast hand-over operations, so to not undermine the fluency of the tasks.

The tests were carried out under the following conditions: the object to handle was an aluminium plate and to properly exchange it, the chosen distance between the virtual hand and the track hand was 0.15 m . This value of the distance was chosen in order to place the OTP in the middle of the aluminium plate. After the plate was exchanged, the cobot came back to its "Home" configuration only after the hand was outside the robot workspace. The joint position vector related to the Home configuration is

$$
\boldsymbol{q}=\left[\begin{array}{llllll}
-\pi / 4 & -\pi / 2 & -\pi / 2 & 0 & \pi / 2 & 0
\end{array}\right]^{T} .
$$

In these tests, the values of the parameters are $V_{\max , h o}=0.35 \mathrm{~m} / \mathrm{s}, \rho_{h o, 1}=$ $0.4 \mathrm{~m}, \rho_{h o, 2}=0.2 \mathrm{~m}$ and $\alpha_{h o, 1}=\alpha_{h o, 2}=6$. The proportional gain of the angular velocity is

$$
\boldsymbol{K}=\left[\begin{array}{lll}
3 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 3
\end{array}\right] 1 / s
$$

For what concerns the Robotiq gripper, this can be controlled from the PC-UR by URScript commands sent as strings. Further information about the URScript commands of the Robotiq gripper can be found in [102].

Test 1 - Bidirectionality: a human-to-robot and robot-to-human hand-over actions were performed to verify the effectiveness of the algorithm in terms of bidirectionality of the hand-over.

In figure 4.14, frames from the human-to-robot hand-over task are reported.


Figure 4.14: Five steps of human-to-robot hand-over.
Human-to-robot hand-over steps are:
a) the operator moves the hand towards the robot;
b) the hand enters in the workspace and the robot starts moving;
c) the robot reaches the OTP, stops and closes the gripper;
d) the human retrieves the hand;
e) after the hand is outside the workspace, the robot goes back to the Home configuration.
The algorithm controlled properly the cobot and the human-to-robot is achieved. A robot-to-human hand-over example is reported in figure 4.15. Here the robot moved towards the human operator after the hand entered in the robotic workspace (cf. figure $4.15 b$ ) and gave the worker the object (cf. figure 4.15c). The robot returned to its Home configuration when the operator retrieved the hand outside the workspace (cf. figure 4.15e). The hand-over task is achieved also in this case.


Figure 4.15: Five steps of robot-to-human hand-over.

In both cases, the operator starts the hand-over moving the hand towards the robot. In this way the worker is free to choose the time and the place in which perform the object exchange and the cobot adapts online its behaviour to the movements of the operator.

Test 2 - Reactivity: to verify the reactivity of the hand-over algorithm, three different hand-over actions have been considered. There are both human-to-robot and robot-to-human hand-over. In figure 4.16, each row shows three frames of the same hand-over. These hand-over actions will be studied again in the section Test 4 - Response time. In figure 4.16, it can be seen that the robot is able to follow the hand of the operator in different configurations.


Figure 4.16: Three different hand-over actions performed in the different points of the workspace of the UR3.

Test 3 - Pose dynamic tracking: the results of this kind of tests show the performances of the algorithm in terms of following dynamically the pose of the hand. To show clearly this characteristic of the algorithm, the TCP of the cobot is fixed in position and the operator changes the orientation of the forearm. In figure 4.17 some frames are reported.


Figure 4.17: The robot is able to modify its orientation in order to properly perform the handover.

It is clear how the cobot can follow the orientation of the virtual hand and adapts the orientation of the TCP in order to properly perform the hand-over.

Following the pose of the hand and not only its position is an interesting feature. In fact, it could be useful to perform hand-over that are ergonomically suitable. In figure 4.18, the results of a test conducted with a sitting operator and a hand-over algorithm that considers only the position of the hand are shown.


Figure 4.18: Hand-over movements obtained with a hand-over algorithm that considers only the hand position.

In figure 4.18a, the robot reaches the OTP. The operator has to move the arm to align the plate to the gripper (cf. figure 4.18b). In figure 4.18c, the plate is in the correct pose and the hand-over can be performed. Figure 4.18 b and 4.18 c show clearly that operator has to move the arm in order to properly give the object to the cobot after it reached the OTP. Repeating these adaptation movements several times could be annoying and tiring for the human operator.

The adaption movements are not necessary if the hand-over algorithm considers also the orientation of the hand (cf. figure 4.19). Figure 4.19b and 4.19c show that the robot adapts its TCP pose to the one of the hand of the worker to properly perform the hand-over. The operator can choose the hand pose that he/she considers most ergonomically suitable and the robot is able to adapt its motions to perform the hand-over with the right pose.


Figure 4.19: Hand-over movements obtained with the proposed hand-over algorithm considering the pose of the hand.

Test 4 - Response time: To show the time performances of the algorithm, the cases considered in Test 2 are analysed. In Chapter 2, it was reported that the mean response time in human-human hand-over is about 1.2 s . This is an important parameter that can be used to define if a hand-over operation is fast or not. In this section, the reaction times of the movements previously seen will be calculated. It is important to highlight that the robot starts to move after the virtual hand enters in the workspace of the robot. The reason is to avoid the singular configurations that are at the limits of the workspace. These configurations can be reached if the target that the robot tries to follow is outside the workspace. Therefore, the response time is calculated from the time instant in which the virtual hand enters in the workspace to the time the robot reaches the hand pose.

In figure 4.20, the numerical data related to the hand-over A of Test 2 are reported. In figure 4.20a the norm of the TCP linear velocity is reported. Figure 4.20 b and 4.20 c show the velocities of the joints of the arm and the ones of the
wrist joints. Figure 4.20d shows the distances between the virtual hand and the shoulder centre of the robot. This distance permits to understand if the virtual hand is inside the workspace or not. It is inside if the distance is below the red dashed line, that is the radius of the spherical workspace of the robot. It is possible to see that the robot starts to move when the target is inside the workspace. The joint velocities are zero when the OTP was reached by the TCP of the robot. In this case, the response time is about 1.8 s .


Figure 4.20: Experimental data of Hand-over A visible in the first row of figure 4.16.
The results obtained for the hand-over B are shown in figure 4.21. Figure 4.21a shows the norm of the TCP linear velocity. The joints velocities are reported in figure 4.21 b and 4.21 c . The distance between the virtual hand and the shoulder centre is shown in figure 4.21d. The response time is about 2.3 s .


Figure 4.21: Experimental data of Hand-over B visible in the second row of figure 4.16

The data related to the hand-over C of figure 4.16 are reported in figure 4.22 . When the distance between the hand and the shoulder centre is less than the radius of the robotic workspace (cf. figure 4.22d), the TCP linear velocity norm and the joints velocities became larger than zero and the robot starts to move (cf. figure $4.22 \mathrm{a}, 4.22 \mathrm{~b}$ and 4.22 c ). The response time is about 2 s .


Figure 4.22: Experimental data of Hand-over C visible in the third row of figure 4.16.
The mean response time is about $2 s$. This time is larger than the mean human-human response time, but the difference is less than $1 s$ (it is about $0.8 s$ ). These results demonstrate that the human-robot hand-over operations performed with the proposed algorithm are not as fast as the human-human hand-over actions, but they are fast enough to obtain a fluent hand-over.

The results reported in this paragraph show clearly that the hand-over algorithm proposed in this work has all the desired features.

### 4.3 Conclusions

In this chapter, the experimental phase of the work is described. A collaborative robotics workspace has been set up to test the control algorithms proposed in Chapter 2. In the collaborative robotics workspace, a human operator can safely share the workspace with a cobot thanks to the collision avoidance algorithms or perform hand-over tasks. The collaborative robot presented in the experimental set-up is a UR3 from Universal Robots, equipped with a Robotiq Gripper 2F-85 in order to exchange objects with the worker. The movements of the operator are acquired by two Microsoft Kinect v2 sensors. Using two vision sensors permits to avoid the problems related to the occlusions of a sensor that could make impossible to acquire the motions of the human worker. An algorithm permits to combine the data of the two Kinects obtaining an optimized skeleton. The output of the duplex Kinect algorithm is one of the inputs of the control algorithms. The other inputs are the robot feedback data sent from the UR
controller and the data associated to the task that the robot must perform. All the algorithms are written in Matlab 2019b.

Three Windows based PCs are used in the experimental set-up: two to handle the data from each Kinect and the third to control the UR3 sending commands to the controller of the cobot. A Wireless Router handles the TCP/IP communications between the PCs and the controller of the UR3.

Tests have been conducted to verify the effectiveness of the control algorithms and evaluate their performances in a real experimental scenario. The collision avoidance algorithms have been tested with fixed and moving obstacles. The results showed that the algorithms work properly and the trajectory conditioning technique permits to define preferred collision avoidance trajectories with the human operator fixed or moving in the robotic workspace. In fact, associating attractive cylindrical surfaces to the hands of the worker, the robot avoids the collision moving in front of the hand without large vertical displacement.

For what concern the hand-over algorithm, the tests showed that the algorithm proposed in this work has all the desired features and permits to perform fast, bidirectional, reactive, dynamic-hand-pose-tracking hand-over tasks.

In the next chapter, the conclusions and possible future developments of the work are discussed.

## Chapter 5

## Conclusions

In this thesis, two novel algorithms designed for controlling collaborative robots have been presented. These algorithms are tools that permit to human operators to safely share the workspace with collaborative robots or exchange objects with a cobot. The movements of the human worker are inputs of these control algorithms and they are acquired by markerless vision sensors. This kind of sensors can be easily implemented in a real industrial scenario without the need to modify the workwear and the work equipment of the operators who have to work in collaborative robotics workspaces.

The first algorithm is an evolution of the collision avoidance algorithms based on the artificial potential fields technique. This is a well-known technique that permits to avoid collisions between robots and dynamic obstacles modifying online and in real time the planned trajectory of the robot. Fast evasive movements are obtained with this approach and can be used with fast obstacles, as the human operators. The drawback of the artificial potential fields is that the directions of the evasive motions are not known a priori, because they depend on local conditions. For this reason, the directions of the evasive movements cannot be predicted and some of these directions can be perceived as unsafe by the human operators. To overcome this problem, a novel trajectory conditioning technique is presented in this work. This technique permits to force the robot to move in well-defined directions while avoiding collisions with the human workers. To obtain these forcing actions, attractive elements with well-defined geometries and poses are associated to parts of the human body. Three attractive elements have been presented in Chapter 2. In this way the operator who works with the collaborative robot knows these directions and this can reduce his/her mental stress.

The second algorithm is a hand-over path planner algorithm with several features that permit to perform fast and fluent hand-over actions between robots and human workers. Several hand-over algorithms presented in literature consider only the case of robot-to-human hand-over. Few works consider the case of
human-to-robot and bidirectional hand-over. Furthermore, only few of them consider moving targets and the pose of the hand of the operator instead of the only position. The ones that face these problematics are unfortunately too slow, undermining the fluency of the hand-over, or use wearable tracking systems, that limit the applicability of the algorithms in a real industrial scenario. The handover algorithm presented in this work strongly improves former results, as it permits to obtain fast, reactive, bidirectional hand-over actions based on markerless vision systems.

The algorithms have been tested in a simulation environment and in an experimental set-up. The simulation environment has been presented and permits to a worker to interact with a simulated cobot. The movements of the human operator are acquired by Microsoft Kinect v2 sensor and his/her movements are reproduce by a kinematic model of the human body in a simulated collaborative robotics workspace. The logic that permits to the kinematic model of the body to reproduce the movements of the operator given the joints position vectors evaluated by Kinect v2 sensor has been explained. The simulated workspace presents a dummy of the operator and a graphical representation of a cobot and was designed using the software CoppeliaSim. The kinematic/dynamic model of two collaborative robots have been developed. The cobots are a KUKA LBR iiwa 14 R820 and a Universal Robots UR3. The models of the cobots and of the human body have been developed in MathWorks environment. The scene in CoppeliaSim reproduces the movements of the human body and of the cobot calculated in MathWorks environment. Information related to the calculated movements of the dummy and of the cobot are sent to CoppeliaSim scene by Remote API functions. The "Minimum distance calculation" tool by CoppeliaSim permits to calculate the distances between the links of the robot and the parts of the human body and these data are inputs of the control algorithms.

The experimental set-up has been built up to test the control algorithms and develop collaborative robotics applications. The movements of the human operator are acquired by two Kinect v2 sensors. This solution permits to reduce the problems related to the occlusions of one sensor and have reliable information from the vision system. The collaborative robot is a UR3 and the developed control architecture can control the cobot with a frequency of 62.5 Hz . Three PCs are used to handle the two Kinect sensors and the cobot. One of these PCs controls the robot sending URScript commands as strings to the URController. The PCs and the URController communicate with each other via TCP/IP Ethernet network.

The results of tests conducted in the simulation environment and in the experimental set-up show the effectiveness and the performances of the control algorithms. The collision avoidance algorithm with trajectory conditioning technique forces the robot to move in certain directions while avoiding collisions. The conditioning action was demonstrated with static and dynamic obstacles. In all the tests, the cobot moved along the desired directions. The features of the hand-over algorithm have been clearly shown in the tests and the differences
between this hand-over algorithm and ones that consider only the position of the hand have been highlighted.

Some developments can be implemented in the control algorithms and in the experimental set-up. For what concern the control algorithms, it is under development an algorithm that can predict the position of the human hand and of the other parts of the human body and it could be useful integrating this algorithm in the robotics system. In this way, the fluency of the hand-over algorithm can be improved reducing the waiting times of the human operator. It could be useful also in the collision avoidance algorithm, because it can permit to anticipate the evasive movements and maintain a larger safety distance between the cobot and the human operator. Furthermore, the collision avoidance algorithm presented in this work used the skeleton representation of the human body given by Kinect as input of the distance calculation algorithm. The skeleton is obtained by Kinect software from the point cloud representation of the framed environment. It could be considered the option of developing a collision avoidance algorithm that uses directly the point cloud representation of the collaborative workspace, in order to make possible the use of other kinds of sensors such as Lidar. For what concern the experimental set-up, it is important to substitute the Kinect v2 sensors with other markerless vision systems. In fact, Microsoft has stopped the production of Kinect v 1 and v 2 , and it recently launched a new markerless vision sensor called Azure Kinect [103]. This sensor could be an optimal substitute of the Kinect v2 sensors used in the experimental set-up. Other actions that could improve the performances of the control architecture can be reducing the number of PCs used in the experimental set-up and writing all the algorithms in a compiled programming language. In fact, the algorithms are now written in Matlab, that is an interpreted language. Writing the algorithms with fast compiled languages permits to reach higher control frequency of the system.

Finally, a most relevant future work should be the development of a collaborative robotics application that uses the control algorithms here presented and could be implemented in real production lines.
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