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Abstract—Approximate computer arithmetic has been extensively studied due to its advantages to further reduce power consumption and increase performance at reduced accuracy. Although a number of approximate adders and multipliers have been studied, only a few approximate dividers have been proposed. A logarithmic divider (LD) has low complexity and accuracy, while an exact array divider (EXD) has a high complexity. Therefore, in this paper, an approximate hybrid divider (AXHD) is proposed. It takes advantage of both LD and EXD to achieve a tradeoff between hardware performance and accuracy. Exact restoring divider cells are used to generate the most significant bits (MSBs) of the quotient for attaining a high accuracy while the other quotient digits are generated by using a LD as an approximate scheme to improve figures of merit such as power consumption, area and delay. To further save hardware resources, a so-called eliminated approximate hybrid divider (E-AXHD) based on AXHD is also proposed. In this improved design, a reduced width divider is used to replace the EXD in AXHD. Specifically, for a 16-by-8 design, n/(n + 1) array division is used to replace the n/8 array division (n < 8). The proposed AXHD and E-AXHD are evaluated and analyzed using error and hardware metrics. The proposed designs are compared with EXD, LD and previous approximate dividers. The results show that the proposed designs outperform previous approximate dividers by considering both energy and error. The proposed hybrid dividers are of particular interest for error tolerant applications such as image processing and machine learning.

Index Terms—Approximate computing, logarithmic divider, restoring array divider, low Power.

1 INTRODUCTION

It is difficult to further reduce power dissipation and improve performance of integrated circuits (ICs) under the requirement of 100% accuracy. New computing paradigms have been investigated to deal with these challenges in IC design. The technical literature shows that over the years many efforts have been targeting the design of fast computing systems while generating an output with the highest possible precision. However, this also results in a high power consumption and a large hardware complexity. In many error tolerant or error resilient applications (such as digital signal processing, machine learning and computer vision), human perception can mitigate the effects of some computational errors. Therefore, approximate (or inexact) computing has been proposed as an innovative technique for the design of low power and high performance systems [1]- [5].

Approximate computer arithmetic has been studied due to its advantages to further reduce power consumption and increase performance at the cost of an acceptable accuracy. As fundamental operations of an arithmetic processor, addition and multiplication are very important for achieving high performance. Therefore, they have been extensively studied for approximate computing. Error metrics including the error rate (ER), error distance (ED), mean error distance (MED), mean relative error distance (MRED) [6] have been proposed for evaluating the designs of approximate arithmetic circuits. Approximate adders have been extensively studied in the technical literature; among the many proposed schemes, designs include both speculative [7]-[8] and non-speculative transistor-level full adders [9]-[10]. The operation of multiplication is more complex than addition. Approximate design techniques can be applied to different parts of a conventional multiplier, such as operands [13]-[14], partial product (PP) generation [15], PP tree [16]-[17] and compressors [18].

Compared to approximate adders and multipliers, approximate dividers have received less attention in the technical literature. However, an approximate divider has been proposed back to early 1960s [13]. The logarithmic divider (LD) proposed by Mitchell is an approximate divider because it introduces errors during the conversion from binary to logarithmic operands. Therefore, the division operation is transformed into a subtraction. As a result, the design complexity can be significantly reduced with improved performance at the expense of accuracy. However, LD introduces large errors which makes it less attractive for many applications that require high accuracy. Recently, several approximate dividers have been proposed by either
simplifying exact designs [19]-[20] or using approximate operands [22]-[24].

The design of an approximate unsigned non-restoring divider (AXDnr) has been proposed in [19]. Different AXD-nrs have been proposed by replacing the logic primitives with approximate subtractors. Three types of approximate subtractor cells (AXSCs) are then designed at transistor level. Exact subtractor cells, which are critical in the operation of the array divider, are truncated or replaced by AXSCs using various schemes. Both restoring and non-restoring array dividers have been analyzed for approximate computing. The main difference between the restoring and the non-restoring divisions is that the non-restoring type does not correct the partial remainder if a subtraction has a negative result. In hardware, the non-restoring divider has a remainder correction circuit to ensure that the sign of the remainder is consistent with the dividend. It has been shown that an approximate unsigned restoring divider (AXDr) has better performances than AXDnr with respect to power consumption, while also introducing a small degradation in accuracy [20]. The same replacement and truncation schemes of [19] have been applied to a restoring divider. A high-radix division scheme without look-up tables has been proposed in [21]. The replacement and truncation schemes from [19] have also been used to this high-radix array divider. Generally, approximate array dividers have high accuracy but also high complexity and lower performances due to its array structure. Furthermore, the delay is not significantly improved because only the less significant part is approximated.

A dynamic approximate divider (DAXD) has been proposed in [22]. Only those selected bits that start from the most significant “1” are used as the operands. For different lengths of input operands, leading one detectors and a barrel shifter are utilized to improve the accuracy. The lengths of the bits processed by the accurate divider are adjustable to reduce inaccuracy and power dissipation. Therefore, the divider size is reduced for low power and high performance. However, its accuracy is rather low due to the truncation of the operands; moreover, overflow may occur.

A round-based high speed yet energy-efficient approximate divider (SEERAD) has been proposed in [23]. This divider is based on the rounding of the divisor, so that the division operation can be performed by using only Shift and Add operations. This simplification highly reduces the delay at a very small loss in precision. However, as SEERAD uses the look-up tables, it requires large area and power consumption.

A fast and energy efficient truncation-based approximate divider (TruncApp) has been proposed in [24]. The division operation is performed by multiplying the truncated dividend by the approximate inverse of the divisor. TruncApp generally improves power consumption over SEERAD. As discussed previously, by transforming the operands into the logarithmic domain, approximate division can significantly save power and area. However, its accuracy is rather low. Conventional array dividers are more accurate, but they also dissipate more power. Therefore, it is possible to take advantage of both schemes to design approximate hybrid divider (AXHD). This is accomplished by combining the exact restoring array divider and the LD as proposed in this paper. Exact restoring divider cells are used to correct the errors generated by a conventional logarithmic divider. The proposed approximate hybrid divider is evaluated comprehensively with error and hardware metrics. They are compared with existing designs. The results show that the proposed design outperforms previous designs at an appropriate replacement depth. Applications to image processing and the softmax function in neural networks are also provided to show the validity of the proposed designs.

This paper is an extension of our previous work that was published in [25]. The following new and important technical contributions have been added to this journal version:

- The proposed AXHDs are mathematically generalized and analyzed in Section 3.
- A new type of truncated approximate hybrid dividers (E-AXHDs) is proposed to further reduce the hardware complexity under the same error level as the AXHDs, in which a reduced width array divider is used.
- The proposed AXHDs are further compared with the latest approximate dividers including AXDrs [20], approximate operands based SEERADs [23] and TruncApps [24]. The results show the proposed designs with replacement depth of 12 outperforms all these previously proposed designs by considering both energy and error.
- The proposed approximate dividers are applied to compute the softmax function which is widely used in the deep neural networks, to show the validity of the proposed designs.

The paper is organized as follows. Conventional restoring array divider and the logarithmic divider are reviewed in Section 2. Section 3 presents the proposed designs of AXHD and E-AXHD in details, inclusive of analysis, architectures and examples. Error analysis and hardware evaluation of the proposed designs and comparison with AXDrs, LD and previous approximate dividers are provided in Section 4. The applications of the proposed design to image processing and the softmax function is presented in Section 5. Related works on approximate dividers and the differences between the proposed designs are illustrated in Section 6. The conclusions are provided in Section 7.

2 REVIEW AND PRELIMINARIES

This section presents a brief review of conventional restoring array divider, and the LD, as basis for this work.

2.1 Exact Restoring Array Divider (EXDr)

Division is more complex than multiplication, which requires quotient digit selection and the detection of overflow. Considering an integer divider, assuming that \( X \) is a dividend and \( Y \) is a divisor (non-zero). The results of the division are \( Q \) and \( R \). The expression of the divider can be written as:

\[
X = YQ + R
\]
where, the dividend $X$ and the remainder $R$ have the same sign and $|R| < |Y|$. The restoring divider [11] is a widely used type of array divider. The trial subtraction is performed in each row. The corresponding quotient digit is 1 (0) if the trial difference is positive (negative). If the quotient digit is 1, the trial difference is moved as partial remainder to the next row; otherwise, the partial remainder is immediately dropped. The term “restoring” indicates that the remainder is restored to the correct value if the trial subtraction was incorrect for the intermediate quotient digit. The restoring divider cell consists of an exact subtractor cell (EXSC) and two transistors as shown in Fig. 1; the expressions of EXDCr are given in Eqs. (2) and (3).

$$R = Q(X \oplus Y \oplus \text{Bin}) + \overline{Q}X$$  \hspace{1cm} (2)

$$\text{Bout} = X \oplus Y\text{Bin} + XY$$  \hspace{1cm} (3)

An 8-by-4 exact restoring divider is shown in Fig. 2 [20]. Generally, a $n$-by-$n/2$ ($n$-bit dividend and $n/2$-bit divisor) restoring array divider consists of $n^2/2$ subtractors and its critical path delay is $O(n^2)$. Therefore, the array divider is rather complex and slow. The red lines in Fig. 2 show the critical paths.

$$Q_3 = X_7 + \text{Bout}_3$$  \hspace{1cm} (4)

$$Q_n = R_{n+1} + \text{Bout}_n, 0 \leq n \leq 2$$  \hspace{1cm} (5)

The quotient and the remainder obtained from the 8-by-4 exact restoring divider are 13 and 1, respectively.

![Fig. 1: An exact restoring divider cell (EXDCr) [20].](image1)

![Fig. 2: A conventional unsigned 8-by-4 restoring array divider [20].](image2)

Fig. 3 shows the operation of an 8-by-4 exact restoring array divider. For example, consider $X = 157$ and $Y = 12$ as dividend and divisor, respectively. The expression of the quotient is as follows:

$$Q_3 = X_7 + \text{Bout}_3$$  \hspace{1cm} (4)

$$Q_n = R_{n+1} + \text{Bout}_n, 0 \leq n \leq 2$$  \hspace{1cm} (5)

The quotient and the remainder obtained from the 8-by-4 exact restoring divider are 13 and 1, respectively.

![Fig. 3: Example of 8-by-4 exact restoring divider with X=157 and Y=12.](image3)

### 2.2 Logarithmic Divider (LD)

The operands of a LD are given by the dividend $X$ and the divisor $Y$. $X$ and $Y$ are both positive integers, different from zero, because the cases when either $X$ or $Y$, or both are zero are usually handled separately. $k$ is the exponent, and $m$ is the fractional part of the mantissa. They are expressed as follows:

$$X = 2^{k_1} (1 + m_1)$$  \hspace{1cm} (6)

$$Y = 2^{k_2} (1 + m_2)$$  \hspace{1cm} (7)

where, $k_1$ and $k_2$ are the so-called characteristics of $X$ and $Y$, respectively and represent the position of the leading one bits. $m_1$ and $m_2$ are in the range of $[0,1)$. The logarithm of a quotient, i.e. $Q$, is equal to the difference of the logarithms of the dividend and divisor.

$$Q = \frac{X}{Y} = 2^{k_1 - k_2} \frac{1 + m_1}{1 + m_2}$$  \hspace{1cm} (8)

$$\log_2 Q = k_1 - k_2 + \log_2(1 + m_1) - \log_2(1 + m_2)$$  \hspace{1cm} (9)

As shown in [13], $\log_2(1 + m) \approx m$ when $0 \leq m < 1$, the approximate quotient can be expressed as follows:

$$\log_2 Q \approx k_1 - k_2 + m_1 - m_2$$  \hspace{1cm} (10)

Therefore, Eq. (10) can be calculated by subtractions. There are four steps in the conventional LD proposed by Mitchell [13]: leading one detection, binary-to-logarithm conversion, mantissa subtraction and logarithm-to-binary conversion. The leftmost one bit is detected by the leading one detector (LOD). The binary-to-logarithm converter (BLC) converts the input operands into logarithms. Only the most significant bit is converted to logarithm, the logarithm of the mantissa is aromatically truncated by default. The division is performed by a mantissa subtraction with the Subtractor in the logarithmic domain (Fig. 4), while the EXSC cells in Section 2.1 are employed to implement the subtractor. The logarithm-to-binary converter (LBC) converts the subtraction result back to a binary number as the final quotient. The LD is shown in Fig. 4 [13]. As the LD is inherently approximate, the remainder is not provided. Furthermore, conventional restoring array dividers overflow when $X$ is large and $Y$ is small, while the LD does not overflow.

### 3 Proposed Approximate Hybrid Dividers

In this section, the proposed approximate hybrid dividers (AXHD and E-AXHD) are presented in details.
3.1 Derivation of the Proposed AXHD

A LD consumes significantly less power and requires less area than conventional array dividers [13], in which the rows for the subtraction operations require more hardware and area compared with the simple subtraction of a LD. However, when the operand width of the LD is large, the accuracy decreases due to the approximation in the logarithmic conversion. The conventional array dividers include restoring and non-restoring designs. As shown in [19]-[20], the hardware performance of the restoring array divider is better compared with the non-restoring array divider. Therefore, a new AXHD combining the exact restoring array divider and the LD is proposed in this section. Its design principle is to use the exact division for the most significant bits and an approximate logarithmic division for the remaining bits. The trade-off is therefore between accuracy and hardware performance (power, delay and area).

Let \( n \) be the total bit-width of the dividend (i.e. \( X \)) and \( h \) be the least significant bits that will be sent to the LD (so defined as the replacement depth). For unsigned integer division, the dividend is firstly segmented into two parts: \( X_1 \) which is the \((n - h)\) most significant bits and \( X_2 \) which is the \( h \) least significant bits; the divisor is \( Y \) (\( n/2 \) bits). \( X_1 \) and \( Y \) are processed by the exact restoring array divider to generate the exact partial quotient \( Q_1 \) and the \( n/2 \) bit partial remainder \( R_1 \). Then, \( R_1 \) and \( X_2 \) are concatenated as the dividend for the LD to generate the approximate quotient \( Q_2 \), where \( Y \) is still the divisor. Therefore, the \((n - h)\) most significant bits of the quotient (i.e., \( Q_1 \)) are generated by the restoring array divider and the \( h \) least significant bits of the quotient (i.e., \( Q_2 \)) are generated by the LD. The final \( Q \) is the concatenation of \( Q_1 \) and \( Q_2 \).

The expression of the proposed AXHD can be derived as follows. \( X \) is on \( n \) bits and \( Y \) is on \( n/2 \) bits. \( X \) is split into two parts: \( X_1 \) and \( X_2 \) are on \((n - h)\) and \( h \) bits, respectively. By dividing \( X \) by \( Y \) we get \( Q \) on \( n \) bits.

The expression of the exact quotient from the restoring array divider (i.e. \( Q_1 \)) is given by:

\[
Q_1 = \frac{X_1 - R_1}{Y} \times 2^h
\]  

(11)

By dividing \( X_1 \) by \( Y \), we get \( Q_1 \) on \((n - h)\) bits. The partial remainder \( R_1 \) is in a range of \([0, Y)\), by definition of division. Therefore, \( R_1 \) is on \( n/2 \) bits. The expression of \( X \) is given by:

\[
X = Q_1 \times Y \times 2^h + R_1 \times 2^h + X_2
\]  

(12)

This implies that the expression of \( Q \) is given by:

\[
Q = \frac{X}{Y} = Q_1 \times 2^h + \frac{R_1 \times 2^h + X_2}{Y}
\]  

(13)

\( Q_1 \) has on the most significant \((n - h)\) bits that are not zero, and hence \( Q_1 \times 2^h \) is on \( n \) bits and occupies the most significant part with non-zero bits and the least significant part \((h \) bits) equals to zero.

When \( h < n/2 \), \( R_1 \) has \( n/2 \) bits and therefore \( T = R_1 \times 2^h + X_2 \) is on \((n/2 + h)\) bits, where the \( n/2 \) most significant bits are covered by \( R_1 \) and the least \( h \) significant bits by \( X_2 \), i.e. by concatenation. When \( h > n/2 \), the upper \( h - n/2 \) bits of \( R_1 \) must be 0 and the lower \( n - h \) bits of \( R_1 \) are selected. Therefore \( T = R_1 \times 2^h + X_2 \) is on \( n \) bits, where the \( n - h \) most significant bits are covered by \( R_1 \) and the least \( h \) significant bits by \( X_2 \), i.e. by concatenation. As per (6) and (7), the following expressions are then obtained.

\[
T = 2^{k_1}(1 + m_1)
\]  

(14)

\[
Y = 2^{k_2}(1 + m_2)
\]  

(15)

where, \( k_1 \) and \( k_2 \) represent the position of the leading most significant bits. \( m_1 \) and \( m_2 \) are the mantissa parts and in the range of \([0,1)\). According to the approximation method in Eqs. (9)-(10), the expression of the approximate quotient (i.e. \( Q_2 \)) is given by:

\[
Q_2 = \frac{T}{Y} \approx 2^{k_1 - k_2} + (m_1 - m_2) \times 2^{k_1 - k_2}
\]  

(16)

When \( h < n/2 \), This implies that \( T/Y \) is a \((n/2 + h)\) by \( n/2 \) division. So, \( Q_2 \) is \( n/2 + h \) bits. The lower \( h \) bits of \( Q_2 \) are selected, because the higher \( n/2 \) bits must be 0. When \( h > n/2 \), This implies that \( T/Y \) is a \( n \) by \( n/2 \) division. So, \( Q_2 \) is \( n \) bits. The lower \( h \) bits of \( Q_2 \) are selected, because the higher \( n - h \) bits must be 0.

Therefore, the final \( Q \) is obtained as \( Q = Q_1 \times 2^h + Q_2 \) by a simple concatenation. Although the value of \( m_1 - m_2 \) is different, the value of \( 1 + m_1 - m_2 \) is always larger than 0.

\[
Q = \frac{X_1 - R_1}{Y} \times 2^h + 2^{k_1 - k_2} \times (1 + m_1 - m_2)
\]  

(17)

The errors in the final quotient are from the LD because the array divider is exact. Therefore, the accuracy of the proposed AXHD decreases by increasing \( h \); at the same time, performance is improved by the use of a simpler LD. The accuracy can be controlled by the replacement depth and the appropriate value of \( h \) should be selected according to the accuracy requirement of a specific application.

Table 1 lists all symbols, the definitions and bit-widths used in AXHD.
3.2 Hardware Architectures of the AXHD

The proposed AXHD is shown in Fig. 5. As mentioned previously, conventional restoring array divider may overflow when $X$ is large and $Y$ is small, while the logarithmic divider does not. Therefore, extra rows are added to the array to avoid overflowing by computing more trial subtractions. For a 16-by-8 exact restoring divider, 8 extra rows are added, in which both the quotient and the remainder are 16-bit wide.

In the proposed AXHD, the partial remainder generated by the restoring divider cells is concatenated with $X_2$ and computed by the LD for the remaining quotient digits. Therefore, $(n-h)$ rows of divider cells make up an exact divider whose input dividend is $(n-h)$-bit wide. In particular, $h=n$ corresponds to a full LD and $h=0$ corresponds to an exact array divider. If $h$ is sufficiently large, then a very simple hardware can be expected for implementing the exact division part.

![Fig. 5: 16-by-8 AXHD based on restoring array and logarithmic dividers.](image)

Fig. 5 depicts the detailed block diagram of the proposed AXHD which combines the restoring array and logarithmic divider for $h=14$. The first two rows of the exact restoring divider cells correspond to $(16-h)=2$ and compute $X[15]$ and $X[14]$ with $Y[7:0]$. The partial remainder $R[15:14]$ is concatenated with $X[13:0]$ to form the dividend for the LD computing the division with $Y[7:0]$ as the divisor.

The length of the quotient digits required by the array divider cells can be adjusted by $h$. A small $h$ results in more accurate results at the cost of both higher power consumption and hardware complexity. As mentioned previously, a logarithmic divider is used for the least quotient bits; thus, the remainder is not available. However, the computation of the remainder is naturally not required in terms of an approximate division.

3.3 The Proposed Eliminated AXHD (E-AXHD)

In this section, an improved eliminated approximate hybrid divider (E-AXHD) is proposed. For a conventional 16-by-8 array divider, each row is fixed with eight subtractor cells. However, for the proposed AXHD design, the number of subtractor cells per row can be reduced. The reason is that when the dividend is smaller than the divisor, the lower significant bits of the divisor have no effect on the result. After selecting the replacement depth $h$, the $(n-h)$ most significant bits of the dividend are processed by the array divider. Since the bit-width of the divisor is 8 bits, when $h > 8$, $(n-h)$-by-8 array divider can be replaced by a $(n-h)$-by-$(n-h+1)$ array divider with no loss of precision. For example, consider $X_1 = 1101$ and $Y = 10010010$ as the dividend and divisor, respectively; so and the quotient result is 0. However, using $X_1 = 1101$ divided by $Y = 10010$ as alternative, the result of the quotient is still 0. Note that this improvement can be only applied when $h > 8$.

Table 2 lists the number of subtractor cells reduced by E-AXHD compared with AXHD at the same replacement depth.

![Table 2: Reduced Number of Subtractor Cells in E-AXHDs.](image)

**Table 1: Symbols, the Definitions and Bit-Widths Used in AXHD.**

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
<th>Bit-width</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>Total Dividend</td>
<td>$n$</td>
</tr>
<tr>
<td>$Y$</td>
<td>Divisor</td>
<td>$n/2$</td>
</tr>
<tr>
<td>$X_1$</td>
<td>Dividend of EXD</td>
<td>$n-h$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>Partial Dividend of LD</td>
<td>$h$</td>
</tr>
<tr>
<td>$R_1$</td>
<td>Remainder of EXD</td>
<td>$n/2$</td>
</tr>
<tr>
<td>$T$</td>
<td>Dividend of LD</td>
<td>$n/2 + h$</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>Quotient from EXD</td>
<td>$n-h$</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>Quotient from LD</td>
<td>$h$</td>
</tr>
<tr>
<td>$Q$</td>
<td>Total Quotient</td>
<td>$n$</td>
</tr>
</tbody>
</table>

Fig. 6 is the diagram of the proposed E-AXHD. The $(n-h)$ most significant bits of the dividend are selected. For selecting the divisor, the position of the leftmost one is obtained by the leading one detector (LOD); then the following $n-h+1$ bits are selected. For example, when $h = 12$, the 4-by-8 array divider is replaced by a 4-by-5 array divider in E-AXHD. Suppose that $Y = 10010010$ is the divisor; so as $k > 5$, 5 bits are selected from left to right as the divisor. Suppose $Y = 0000110$ is the divisor, then as $k < 5$, 5 bits are selected from the right to the left as the divisor. All other processing steps are the same as AXHD. Without affecting the accuracy, E-AXHD can further reduce...
the hardware by eliminating the redundant subtractor cells compared with AXHD.

Step 4: The final approximate quotient $Q=0001000000101$ is generated by concatenating $Q_1$ and $Q_2$.

The final result shows that the difference between the exact quotient (i.e., $Q=516$) and the approximate quotient (i.e., $Q=517$) is 1. In this work, the designs of both 16-by-8 and 8-by-4 AXHDs will be further studied. The error and hardware evaluation are presented in the next section.

3.4 Division Examples Using AXHDs

A detailed example that is compatible with Fig. 6 is shown in Fig. 9. In this example, the dividend is given by 43382 and the divisor is 84. The steps to calculate the approximate quotient using AXHD are given as follows:

Step 1: Segment $X =10101001011101101$ into $X_1=10$ and $X_2=101001011101101$.

Step 2: The restoring array divider receives $X_1$ as dividend and $Y=10101001$ as divisor and generates the partial quotient $Q_1=00$ and the partial remainder $R=10$.

Step 3: The partial remainder $R$ from the exact array divider is concatenated with $X_2=101001011101101$ to form the dividend $R|X_2=10101001011101101$ of the LD. $Q_2=00001000000101$ is generated by the LD with divisor $Y$.

4 Error and Hardware Evaluation

For approximate arithmetic circuits, several metrics have been used to measure the error of the approximate designs. The Normalized Mean Error Distance (NMED), the Mean Relative Error Distance (MRED) and the maximum absolute error (MAE) [6] are widely used to evaluate the error characteristics. The NMED is defined as the mean error distance normalized by the maximum output of the accurate design. The MRED is defined as the mean value of the relative error distance that is the error distance over the absolute accurate output. The MAE is defined as the maximum absolute value. Therefore, these metrics are used for the error evaluation of the proposed designs. The error results are generated using exhaustive simulation (216 for 16-bits and 28 for 8-bits).

For the hardware evaluation, the delay, area, power and energy are provided. The proposed designs are described at gate-level in Verilog HDL and verified by Synopsys VCS. All designs are then synthesized by the Synopsys Design Compiler using the NanGate 45 nm Open Cell Library [28]. In the simulation of each design, a supply voltage of 1.25 V and room temperature are assumed. The constraints for max area and delay are set to zero $\mu m^2$ and 1 ns, respectively. The average power consumption is found using the Synopsys Power Compiler with a back annotated switching activity file generated from the random input vectors. After synthesis, the tool generates a gate-level netlist in Verilog. The netlist is used to perform a static timing analysis (STA) to find the timing information. The actual test stimuli is given to the simulator along with the testbench (.v). After simulation, the simulator generates a value change dump (.vcd) file which records all actual transitions at the circuit nodes. All designs are synthesized and optimized using the default compiler options. The components, including EXDCr and LOD cells are synthesized using the same process.

Abbreviations for all approximate dividers in this paper are shown in Table 3.
4.1 Error Evaluation

16-by-8 and 8-by-4 are the most widely used designs. For example, in many image processing applications, the 8-bit divider is usually used; in machine learning applications, the 16-bit divider is the most common size for low power design. Therefore, in this section, we have provided the error and hardware results for both 16-by-8 and 8-by-4 designs. AXHD can only generate the quotient. The NMED, MRED and MAE of the integer quotient are provided in Table 7 for both 16-by-8 and 8-by-4 designs, respectively. The exact array divider is accurate divider, so it is not shown in the table. As \( h \) increases, more errors are introduced due to the increased bits allocated to the LD in the design. In both 16-bit and 8-bit designs, the error of AXHD increases logarithmically with a linear increase of \( h \). Both the NEMDs and MREDS grow with an increase of \( h \). However, when \( h > n/2 \), the error grows slower. Therefore, a better tradeoff between error and hardware performance can be achieved by using a large value of \( h \), as further studied in the following subsection.

One of the goals of an approximate design is to reduce the power consumption by tolerating computational errors. And energy is used to evaluate the performance of the designs, which is derived from the product of power consumption and delay. The power consumption, delay, area, energy of the E-AXHD and its improvement (%) over AXHD are reported in Table 7 at different values of replacement depth for 16-by-8 design. As shown in Table 7, E-AXHD has reduced power, delay, area and energy by up to 14.0%, 12.8%, 15.4%, and 22.2%, respectively, compared with AXHD.

4.2 Hardware Evaluation

Previous approximate array dividers [20] have no significant improvement in terms of delay and area. For a divider with an approximate configuration, the approximation takes place at the subtractor array; so the delay and area of the inexact dividers is almost the same as the exact counterpart. In the proposed designs, the delay and area have been improved significantly when the replacement depth \( h \) is large because the delay and area of the LD are small.

E-AXHD is an improved design of the 16-by-8 AXHD, and its NMED, MRED and MAE are the same as the 16-by-8 AXHD at the same replacement depth. However, compared with AXHD, performance has been further improved, as described in detail in the next subsection.

4.3 Comparison with Approximate Dividers

As per their performance, AXHDs are selected with replacement depths of 4, 8 and 12 for further comparison with other approximate dividers such as AXDr3 [20] with a TR scheme, SEERAD [23] and TruncApp [24]. As per the results in Section 4.2, the E-AXHD designs with replacement depths of 10, 12 and 14 are selected to further compare with other approximate dividers. SEERAD and TruncApp are recently proposed approximate dividers. SEERAD is designed based on rounding the divisor so that the division operation can be performed using only Shift and Add operations. SEERADs with all levels (from 1 to 4) are selected. In TruncApp, the division operation is performed by multiplying the truncated dividend by the approximate inverse of the divisor. TruncApp (3), TruncApp (4) and TruncApp_AM (5) are selected in this work, because they are the best choices among other truncation based approximate dividers as per the MRED and NMED values. In TruncApp_AM, the approximate multiplier is used. Moreover, AXDr3, SEERAD and TruncApp show better performance compared with other approximate dividers. The parameters of the proposed 16-by-8 designs as well as those of AXDr3, SEERAD and TruncApp dividers are reported in Table 8. As AXHDs and AXDr3_TRs have different replacement depths, \( h=4 \), 8 and 12 are chosen for comparison due to the good tradeoff between accuracy and hardware performance.

As shown in Fig. 10, the proposed designs are more accurate compared with SEERADs and TruncApps. However, in SEERAD and TruncApp, the delay is better compared with AXHDs and E-AXHDs. SEERAD (1) has the smallest delay and energy but also the largest NMED. TruncApp designs have low energy dissipation and relatively small NMED value. AXDr3 using the TR scheme generally has a small NMED but the energy dissipation is large due to the complex array circuitry. Different applications have different requirements for accuracy and energy consumption. Generally, the proposed AXHD and E-AXHD designs.
TABLE 6: Comprehensive Comparison of Approximate Dividers.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area (µm²)</th>
<th>Delay (ns)</th>
<th>Power (pW)</th>
<th>Energy (pJ)</th>
<th>MRED (%)</th>
<th>NMED ($10^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEERAD(1)</td>
<td>1187</td>
<td>1.21</td>
<td>572</td>
<td>0.69</td>
<td>13.58</td>
<td>764</td>
</tr>
<tr>
<td>SEERAD(2)</td>
<td>1732</td>
<td>1.5</td>
<td>981</td>
<td>1.47</td>
<td>8.52</td>
<td>411</td>
</tr>
<tr>
<td>SEERAD(3)</td>
<td>2006</td>
<td>1.85</td>
<td>1492</td>
<td>2.76</td>
<td>4.97</td>
<td>223</td>
</tr>
<tr>
<td>SEERAD(4)</td>
<td>3481</td>
<td>2.45</td>
<td>2993</td>
<td>7.33</td>
<td>2.71</td>
<td>109</td>
</tr>
<tr>
<td>TruncApp(3)</td>
<td>1401</td>
<td>1.35</td>
<td>520</td>
<td>0.7</td>
<td>9.8</td>
<td>523</td>
</tr>
<tr>
<td>TruncApp(4)</td>
<td>1628</td>
<td>1.6</td>
<td>683</td>
<td>1.09</td>
<td>4.22</td>
<td>188</td>
</tr>
<tr>
<td>TruncApp_AM(5)</td>
<td>1612</td>
<td>1.63</td>
<td>652</td>
<td>1.06</td>
<td>3.76</td>
<td>147</td>
</tr>
<tr>
<td>AXDr3_TR(4)</td>
<td>1161</td>
<td>8.84</td>
<td>1876</td>
<td>16.58</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>AXDr3_TR(8)</td>
<td>1224</td>
<td>8.75</td>
<td>1595</td>
<td>13.95</td>
<td>0.29</td>
<td>0.10</td>
</tr>
<tr>
<td>AXDr3_TR(12)</td>
<td>1126</td>
<td>8.57</td>
<td>1288</td>
<td>11.04</td>
<td>2.86</td>
<td>1.55</td>
</tr>
<tr>
<td>AXHD(4)</td>
<td>1523</td>
<td>7.83</td>
<td>2130</td>
<td>16.68</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td>AXHD(8)</td>
<td>1184</td>
<td>5.69</td>
<td>1279</td>
<td>7.28</td>
<td>1.15</td>
<td>0.34</td>
</tr>
<tr>
<td>AXHD(12)</td>
<td>775</td>
<td>3.24</td>
<td>712</td>
<td>2.31</td>
<td>2.0</td>
<td>1.41</td>
</tr>
<tr>
<td>E-AXHD(10)</td>
<td>670</td>
<td>4.08</td>
<td>831</td>
<td>3.4</td>
<td>1.83</td>
<td>0.89</td>
</tr>
<tr>
<td>E-AXHD(12)</td>
<td>668</td>
<td>2.98</td>
<td>613</td>
<td>1.8</td>
<td>2.0</td>
<td>1.41</td>
</tr>
<tr>
<td>E-AXHD(14)</td>
<td>540</td>
<td>2.02</td>
<td>534</td>
<td>1.08</td>
<td>2.03</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Table 7 provides the PSNR results of the proposed AXHDs and E-AXHDs with various replacement depths.

TABLE 7: PSNR Results of AXHDs and E-AXHDs with Different Replacement Depths for Change Detection.

<table>
<thead>
<tr>
<th>Depth (AXHD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>Inf</td>
<td>Inf</td>
<td>84.69</td>
<td>64.99</td>
<td>61.32</td>
<td>54.17</td>
<td>39.87</td>
<td>39.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Depth (E-AXHD)</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
</table>

As can be seen in Table 7, when $h$ is smaller than 8, the proposed AXHDs generate results with high PSNRs. When $h$ is larger than 8, the PSNR (39.71) does not further decrease, because the input dividend is fully computed by the logarithmic divider, however the power can be further reduced. The PSNR of the output image processed by E-AXHD(14) is higher than those generated by SEERAD(2) and TruncApp(4) in Fig. 11.

5.1 Pixel Division

16-by-8 AXHDs and E-AXHDs are used to compute the inputs of 8-bit grayscale images for pixel division. To perform a 16-by-8 division for this application using two 8-bit grayscale images, the pixel values of the first image are multiplied by 64 as dividends. The peak signal-to-noise ratio (PSNR) (based on the mean squared error) at different replacement depths is provided to show the difference between exact and approximate results. The power is measured with the specific benchmark data.

5.1.1 Change Detection

The output image from the change detection only shows the difference between two input images. If there is a change, the pixel of the intensity-change region in the image shows a significant difference between the two inputs images. Otherwise, the output image has pixels with a single value. Fig. 11 shows the 2 input images and 4 output images processed by EXDr, E-AXHD, SEERAD and TruncApp. E-AXHD(14), SEERAD(2) and TruncApp(4) have been selected for fair comparison, because they have similar energy consumption. Table 7 provide the PSNR results of the proposed AXHDs and E-AXHDs with various replacement depths.

As can be seen in Table 9, when $h$ is smaller than 8, the proposed AXHDs generate results with high PSNRs. When $h$ is larger than 8, the PSNR (39.71) does not further decrease, because the input dividend is fully computed by the logarithmic divider, however the power can be further reduced. The PSNR of the output image processed by E-AXHD(14) is higher than those generated by SEERAD(2) and TruncApp(4) in Fig. 11.

5.1.2 Background Removal

Background removal consists of removing background illumination from an image so that the foreground objects can be separated for a more clear visualization and/or further processing. Similar to change detection, there is no significant loss of accuracy when the replacement depth $h$ is
In the Softmax application, the division is performed by 16-by-32. Therefore, the bit width of the divisor is set to 32 bits in the proposed design, and the range of the approximate replacement depth \( h \) is still \([0,16]\). In this work, the MINST database for the handwriting digits is used [33]. Initially, the number of labels is set to 10. Then training data samples are used for training. Finally, testing data is applied to the approximate designs to find the probability of a correct classification.

The results are reported in Table 9. The probability obtained by using the exact division is 92.5%. The results show that the proposed AXHDs and E-AXHDs have a probability of more than 90% for \( h < 6 \) and around 86.5% when \( h > 10 \). The approximate designs can be selected according to the accuracy requirements of different neural networks.

In order to further validate the proposed approximate dividers, it is applied into the softmax function based multi-classification problem (the proposed approximate divider replaces the exact dividers). The case study is to classify the objects in the urban environments from processed remote sensing images. The data file is an attribute image derived from hyperspectral airborne and elevation images provided by the National Ecological Observatory Network (NEON) [34]. The image is processed to form a data set consisting of six layers to be labelled. There are five types of labels, which are asphalt, concrete, grass, trees and buildings. Based on the softmax function, the softmax regression algorithm is added. The labeled data training set is then used. For each label attribute, a random gradient descent function is used to calculate the weight. After the training, the activation function is used to determine whether the attribute belongs to the output Class, and then use iterative methods to minimize classification errors and try to adjust the internal parameters of the classifier until the error (also known as loss) converges to a minimum value. Finally, the test set is used to evaluate the trained classifier. The classification results using both exact dividers and the proposed approximate dividers are shown in Table 10. It can be seen, the classification accuracy from the approximate design can still reach above 90% when \( h < 12 \), which proves that the trained classifier using the proposed approximate divider is acceptable for similar data sets.

### 5.2 Softmax Layer

The softmax function is widely used in the final layer of the DNN to deal with multi-classification problems. Softmax function can produce a probability distribution for predicted output classes. Different from other functional layers in DNN, the softmax layer contains exponentiation and division operation. To further evaluate the effectiveness of the proposed approximate dividers, we have applied them to the softmax function. The softmax function can be expressed as follows [32]:

\[
P = \frac{e^{x^T W_j}}{\sum_{k=1}^{K} e^{x^T W_k}}
\]

where, \( P \) is the predicted probability for the \( j \)th class given a sample vector \( x \) and a weighting vector \( w \). \( K \) is the number of classes.

\[
e^{x^T W_k} = e^{x_1W_{1k} + x_2W_{2k} + \cdots + x_nW_{nk}}
\]

\[
e^{x^T W} = e^{x_1W_1 + x_2W_2 + \cdots + x_nW_n}
\]

In Table 10, the classification rates of the Softmax Regression Classifier are presented for three types of dividers: EXDr, AXHD, and E-AXHD.

### Table 10: Classification Results from the Softmax Regression Classifier.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Asphalt</th>
<th>Concrete</th>
<th>Grass</th>
<th>Tree</th>
<th>Building</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXDr</td>
<td>0.996</td>
<td>0.988</td>
<td>0.990</td>
<td>0.995</td>
<td>0.993</td>
</tr>
<tr>
<td>AXHD (h=4)</td>
<td>0.955</td>
<td>0.948</td>
<td>0.949</td>
<td>0.954</td>
<td>0.950</td>
</tr>
<tr>
<td>AXHD (h=8)</td>
<td>0.932</td>
<td>0.922</td>
<td>0.925</td>
<td>0.930</td>
<td>0.926</td>
</tr>
<tr>
<td>E-AXHD (h=12)</td>
<td>0.908</td>
<td>0.893</td>
<td>0.896</td>
<td>0.904</td>
<td>0.899</td>
</tr>
</tbody>
</table>

### 6 Related Works

In this section, the differences between the proposed designs and state-of-the-art approximate dividers are discussed and
presented.

Both the AXDr [20] and DAXD [22] are based on the array structure. AXDr replace the exact subtractor cells with approximate versions while DAXD reduce the bit-width of the array. However, both have large area and high delay due to the array structure. Compared with AXDr and DAXD, the proposed hybrid designs take advantage of logarithmic operation, which further reduces the hardware consumption and the delay.

SEERAD [23] and TruncApp [24] convert division into multiplication for simplification. Although this structure can greatly improve the speed performance, hardware is further increased due to the use of a multiplier and look-up tables. Furthermore, their errors are significantly larger than the array based designs. Compared with SEERAD and TruncApp, the proposed designs use exact array divider for most significant bits to achieve a higher accuracy. At the same time, the logarithmic operation can further reduce the hardware complexity.

7 Conclusion

This paper has presented a detailed design, analysis and evaluation of novel hybrid approximate dividers based on both restoring array and logarithmic schemes. The LD has been combined with a conventional array divider, because it has the advantage of low power consumption. Different design sizes (16-by-8 and 8-by-4) and the replacement depth have been considered to evaluate performance and the error characteristics of these inexact hybrid dividers. By replacing the last rows of exact cells by the logarithmic divider, a good tradeoff between accuracy and hardware performance (i.e. power, delay and energy) has been achieved. The proposed dividers have been analyzed using error and hardware metrics; the results have shown that the proposed AXHDS and E-AXHDS perform better than other approximate dividers, especially when the replacement depth h was large. The proposed hybrid dividers could be of interest for image processing applications.
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