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Abstract—In the next generation of Radio Access Networks
(RANs), Multi-access Edge Computing (MEC) is considered a
promising solution to reduce the latency and the traffic load of
backhaul links. It consists of the placement of servers, which
provide computing platforms and storage, directly at each Base
Station (BS) of these networks. In this paper, the caching feature
of this paradigm is considered in a portion of a RAN, powered
by a renewable energy generator system, energy batteries and
the power grid. The performance of the caching in the RAN
is analysed for different traffic characteristics, as well as for
different capacity of the caches and different spread of it. Finally,
we verify that the usage of a strategy that aims at reducing the
energy consumption does not impact the benefits provided by the
mobile edge caching.

Index Terms—Radio Access Network, Multi-access Edge
Caching, Multi-access Edge Computing, renewable energy, en-
ergy efficiency

I. INTRODUCTION

The mobile IP traffic will reach 77.5 exabyte (EB) per

month by 2022, enormous increase compared to 11.5 EB per

month in 2017 [1]. To meet this growth, the capacity of the

new generation of networks, the 5G networks, is expected to

increase by a factor 1000 more than 4G networks, and it will

support up to 9 billion of mobile devices, and an heterogeneous

range of applications, services and devices [2]. Beside this,

the network energy efficiency is supposed to improve: given

the same transmitted amount of traffic, 5G systems aim

at consuming a fraction of the energy consumption of 4G

mobile networks. To reach these goals, the latency should

be reduced, the communication reliability improved and the

bit rate increased [3]. Regarding the reduction of the latency,

one of the most exploited solutions in literature is the MEC

paradigm [4]. It consists of the implementation of computing

platforms and storage on servers, which are placed at the edge

of the network. In this way, the execution of applications, the

pre-processing of data and the caching of popular contents are

performed in proximity of end users. In RANs, these servers

are placed directly on BSs, in order to provide storage and

computation services, in addition to access services.

As claimed in [5] and [6], several benefits are achieved

when this approach is used, in addition to the reduction of

the latency. First, the backhaul traffic load is reduced, since

the content is stored locally and not taken from the content

provider. Second, the quality of the multimedia content can

be adapted to the user’s channel. For these reasons, many

works in literature focus on this topic. In [7], different use

cases highlight the impact given by the usage of the MEC

paradigm. In [5], the content placement problem is revisited

and an effective solution, which aims at maximising the hit

probability, is proposed. Authors in [4] and [8] treat the same

objective, in an heterogeneous access network. The optimal

size of the cache for a multi cell scenario is discussed in [9].

Meanwhile, the problem of the network energy efficiency

has become more and more urgent. This is because 80% of the

total mobile network is consumed by mobile access equipment.

As reported in [2], from this 80%, 90% is consumed by the

BSs of these networks. For this reason, the design of energy

efficient RANs has been receiving lot of attention for many

years. Many works address this issue through the activation of

the sleep mode [10]–[14]. With its usage, the typical behaviour

of the daily traffic demand is exploited: it usually presents

short peaks and long valleys, during which the capacity of

the RAN is under-utilised. Therefore, during these periods,

characterised by a low traffic demand, the unneeded capacity

is deactivated, allowing energy saving [10]. In addition to this,

a trend is to consider local Renewable Energy Sources (RES),

e.g., a wind turbine and/or a Photovoltaic (PV) panel system,

for the power supply of the RAN, to limit the amount of energy

which is produced by burning fossil fuels [15]. Recently, these

two approaches have been combined, so that the BSs of the

RAN, supplied by RES, are dynamically switched to sleep

mode, when the traffic demand is low, as in [11], or when the

amount of renewable energy that is generated by RES is not

enough to power the RAN [12]. In the literature, an overview

of the dynamic resource activation, according to the current

traffic demand is presented in [10], [13], [14]. The proper

sizing of the RES used for the RAN supply is discussed in

[16] by simulation and in [17], [18] by analytical modeling.

Typically, the MEC paradigm and the usage of the strategy

for the reduction of the energy consumption of a RAN are

considered separately. For this reason, the novelty of this

paper is to consider their simultaneous employment and to

provide an overview of their mutual effects. In particular,

in this work, the heterogeneous RAN in the city of Ghent,

Belgium, proposed in [15], is considered. It is supplied by

a PV panel system and energy batteries. Each BS of the

considered RAN is equipped with a caching server, where the

most popular contents are stored. The capacity of the network

is dynamically adapted to the traffic demand and in case the



renewable energy generation is not sufficient for the network

supply, an energy reducing strategy is applied. In the first part

of the work, the benefits provided by the caching on the BSs

are analysed. Then, the impact of the energy reducing strategy

on the caching is discussed.

The paper is organised as follows. In section II, the scenario

and the methodology of our work are presented. Results are

discussed in section IV and the conclusions are drawn in

section V.

II. METHODOLOGY

In this work, a similar scenario to the one considered in [15]

is used. A part of heterogeneous RAN, covering an area of

0.3 km2 of the city centre of Ghent, in Belgium, is considered

(orange rectangle in Fig. 1).

Fig. 1. Considered portion of RAN of the city centre of Ghent (Belgium),
composed by 8 macro cell BSs, each supported by 4 micro cell BSs.

Fig. 2. Different steps of the simulations.

The RAN that covers this area is composed of 8 macro cell

BSs, marked by the blue points in Fig. 1, each supported by 4

micro cell BSs, indicated with the brown points in the figure,

whose radio coverage overlaps with the macro cell. Thus,

micro cell BSs are deployed to provide additional capacity

during high traffic demand periods. Long Term Evolution-

Advanced (LTE-A) is the wireless technology considered with

a frequency of 2.6 GHz and a channel bandwidth of 5 MHz

with a single transmitting and receiving antenna, i.e., Single

Input Single Output (SISO) for both the micro and macro cell

BSs. The link budget assumed in this work is the same of

[19].

Each BS of the cluster is equipped with a caching server, to

push contents closer to the users. Similarly to [20], the hard-

ware technology of each cache is DRAM (Dynamic Random

Access Memory). As in [21] and [22], these servers update

their contents according to Least Frequently Used (LFU) cache

algorithm, to store the most popular contents of a file library

composed by 1000 files, of 100 Mbit size each. With respect

to the energy supply of the cluster, a centralised PV panel

system, an energy battery, and the power grid are considered.

As in [15], the capacity of the PV panel is 100 kWp, while

the effective battery size is 50 kWh, with actually 71-100

kWh, since we consider a maximum Depth of Discharge of

70% or 50%, respectively, to ensure the maximum battery

life. The energy generated by the PV panel is used to power

the BSs and in case of additional production, is conserved

into the battery. If no renewable energy is available, the BSs

take the required energy from the power grid. The data of the

produced energy are taken from PVWATT [23], which reports

the hourly generated energy. The data collected during the

week from 3 January to 9 January, in Turin (Italy) are used in

our simulations. The use of winter data leads to a worst case

scenario in terms of produced energy.

Our simulations consist of different steps, performed in each

time slot, lasting 1 hour, as shown in Fig. 2. First, the traffic

during each hour is generated: the users, as well their position,

required bit rate and requested content are determined (Step

1 in Fig. 2). Then, once each user has been associated to a

BS (Step 2 in Fig. 2), if possible, the content requested by

each user is determined (Step 3 in Fig. 2). At this point, for

each hour, the energy consumption of the network is computed

(Step 4 in Fig. 2). If the hourly available renewable energy

is not enough for the network supply, a strategy is applied

during that hour to reduce the energy consumption of the

network (Steps 5, 6 in Fig. 2). Finally, the requested content

are delivered and caches are updated (Step 7 in Fig. 2). Details

of each step are given in the following sections.

A. Generation of the traffic

As in [12], [15] and [24], a user distribution is used to

determine the number of active users for each time slot,

lasting 1 hour. This distribution varies according to the hour

of the day, to reflect the typical behaviour of the daily traffic

demand. Then, for each user of each time slot, his/her position,

requested bit rate and number of generated content requests

are determined (Step 1 in Fig. 2). The position is defined

according to a uniform distribution, while we assume that the

required bit rate is 1 Mb/s. As in [7], the number of generated

content requests is determined by a Poisson distribution, whose

parameter λ is 1 request/minute.



B. Creation of the network

The capacity of the considered RAN responds to the in-

stantaneous bit rate requested by the active users, in order to

optimise the network with respect to the power consumption.

This means that the input power of each BS is reduced as

much as possible, to guarantee the user coverage [12]. In each

time slot, which lasts for 1 hour, once the users are generated

as described above, each of them is associated to the BS from

which he/she experiences the lowest path loss (Step 2 in Fig.

2), provided that the BS has enough capacity to serve that user.

This experienced path loss has to be lower than the maximum

allowable path loss to receive the signal with the sufficient

quality. When a user is associated to a BS, the requested files

are determined, according to the popularity distribution of that

BS (Step 3 in Fig. 2). According to [4], [20]–[22], [25], [26],

this popularity distribution is a Zipf distribution, characterised

by the parameter α. This parameter impacts the difference

among contents in terms of popularity. A large α means

that the most popular contents are significantly more popular

than the other contents, and decreasing α, the popularity of

content behaves more similarly to the uniform distribution.

The level of popularity of each content on each macro cell

BSs is determined starting from a reference popularity and

performing random shuffles on it. In particular, sorting the

files of the library from the most popular to the least popular,

according to this reference popularity, the popularity of 30%

of content is randomly swapped to generate the popularity

on each macro cell BS, so that slight differences among the

files popularity at different locations (i.e., at different BSs) are

introduced [7]. A similar procedure is performed to determine

the popularity at each micro cell BS. In this case, starting

from the popularity of the corresponding macro cell BS, the

popularity of 15% of the contents is shuffled.

C. Energy consumption of the network

Once each user is associated to a BS and the content re-

quests are determined, the energy consumption of the network

during each time slot is computed (Step 4 in Fig. 2). The

hourly energy consumption of the network, in watthour, is

given by:

Etot =

NBS∑

b=1

Eb,comm +

NBS∑

b=1

Eb,server (1)

where NBS is the number of the active BSs, Eb,comm and

Eb,server are the energy consumption of the BS b due to the

communication features and to the supply of the cache located

on that BS, respectively. The Eb,comm component is computed

according to the model for the macro cell and micro cell BS

proposed in [19]. According to [21] and [20], Eb,server, in

watthour, is given by:

Eb,server = ωMEC · Cserver · t (2)

where ωMEC is in W/bit, Cserver is the capacity of the server

and t is the time (in hour, 1 in our case). If a BS is in sleep

mode, its energy consumption is assumed to be negligible.

D. Energy reduction strategy

At the beginning of each time slot, once the energy con-

sumption is computed, if it is larger than the renewable energy,

which is available during that time interval, given by the

energy produced by the PV panel system and stored in the

battery, an energy reduction strategy is applied (Steps 5-6 in

Fig. 2):

1) No action: in this case, no action is taken during that

time slot.

2) Deactivate all micro cell BSs: all micro cell BSs are

deactivated during that hour, in case the generated and

the stored renewable energy are not enough to power the

network. The users who have been connected to each

deactivated micro cell BS are reconnected to a macro

cell BS, if possible, e.g., if there is a macro cell BS

that has enough available capacity and if the experienced

path loss is lower than the maximum possible.

E. Content delivery

During each time interval, once the energy reduction strat-

egy is applied, if needed, each content requested by each user

is delivered (Step 7 in Fig. 2). When the requested content

is cached in the server of the serving BS, the content is

transmitted directly to the user, with latency Tbs,u. If the

requested content is not cached by the serving micro cell BS

but by the macro cell BS, the macro cell BS transmits the

content to that micro. The latency is given by TBS,bs + Tbs,u.

If the content is not present not even on the macro cell BS, the

request is forwarded to the content provider. In this case, the

experienced latency is given by Tcp,BS+TBS,bs+Tbs,u. In case

a user is associated to a macro cell BS, which is caching the

requested content, that content is received with latency Tbs,u.

If that content is not stored in the server of that macro cell

BS, it is retrieved on the content provider and the user receives

it with delay Tcp,BS + Tbs,u. After each content delivery, the

cache is updated (Step 7 in Fig. 2), according to LFU cache

algorithm, so as to always cache the most popular contents.

F. Initial state of caches

To determine which contents are stored in each cache at the

beginning of a simulation, a preliminary phase is required. For

each value of α, a very long simulation, lasting 100 weeks, is

performed, starting with empty caches. At each time slot, the

occurrences of a content request are updated, as well as the

stored files in each cache. We assume that when the number

of variations in each cache stabilises, the transient phase for

each cache filling is over. For this reason, the files in each

cache at that time interval are the contents which are cached

at the beginning of the simulation.

III. KEY PERFORMANCE INDICATORS

1) Energy consumption: The energy consumption of the

network during the simulation is given by

E =

T∑

t=1

Etot,t (3)



0 5 10 15 20 25
Files stored in the micro (% of the library)

30

40

50

60

70

80

A
v
e
ra

g
e
 d

e
la

y
 (

m
s
)

 = 0.56

 = 0.81

 = 1.06

 = 1.31

 = 1.56

2.50

2.55

2.60

2.65

2.70

2.75

2.80

2.85

E
n
e
rg

y
 C

o
n
s
u
m

tp
io

n
 (

M
w

h
)

Variation of the cache size

Fig. 3. Average delay (in blue) and energy consumption (in orange) varying the dimension of each cache, for different values of the parameter α.

TABLE I
VALUES OF PARAMETER USED IN SIMULATIONS.

Tbs,u 30 ms
TBS,bs 20 ms
Tcp,BS 50 ms

ωMEC 2.5 ·10
−9 W/bit

where Etot,t is the energy consumption of the network at time

t and it is computed as reported in (1) and T is the duration

of the simulation.

2) User coverage: The user coverage is the percentage of

served users, considering that a user can be associated to a BS

if he/she experiences a path loss lower than a given threshold

and if that BS has enough capacity to provide the required bit

rate.

3) Average Delay: This is the average delay experienced

by users and it is given by:

D =
1

∑T

t=1
Ut

∑Ut

u=1
Ru

T∑

t=1

Ut∑

u=1

Ru∑

r=1

du,r (4)

where du,r is the delay which is experienced by the user u, for

the content request r. Ru, Ut and T correspond to the number

of requests required by the user u, the number of served users

at time t and the duration of the simulation, respectively.

4) Hit - 1 hop probability: This is the probability that the

requested content is stored locally on the BS to which the

considered user is connected.

5) Hit - 2 hops probability: This is the probability that the

content requested by a user associated to a micro cell BS is

not cached on that micro cell BS but on the corresponding

macro cell.

6) Miss probability: This is the probability that the re-

quested content is taken from the content provider, since it

is not stored in the cache of the BS, to which the user is

associated nor in the one of the corresponding macro cell BS,

if the considered user is associated to a micro cell BS.

IV. PERFORMANCE EVALUATION

In this section, we discuss the results obtained by simula-

tions, lasting 1 week. The values of latency, as well as the

value of the parameter ωMEC of (2) are reported in Table I.

They are taken from [4] and [20], respectively.

A. Impact of the cache size and the popularity

In the first part of our work, we analyse the effects of

the parameters which affect the performance of the local

caching. To do this, we simulate the scenario described in

Section II, using No action as energy reduction strategy. Fig.

3 shows on the left y-axis the average experienced latency,

in blue, and on the right y-axis the energy consumption, in

orange, varying the size of the cache on each micro and on

each macro (the cache on the macro is double the one on

the micro BSs), given in percentage of stored library. Each

curve of the figure corresponds to different values of the

parameter α, which characterises the Zipf’s distribution. When

the percentage of stored library is zero, we are in the case in

which no local caching is performed. The growth of the size

of the cache generates a reduction of the experienced delay,

since more content can be stored locally. This reduction strictly

depends on the characteristics of the popularity, e.g., on the

parameter α. Indeed, as already mentioned, a large value of

α means that there is a small part of the library which is

very popular. If this is the case, even a small cache drastically

reduces the experienced delay. When α is larger than 1, the

experienced delay is reduced up to 50%, if 1% of the library

is locally stored. Conversely, a small value of α indicates

that the files have similar popularity. In this scenario, larger

caches are needed to achieve significant delay reduction: if

the popularity distribution is described by the Zipf’s function

with parameter α equal to 0.56, 10% of the library should be

stored to reduce the experienced delay by 30%. The energy

consumption increases linearly with the cache size, see (2).

Nevertheless, this growth is limited to 13%, when the cache

stores 25% of the library and lower than 3% if 5% of the

library is cached.

Besides the impact of the size of the cache on the user

experience, we also investigate the impact of its distribution.

In particular, for each macro cell BS and its 4 micro cell BSs,

a total capacity equal to 20% of the library is considered, and

we vary its distribution among the BSs. We consider the case
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Fig. 5. Delay and energy consumption varying the dimension of each cache, for different values of the parameter α, when No action and Deactivate all

micro cell BSs are used.

in which the cache on the macro cell BSs stores 0%, 5%,

10%, 15% and 20% of the library and, correspondingly, each

micro cell BSs stores 5%, 3.75%, 2.5%, 1.25% and 0%. In Fig.

4a, the average delay (blue bars) and the energy consumption

(orange line) are reported, for these values of cache capacity,

for α equal to 0.56 and 1.31, when No action strategy is used.

Fig. 4b shows the probability of the possible events that a

user might experience when served by a micro cell BS. Blue

bins indicate the probability to experience a hit - 1 hop, i.e.,

is the content is cached on that micro cell BS, the orange

bins show the hit - 2 hops probability and the green bins

report the miss probability. As shown by the orange lines in

Fig. 4a, the energy consumption is constant since the total

capacity does not change. Moreover, the plot reveals again

that the delay reduction strictly depends on the popularity,

i.e., on the parameter α and marginally depends on the cache

distribution among BSs. Indeed, as reported in Fig. 4b, if α is

0.56 and the micro cell BSs can store up to 5% of the library,

no more than 24% of the requests on a micro cell BSs can

be satisfied locally (on that BS), while this number grows to

83% if α is 1.31. Similarly, when all the considered caching

capacity is put on the macro cell BS, that BS satisfies 43%

and 83% of the requests, respectively. Furthermore, even if

the hit with a single hop is less frequent due to the reduction

of the cache capacity installed on each micro cell BS (see

Fig. 4b), from Fig. 4a, it is evident that putting more cache

on each macro cell BS generates the drop of the experienced

delay. This is because the cache on each macro is reachable

by the users connected to it, as well as by users connected to

each corresponding micro cell BS. Therefore, the growth of

the capacity on macro cell BSs corresponds to the growth of

the cache capacity, which is reachable by all the users. For the

same reason, the miss probability decreases, when the capacity

on each macro cell BS increases (Fig. 4b). Nevertheless, the

resources on the macrocell are precious and it is convenient

to install some capacity on micro cell BSs too: this relieves

the effort on the macrocells and allows to achieve some local

(1 hop from users) hits, especially if α is large. Indeed, when

α is equal to 1.31 and all the cache capacity is located on

the macro cell BSs, the average delay is larger than the case



where 15% and 1.25% of the library are stored on the macro

and on the micro cell BSs, respectively.

B. Impact of using energy reduction strategy

We now analyse the effect of the usage of the energy

reduction strategy that we called Deactivate all micro cell

BSs on the caching paradigm. If this strategy is employed, the

micro cell BSs are switched off in case the locally renewable

produced and stored energy is not sufficient for the network

supply. In Fig. 5, the impact of the variation of the dimension

of each cache is shown, in terms of experienced delay (left y-

axis) and of energy consumption (right y-axis) in blue and light

blue and in red and in orange, when No action and Deactivate

all micro cell BSs strategies are used, respectively. The usage

of Deactivate all micro cell BSs significantly reduces the

energy consumption of the network: when it is employed, the

system drops its consumption by 33% to 37%, according to the

dimension of the cache. With Deactivate all micro cell BSs,

the energy consumption does not grow constantly with the

increase of the cache capacity. This is because above a given

storage dimension (up to when 5% of the library is stored), the

system stabilises, e.g. all micro cell BSs are deactivated in the

same period, since the energy is not sufficient for the network

supply in the same instant. Moreover, with Deactivate all

micro cell BSs the experienced delay is slightly reduced. This

is due to the fact that when the micro cell BSs are deactivated,

the users are closer to the content provider, since they are

always at 2 hops distance. This is more evident with low values

of α, since in these cases the content needs to be taken from

the content provider more often, so the impact of this reduction

of distance is higher. The employment of Deactivate all micro

cell BSs strategy reduces the user coverage, from 97% given

with No action to 94%, which is acceptable anyway.

V. CONCLUSION

In this paper, the caching paradigm is considered in a

portion of a RAN, composed by 8 macro cell BSs, each

supported by 4 micro cell BSs. The caching paradigm consists

of the installation of caching servers on the BSs, to push the

most popular contents closer to users so as to reduce latency

and traffic in the backhaul network. The considered RAN is

powered by a PV panel system, an energy battery and the

grid. First, we verify the benefits given by the employment of

these local caching servers and we analyse the effects of the

cache capacity, as well as the impact of the popularity on the

delay experienced by users and the energy consumption of the

network. We notice that these metrics strictly depend on the

characteristics of the popularity, on the capacity of the caching

servers and on the distribution of this capacity among the BSs.

Then, we check that the employment of an energy reduction

strategy, applied in case of renewable energy shortage, reduces

the energy consumption but does not impact the experienced

delay.

Our results lead to two conclusions. First, caching can

be very effective in reducing latency also when dynamic

activation of the BSs is implemented as in the case of green

RANs that are powered by renewable energy sources and that

activate the BSs based on the availability of locally produced

energy. Second, caching on the macro BSs is always needed

to significantly reduce delays, while caching also on the micro

cells relieves the effort on the macro cell allowing the micro

cells to often respond without any involvement of the macro

cell. As next steps of our work we will consider wind turbines

as local renewable energy generator, and strategies for dense

RANs, which implement the MEC paradigm.
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