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A Microservices-based Framework for Smart
Design and Optimization of PV Installations

Sara Vinco, Member, IEEE, Daniele Jahier Pagliari, Member, IEEE, Lorenzo Bottaccioli, Member, IEEE,
Edoardo Patti, Member, IEEE, Enrico Macii, Fellow, IEEE and Massimo Poncino, Fellow, IEEE

Abstract—The design of photovoltaic (PV) installations mostly relies on rule-of-thumb criteria and on gross estimates of the shading
patterns, and the few optimized approaches are generally focused on the problem of identifying the most suitable surfaces (e.g., roofs)

in a larger geographic area (e.g., city or district).

This work proposes a framework to address the design and the optimization of PV installations through a set of microservices focusing
on the different variables of the design: identification of the target surfaces, elaboration of weather data, modeling of the PV panel, and
floorplanning of the panel on the surface. The microservices architecture ensures extensibility and generality, as the user may execute
only a subset of the proposed services or provide novel algorithms to extend the existing ones. Additionally, the framework provides a
set of built-in models that allow sensitivity to the distribution of shades and accurate modeling of the power production over time. We
show the many benefits of the proposed framework on two different use cases.

Index Terms—Photovoltaic installation, reneawable energy, microservices, PV design, PV optimization, GIS-based design.

1 INTRODUCTION

Environmental sensitivity is progressively bringing towards
the replacement of energy generation based on fossil fuels
with renewable energy sources. Although not the largest
contributor to renewable energy, the share of solar energy is
constantly growing due to several strengths of photovoltaic
(PV) installations, namely, decreasing costs, scalability, easy
deployment, limited invasiveness in existing infrastructures,
and economic incentives [1].

When deploying PV installations for large-scale solar farms,
the determination of the cost-optimal location for the in-
stallation is the key design decision [2]-[7]. However, in
other scenarios [8]-[12], such as residential or industrial
installations, the location is in most cases pre-defined (e.g., a
portion of a given roof), and other issues such as the impact
of transient shadings or of the quality of the chosen PV
modules on total cost have a higher impact for the user [13].
Additionally, recent works [14]-[16] highlighted the impor-
tance of the actual placement of modules on the target
surface: by exploiting fine-grain irradiance data, obtained
by metereological and GIS-based sources, the energy output
of a PV installation can be significantly increased by relaxing
the traditional compact floorplanning of PV installations to
allow individual placement of PV modules so to optimally
match irradiance conditions [15], [16].

It is therefore useful to have a single tool able to evaluate the
impact of multiple variables (type of PV module, granularity
of environmental data, characteristics of the target surface,
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and floorplanning options) on the power/energy output
and on the installation cost. Some simulation frameworks
with this objective do exist [1], [8], [17]-[19], but they either
focus only on some of these variables, or they do not easily
allow to perform design space exploration.

In this work we propose a framework for the evaluation
of residential or industrial PV installations that overcomes
the limitations of previous methods. The framework is
organized as a microservices architecture, i.e., as a suite
of small services, each running in its own process [20] and
covers all phases of the design of a PV installation, e.g.,
the identification of the suitable area on the roof of interest,
the choice of the PV modules, and the placement of the PV
modules on the roof.

The key features of the proposed framework are:

o Modularity and generality: Our framework allows to
define multiple scenarios by using either all or only some
of the defined microservices. Similarly, it allows the re-
use of existing models or data: e.g., it is possible to
provide user-defined PV power models, or to reuse
pre-existing irradiance traces. This is made possible
by the microservices architecture, which allows to re-
place the execution of some services with existing pre-
processed data, with the only constraint of complying
to the microservice interface. This is in clear contrast
with existing frameworks that usually assume a specific
module type, panel architecture, or time granularity
of the input traces; changing those usually requires
significant changes to the framework.

e Variable accuracy: A consequence of the previous item
is that the level of detail of models and data is not
pre-defined. Both can be made more or less accurate
to emphasize one particular feature over another. For
instance, some details about the PV model can be
neglected to speed up the exploration of the different
placements.

Published by the IEEE Computer Society
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Fig. 1. I-V curve (left) and PV components hierarchy (right).

o Design space exploration: Another consequence is that,
since every model, option, and datum may be user-
specified, an exhaustive design space exploration can
be run to analyze the power output of a PV installation
for different values of all key parameters.

The manuscript is organized as follows: Section 2 provides
some background and reviews the related state of the art.
Section 3 introduces the proposed framework, whose con-
stituting modules are described in Sections 4-9. Section 10
applies the proposed approach to two use cases. Section 11
concludes the paper.

2 BACKGROUND AND RELATED WORK
2.1 PV Component Hierarchy

The basic element of a photovoltaic generator is the cell,
whose electrical behaviour can be described by an ideal
current source, proportional to solar irradiance, and a diode
connected in anti-parallel. A cell is described by a voltage-
current (I-V) characteristic curve, for a given cell tempera-
ture T and irradiance G (left-hand side of Figure 1). The
open-circuit voltage V. increases logarithmically and the
short-circuit current /. increases proportionally for increas-
ing G. Under a given G, an increase of T yields a slight
increase of the I, which in turn gives a decrease of V..
Cells are then series-connected to form a PV module to
achieve voltages of a few tens of volts (typical modules
consist of 36-72 series-connected cells). PV modules are then
further interconnected to form a PV panel, this time in a
series/parallel combination to achieve the desired output
voltage and current levels (right-hand side of Figure 1).
Defects or shading can result in non-uniform irradiance
in the cells of a module, thus affecting the total output
power. Because of the different power levels, a Maximum
Power Point Tracker (MPPT) is used to extract the maximum
available power and to maximize the efficiency [21].

2.2 Geographic Information Systems

Geographic Information Systems (GIS) are often exploited
to model solar potential and to plan the deployment of
solar generators [22]. The starting point is usually a Digital
Surface Model (DSM) or a 3D city model obtained from
LiDAR data, representing terrain and building elevation of
an area. Mapwell Solar System [23] and i-Guess [24] provide
information on solar radiation and PV potential, but they
are limited to yearly estimations only. I'SCOPE [25] is an
integrated platform that offers a solar map with yearly and
monthly PV potential. The above solutions suffer from many
limitations. Sub-hourly information is necessary to better

estimate the optimal energy production, and coarse reso-
lutions (i.e., > 1m) do not allow to recognize obstacles on
rooftops (e.g., chimneys, dormers). Moreover, real weather
data from weather stations must be considered to provide
accurate estimations.

2.3 Related work

Efficient PV design and installation has been deeply inves-
tigated in the literature, with works that focus on different
aspects of the problem, ranging from weather trace genera-
tion to identifying suitable geographic areas and estimating
the correct sizing of the necessary energy storage devices
(i.e., batteries).

Table 1 reports the most relevant works recently proposed:
as the Table highlights, a major limitation is that all works
focus on a single aspect of PV design, while other aspects
are either supported with simplistic models or considered as
input configuration. Note that, due to space constraints, the
table can not be exhaustive: we had to choose representative
works for each perspective on the design flow.

The solutions in [26]-[29] [30] work with refined geographic
and shadow data, but they abstract the modeling of PV
power production, both in terms of models and of accu-
racy w.r.t. the actual topology and physical position of the
modules. Other approaches focus on the optimal sizing of
the PV installation [2], [9], [31]-[33], on the identification
of optimal management algorithms [17], [18] or on the
optimal roof configuration (e.g., tilt angle) [34] [4], [35],
[36], by abstracting on the other aspects of PV designs.
Vice versa, the works in [3], [8], [19], [27]-[29] [5] focus
on the identification of suitable areas at large (i.e., entire
roofs or geographical areas), with no detailed information
about the actual placement of PV modules and with very
abstract models of PV power production. Finally, a number
of models of PV modules have been proposed in the lit-
erature, with different levels of accuracy w.r.t. the intrinsic
dynamics of PV power generation and to the connection
topology [37]-[41] [42]; however, these works restrict the
focus on the sole modeling, with no support for the other
aspects of PV design.

Interestingly, most of the approaches available at state of the
art (despite of [27]-[29]) provide monolithic software imple-
mentations, that can not be easily extended or integrated
with other software.

From the Table, it is thus evident that optimal PV design can
be achieved only by adopting a number of tools, each fo-
cusing on a specific aspect, with possibly conflicting output
solutions. The designer is thus forced to choose a specific
view of the problem and to prefer a certain dimension at the
expense of the others, thus achieving sub-optimal outcome
and limiting the space of exploration.

This work (bottom of Table 1) proposes to overcome the
limitations of the current state of the art by providing a
holistic framework that addresses all the issues involved in
the design of a PV installation. Additionally, the proposed
framework is built as a set of microservices, thus enhancing
modularity, future extensibility and integration with other
tools.
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Overview of representative related works on PV design

TABLE 1

REF WEATHER DATA SHADOW PV MODULE PV PV SOFTWARE
’ MANAGEMENT MODEL MODEL PLACEMENT SIZING ARCHITECTURE
[17], | High resolution (I | Shadows only | Circuit model [17]; | Fixed Fixed; optimize | Monolithic
[18] minute to 1 second) as scaling | not presented for [18] maximum  power
pattern [17] or point (MPP)
over-estimated algorithm
[18]
[3], | Variable irradiance accu- | Delegated to | Simple equation | Determines op- | Determine optimal | Monolothic
[8], racy (yearly [3], [19] to | other tool [3], | model based onrated | timal roof for | sizing to maximize
[19] hourly [8] [5]); no temper- | [19] or absent | power, area and | PV installation, | profit [8], [19] or to
[5] ature data [8] derating factors [5] identity best | estimate the occu-
areas w.rt. land | pied area
cover, and dis-
tance from the
electricity grid
[26] 1 year of real data from | Refined with | Circuit model of PV | Fixed Fixed Monolithic
weather stations (hourly | small  spatial | cells with diodes sup-
granularity, uniform over | granularity port; requires mea-
the area of interest) surements
Typical hourly weather | None [28] or | Power as linear func- | Returns Fixed Monolithic
[27]- | traces with low spatial | tion of temperature | information
[29] resolution [27], | and irradiance, [36] | on rooftops
[30], [29] [36] uses [28] [28] or larger
[36] areas [29],
[30] identify
suitable areas
from aerial
photo, [36]
optimize
orientation
w.r.t. low
volatility  and
grid stability
[2], | 1 year trace with 30 | None Simple linear equa- | No information | Determines optimal | Monolothic
[9], minutes (or longer) [31], tion models ( [31] no | about sizing of PV mod-
[31] hourly [9], or 5-minutes shading; [9] scales 1 | placement ules and battery to
[2] resolution; uniform PV module to N PV | and connection | minimize requests to
over the area of interest modules; [2] power | of PV modules the grid
as function of area)
[32], | Statistical monthly irradi- | None Commercial software | Fixed Cost analysis and | Commercial
[33] ance sizing of batteries | software
and inverter
[34] | 10 years of monthly aver- | None Linear equation | Fixed (focuses | Optimize surface tilt | Monolithic
age weather data based on average | on  occupied | angle and array size,
energy  conversion | m?2) not the actual place-
efficiency ment
[4] Direct and Diffuse solar [27] Linear equation | Fixed (focuses | Optimize surface tilt | Monolithic
measurements based on average | on  occupied | angle and array size
energy  conversion m2) on flat root-top
efficiency
[35] Daily and monthly val- | None Linear equation | Fixed (focuses | Optimize surface tilt | Monolithic
ues based on average | on  occupied | angle and orienta-
energy  conversion | m?) tion
efficiency
[43] Real weather traces from | None Trains 11 prediction | Fixed Fixed Monolithic
a reference 1kW PV sys- models with corre-
tem with corresponding sponding PV produc-
power production tion
None None, sensitive | Different accuracy | Fixed; sensitive | Fixed Monolithic
[37]- only to irradi- | levels: from circuit- | to different con-
[41] ance values level [37], [38] to | nections
[42] interpolation derived
from datasheet
information [39] [42]
This High resolution Based on Equation based on Compact or Supported, based on | Microservices
work | irradiance and tempera- | GRASS-GIS datasheet (no | heuristic monetary budget or
ture traces: 15 minutes, | with generation | measurements); irradiance- desired power levels
20x20cm (Trace Builder) of radiation | supports presence of | based (Topology Builder)
maps (Trace | diodes and multiple | placement  of
Builder) topologies (PV | PV modules on
Module  and PV | roof of interest
Panel Model Builder, | (Placement
Simulator) Configurator)
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3 PROPOSED FLOW

Figure 2 shows the flow of the proposed PV design software
infrastructure, which consists of six different blocks.

The inputs are shown on the left side of the flow and
include:

o The meteorological data obtained from weather sta-
tions, namely irradiance (i..e, Global Horizontal Irra-
diance GHI(t)) and ambient temperature over time.

o A DSM of the buildings of interest.

o The cadastral maps of the urban area of interest.

o The target output power, voltage and monetary budget
of the overall panel.

o The specifications of the target PV module.

The first block is the Trace Builder ((D): given the roof
of interest, plus the DSM model and the cadastral maps,
the Trace Builder derives the evolution of shadows on the
roof over time. This shadow model is used then to tune
the input environmental data to derive spatio-temporal
traces of irradiance G and temperature 7" with a fine-grain
spatial resolution. Both spatial and temporal resolution are
user-configurable; in this work, we use a granularity of 15
minutes and 20cm x20cm tiles. This block also provides in-
formation on the suitable area, i.e., the real surface available
on rooftops where PV modules can be deployed. The details
are discussed in Section 4.

The Topology Builder () determines the required number
of modules in the PV panel (N) and their series/parallel
(s x p) electrical interconnection, based on user-defined con-
straints on the desired output voltage and power, or on
the available monetary budget. The details are discussed in
Section 5.

The PV module specifications are used by the PV module
model Builder () to build the model of an individual PV
module, as described in Section 6. Its output is a function
that yields a power value for a given value of G and T.

The block PV panel model Builder (@) uses the topology
information (N, s,p) and the model of an individual PV
module to assemble a model of the whole PV panel, as
described in Section 7.

The Placement Configurator block (%) contains the algo-
rithms for placing the PV modules on the suitable areas,
together with their connections. The built-in algorithms
provided by the Placement Configurator are described in
Section 8, and include a standard “compact” placement, and
an irradiance-driven placement.

The resulting placement, the PV panel model and the G and
T traces are then given in input to the Power Production
Estimator block (), to obtain the resulting output power
waveform (Section 9).

The proposed software infrastructure has been designed fol-
lowing the microservices design pattern, which makes it dis-
tributed and modular. In the microservices approach, soft-
ware is developed as a suite of small services, each running
in its own process and communicating with lightweight
mechanisms [20], [44]. Compared to current solutions that
are monolithic, microservices increase software flexibility
and maintainability because services are small, highly de-
coupled and focus on doing a small task. Additionally, this
approach eases the integration of our solution with third-
party software and fosters the development of new services.

In the proposed infrastructure, all blocks expose REST Web
Services [45] and can be executed sequentially, given the
input data up to the generation of output power waveforms.
The user may customize some of the blocks, to evaluate
different options e.g., a different model for PV modules to
emphasize different characteristics, or a different placement
algorithm. In alternative, the user may run only part of
the flow, e.g., by replacing execution of some blocks with
custom configurations, e.g., use pre-generated G and T
traces. Notice that each microservice can be even invoked
by third-party software.

The modularity of the microservices approach also enables
the usage of part of the proposed infrastructure with legacy
(pre-installed) PV systems, for example to estimate their
power production over a given time span or to design up-
grades (e.g. the addition of a new series string to an already
placed panel). In the first scenario, the Topology Builder and
the Placement Configurator would be clearly disabled, as the
topology and placement of a legacy system are fixed. For the
addition of new modules, instead, only the former would be
disabled, as the topology of the new portion of panel must
match that of existing modules; the Placement Configurator,
instead, could be used to optimize the position of the newly
added modules, simply removing the space occupied by
the legacy system when determining the suitable placement
area. In both scenarios, however, all the other microservices
of Figure 2 would still be fully utilized.

4 TRACE BUILDER

The Trace Builder block consists of four distributed software
components as shown in Figure 3. The full details on the
approach to exploit geographic information to support PV
design have been proposed by [46]. This section outlines the
main steps of data processing and generation.

The Clear-sky Conditions component simulates solar radia-
tion and shadows evolution in urban contexts by exploiting
GRASS-GIS [47]. Due to the integration of high-resolution
DSM the Clear-sky Conditions component is capable of
simulating shadowing effects of small obstacles such as
chimneys or dormers present in the rooftop. The inclination
and the orientation (in degrees) of each pixel in the DSM are
extracted, and from these direct and diffuse solar radiation
maps in clear-sky condition with 15 minutes time interval
are extracted. From these information, the Suitable Surface
component identifies the surface where PV modules can
be deployed, by excluding encumbrances, such as dormers,
chimneys, or too small areas. The output is clipped with the
cadastral map to produce a GeoJSON reporting a number
of polygons representing the suitable area. The suitable area
is additionally aligned with a virtual grid, whose elements
have size equal to the granularity of the environmental
traces (e.g., 20cmx20cm), chosen so that it is a divisor of
the sizes of a PV module. This builds a matrix where cells
suitable to host a PV module are encoded with “1” the
others (e.g., occupied by obstacles) with “0”. An example
is provided on the left-hand side of Figure 4. The suitable
area is then saved to a JSON file, used in the next steps of
the flow.

The Solar Radiation Decomposition component retrieves
meteorological information from third-party weather sta-
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Fig. 3. Flow of the Trace Builder block.

tions to decompose the GHI into Direct Normal Irradiance
(DNI) and Diffuse Horizontal Irradiance (DHI), according
to one of six available decomposition techniques (e.g., [48])
that can be selected by end-users according to latitude, lon-
gitude and environmental conditions of the area of interest.
The output is a JSON with the resulting values of DNI and
DHI for a required time interval.

The Real-sky Conditions component simulates real-sky
conditions providing a set of maps (as GeoTIFF images) of
incident irradiance G onto the deployable areas for each
time interval. To achieve this, it uses the DNI and DHI
trends, the direct and diffuse solar radiation maps, and the
suitable area. The component additionally builds a set of
maps of ambient temperature on the irradiated roof surface
Tsoiair, that is an accurate bias for the operating cell tem-
perature [49]. To1qir is derived from ambient temperature
T (from the meteorologic data) and from irradiance G as:

Tsotair(G) =T +k- G 1)

where k = 0.05$ is the ratio of the absorptance of the
roof divided by its radiative loss factor [49].

With respect to state-of-the-art solution for simulating solar
radiation, this block provides the following capabilities:

e jointly analysing spatial and temporal domain with
fine-grained resolution;

e providing real-sky sub-hourly simulations, with 15-
minutes time intervals, essential to get accurate estima-
tions of PV power generation;

« automatically identifying suitable surfaces for PV sys-
tem deployment;

« integrating real meteorological data gathered from (per-
sonal) weather stations.

5 ToPOLOGY BUILDER

The Topology Builder determines the number of PV modules
in each series string (s) and number of parallel strings (p) in
the panel. In state-of-the-art frameworks, this information
is usually determined by the user, or pre-defined by the
framework constraints e.g., through ILP programming. Our
framework allows the user to derive a possible topology
given the target voltage V4.4, plus at least one out of two
user-defined constraints: the target power P,qtcq to be ex-
tracted from the panel in nominal conditions, or a maximum
cost budget for the installation C, 4. This allows to explore
different configurations and to evaluate different design
constraints before actually realizing the PV installation.

5.1 Topology selection based on rated power

The number of modules s in a string is determined based
on V,uieq. Given the electrical characteristics of the module
in rated conditions (1000W/m? and 25°) given by the PV
module specs, the output voltage of the panel is equal to the
voltage of a generic series string, i.e., 5 - Vi,qiyes,rated, Where
Vialues,rated is the rated value from the specifications. The
value of s is obtained as:

V;)anel -‘
’VVvalues,rated )

where the ceiling operator is used to obtain an integer value
for s. With similar considerations, the rated power of the
panel can be computed as:

Prated =S p- P’ualues,ruted =N- P’ualues,rated (3)

The value for P,qiyes,rated can be derived from the module
specifications (assuming MPP tracking), which yields:

N = ’V P’r‘ated -‘  p= ’V P’rated -‘ (4)
Pvalues,rated S Pvalues,rated

5.2 Topology selection based on monetary budget

The value of s is determined using (2), as in Section 5.1.
Next, a simple total cost model is used to determine V:

Ctot =N- Pvalues,rated : (Ccap + Com) (5)
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where C¢qp, is the capital cost for one panel, including
installation costs, and Cl,, is the operation and maintenance
cost. Both are normally expressed in $/KW, hence they
depend on Pygiyes, rated- We use Ceqp = 65008/ KW and
Com = 658/ KW as defaults [50], but these values can be
customized by the user.

The value of p is then determined as:

D= { Cmam J
S Pvalues,rated : (Ccap + Com)

where, being C,,q, an upper bound, the floor operator is
used on p.

(6)

5.3 Feasibility Check

Placing the desired N modules on the roof may be phys-
ically impossible due to lack of space. To verify this oc-
currence, the topology builder performs a placement fea-
sibility check, accounting for the obstacles described in
the roof specification. Checking if N rectangular modules
can be placed on an irregular surface is a variant of a
two-dimensional bin packing and is therefore NP-Hard;
therefore, to avoid increasing complexity too much, we
perform a conservative check with a greedy heuristic, whose
complexity is linear in the number of roof cells.

111)1)1|1)1 1 1]1/1f1]1)1)1
1111111} |1]1]1 1]1)1/1f1|1
111)1)1]1)1 1/1]1f1]1j1/1f1 |1
111)1)1|1]1 1/1/1f1]1]1]1
1111111 (1|1 )1f1j1/1f1)]1|1|1

Fig. 4. Suitable area (left) and result of a topology feasibility check for
N = 4 (right). Light blue rectangles represent placed modules.

Starting from the top-left corner of the suitable surface
matrix, we greedily place the first PV module in portrait
orientation as soon as a feasible location is found (i.e., a
rectangle of “1”s that can host the PV module area). We
then continue to place modules moving through the matrix
column-first, until we reach the bottom-right corner. If there
are still modules to be placed, we restart from the top-
left considering a landscape orientation. Figure 4 shows an
example with N = 4, in which a module occupies a 2x3
area. The overall time complexity of this service is O(H - W)
where H and W are the height and width of the suitable
area matrix, since each placement position is considered at
most twice (one for each orientation).

If less than N modules have been placed at the end of this
procedure, the tool assumes that the placement is unfeasible
and raises an exception. Although this method may not be
able to find the most compact placement overall, the missed
solutions would have contained so tightly packed modules
that their installation would be prohibitively complex. In
contrast, finding a solution guarantees that the placement is
indeed feasible.

6 PV MobuLE MODEL BUILDER

This component builds the power model of an individual
PV module. The inputs are the typical datasheet curves, i.e.,
(1) the I-V curve for different G values, and the dependence

of Vi, and I on (2) cell temperature, and (3) on irradiance.
As an example, Figure 5 shows these inputs for the Mit-
subishi’s PV-MF165EB3 PV module, as extracted from the
datasheet [51].

The only strictly necessary curve is the I-V one; if the
other two curves not provided, V,. and I,. are assumed
as independent of G and T, with obvious losses in accuracy.
To allow automatic model construction, this information
is digitized as JSON documents that describe each curve
as its x-axis and y-axis quantities, any parameter (e.g., the
corresponding G value), and a list of samples.

(Cell temperature: 25°C) Isc, Voc and Pmax (Cell temperature: 25°C)
8 140 140
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Fig. 5. Datasheet graphs for Mitsubishi’s PV-MF165EB3 PV module [51].

The output is a JSON document describing a function that,
taken in input G and roof surface temperature Tsoiqir,
determines the corresponding I-V curve as samples of V'
and I.

The framework provides one built-in module model, which
is a compact semi-empirical model built from information
extracted from the datasheet [52]. The selection of this
kind of model for the framework is a key aspect and an
important plus, as the user can easily create a model for
any PV module of interest, given only public information.
This enables exploration: it is indeed possible to compare
different PV modules with an accurate estimation of their
dynamics. It is nonetheless important to note that the user
may replace this model with any model at her complete
discretion, by bypassing the execution of this block of the
framework, or by extending the framework implementation
with a new microservice following a different model.

The model of a PV module is built as follows. The temper-
ature of a cell T, is derived by using the relation between
T. and Tso14ir described in [53], that correlates with G and
with characteristic coefficients of the PV module, such as its
temperature coefficient and the transmittance of its cover.
As a next step, the model derives the dependence of V,,. and
Isc on G and T, from the curves in the center and right plot
of Figure 5, by empirically fitting the curves to obtain the
coefficients for equations 7-8:

VOC(G; TC) = VOC,nom(Cch + 02) : (C3GC4 + 05) (7)
Isc(G,T.) = a- Iscnom(ceTe 4 c7) - (csG —cg)  (8)

where Voc nom and Isc nom are the nominal Voc and Isc,
c; are coefficients obtained through curve fitting, and « is
an aging factor (on average, 0.4%-1%/year) [54]).

The last step is to derive a function describing the I-V curve
for different values of G. Since the PV cell is a diode, we
use the generic equation of the I-V characteristic of an ideal
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diode as a template to be fitted empirically to model the PV
behavior:
I=Isc—a- (" —1) )

where b is derived by imposing that I(V,.) = 0:

b=Voh - In(1+Igc- a™t) (10)

Parameter a represents a measure of the curvature of the
I-V curve and is a bias for the internal resistances of the PV
phenomena (larger values of a will “flatten” the curve). The
value of a is obtained through curve fitting from one I-V
curves available in the datasheets (left of Figure 5).

Figure 6 shows the customization for the Mitsubishi’s
PV-MF165EB3 PV module from the specifications in Fig-
ure 5.

(0.55 - Te(Tsotair, G) + 988.5)
Ise =093 Iscnom -
s 8¢ 1000
0.99 - G992 L 3622
1000
a = 44.428:7
h= i - log (1 + I’QC)
LOC e}

V=[0:0.1: Vimaz]
I =Igc—a- ((.._b"»' -1)

Fig. 6. Equations 7-10 fit to model a Mitsubishi's PV-MF165EB3 PV
module from the datasheet data reported in Figure 5.

7 PV PANEL MODEL BUILDER

This component is in charge of building the power model
of a panel consisting of an interconnection of PV modules
according to a s X p interconnection, by using the PV power
modules described in Section 6. This component allows
maximum flexibility, in terms of topology, series/parallel
combination and presence of bypass diodes. The config-
uration provided by the user or derived by the Topology
Builder is automatically applied to model the connection of
single PV modules by manipulating their equations with
the following strategies. For the sake of readability, in the
following we assume that the s X p interconnection consists
of p parallel strings each with s modules in series; the
description can be straightforwardly generalized to other
topologies (e.g., a series of s clusters each with p modules in
parallel).

7.1 Connecting PV modules

One important variable in this step is the possible presence
of bypass diodes, that are typically placed across groups of
series-connected cells or entire PV modules for bypassing
shaded cells or modules, which would otherwise be limiting
the output power of a series string. The distribution of
bypass diodes has a heavy impact on power estimation [55].
This component takes in input a parameter d that indicates
the number of diodes in the installation with the following
meaning:

e d = 0: no diode is present between PV modules (diodes

may be embedded inside of each PV module) [56];

e 0 < d < N:adiode every d modules (with N%d = 0).

The value of d leads to two different strategies to determine
the result of connecting in series or in parallel strings or PV
modules, as explained in the next sections.

7.1.1 Connection without bypass diodes

In absence of bypass diodes (ie., d = 0), in a series-
connected string, the PV module with the lowest current
(i.e., irradiance) acts as a bottleneck and limits the current
of the other PV modules. Similarly, for a parallel connection,
the PV string with the lowest voltage constraints the voltage
also of the other strings. The total power of the PV panel is
thus obtained as Ppaner = Vpanel - Ipaner, where:

Vpanel =

I panel —
and Viaiues,ij and Iygiues,ij are the voltage and current
extracted from the i-th PV module of the j-th string.

ming 1, (i, Veatues.s)
p(mlni:L...,s Ivalues,ij)

=1,...,

7.1.2 Connection with bypass diodes

When using diodes (i.e.,, 0 < d < N), poorly irradiated
modules of a series-connected string get bypassed and does
not constrain anymore the current of the other ones: when
the current gets larger than the maximum value that can
be produced by the weakest module, the diode becomes
forward biased and only the highly irradiated modules
produce power [55]. Considering for simplicity the case of
two modules with high (H) and low (L) irradiance, the total
curve is therefore obtained by summing the I-V curves. For
each current value in the range [0, Isc, i] the voltage is:

Vvstring =V +Vyg it I< ISC,L (11)
Vitring =V — Vg if Iscp <I <lIsc.m
where V; = 0.6V is the voltage drop across a forward-

biased diode. This yields the classical I-V curve with multi-
ple “steps”, as shown in Figure 7.a.
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Fig. 7. I-V curves of the series (a) and parallel (b) connection of two
modules with different G values with bypass diodes.

The result of combining the I-V curves in parallel is obtained
by summing the current of the two modules for each voltage
value in the range [0, Voc, 1] as follows (Figure 7.b):

Ipanel =Ir+ 1y
Ipanel = IH

if V<Voc,r (12)
if Voc,o <V <Voc,u

8 PLACEMENT CONFIGURATOR

The goal of the Placement Configurator block is to place the N
PV modules in the area of interest. This block takes in input
the topology information, the suitable area and the traces
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produced by the Trace Builder block.Typical state-of-the-art
frameworks take the placement in input, usually assuming a
compact placement of PV modules on a delimited area of the
roof. On the other hand, the evolution of shadows is crucial
to ensure effective power production [15], as it can heavily
impact the efficiency of the PV power production dynamics.
For this reason, the framework includes a block devoted to
placement, to compare the effect of different placements of
PV modules on the roof and of different connections.

This component provides two built-in placement algo-
rithms: one for building a traditional compact placement
of panels (Figure 8.a), and the other optimized with respect
to the distribution of G over the area (Figure 8.b, where
darker areas are the least irradiated). Thanks to the microser-
vices architecture, additional placement strategies can be
included in our framework without affecting other blocks.
The calculation of an optimum placement is unfeasible as
it would require an exhaustive enumeration of all possible
grid points, which becomes quickly intractable even for
small areas [15]. It is also not possible to introduce bounds
on the enumeration because the total extracted power can
be computed only when all the modules are placed. Thus,
the placement algorithms must necessarily follow some
heuristic.

The resulting placement is then written in the JSON doc-
ument, listing the left-top corner and the direction of each
PV module, ordered so that the first s modules in the list
represent one series-connected string.
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Fig. 8. Application of the compact placement (a) and of the optimized
placement (b) to an example of roof with heterogeneous irradiance
distribution. Darker cells are less irradiated. Rectangles represent PV
modules, and rectangles of the same color belong to the same string.

8.1 Built-in Compact Placement Algorithm

The compact placement algorithm reproduces the tradi-
tional placement where PV modules are packed, as shown
by Figure 8.a. This placement takes in input the coordinates
of a cell, that is considered the left-top corner of the first
PV module ((1, 1) in the example). Then, it tries to place the
PV modules one close to the other, if necessary dividing the
sequence in different rows. PV modules are then connected
in series and parallel based on their spatial proximity (i.e.,
the first s PV modules form the first series string). It is easy
to see that the complexity of this algorithm is O(H - W), as
it involves similar operations to the feasibility check in the
topology builder.

8.2 Built-in Optimized Placement Algorithm

The built-in optimized algorithm is a simple and efficient
greedy solution: the algorithm allocates PV modules greed-
ily, by trying to match the distribution of irradiance on the
roof, as shown in Figure 8 (clearer cells are more irradiated).

8.2.1 Key idea of the algorithm

The starting point of the algorithm is the suitable area that
is aligned with a virtual grid. As explained in Section 4,
this allows to have traces of temperature and irradiance per
each grid element over time, and thus to reason about the
characteristics of the different portions of the roof. Note that
the size of grid elements is chosen so that it is a divisor of
the sizes of a PV module, so that each PV module occupies
an integer number of grid elements. The problem is thus
reduced to identifying which grid elements are occupied by
each of the PV modules to be placed.

The choice of the position of each PV module is based on the
construction of a suitability metric, that ranks roof locations
according to their estimated effectiveness in terms of power
generation. PV modules will thus be placed greedily in the
more promising locations, according to the defined metric.

8.2.2 Definition of the suitability metric

PV power production is mostly affected by irradiance:
over a range of [200 — 1000]W/cm?, power changes by 5x,
whereas typical Tso14:- ranges only change power by £20%
at most (see Figure 5). Thus, the suitability metric should be
a proxy of irradiance, while temperature can be used as a
corrective factor.

Additionally, the metric should distill the temporal traces
into a compact signature. The instantaneous value of irra-
diance over time will indeed naturally vary, as an effect
of sun movement in the sky. The metric should thus not
consider the instantaneous value of irradiance, but rather a
representative value of its global evolution.

The average is not a good choice because the typical distri-
butions of irradiance and temperature are strongly skewed
towards smaller values. We thus use the 75-th percentile of the
distribution, i.e., the value below which 75% of the samples
fall. Larger values of the percentile identify distributions
that are more skewed towards the upper range of the values.
Temperature is used as a corrective factor f(Tsoiqir) that
tracks the d Py, /dT as in middle plot of Figure 5.

The suitability s;; of a grid cell (7,7) is thus obtained as
sij = p%j - f(Tsotair), where p%j is the 75-th percentile of
G in the grid cell located at row 4 and column j.

It is important to note that a PV module does occupy more
than one grid cell, and that the grid cell with the lowest
irradiance determines the operating point of the whole
module. To take this into account, before calculating the
suitability metric, it is necessary to determine a modified
trace of G values, where the G value at each time step
evaluates to the minimum value of G among all “covered”
grid cells.

8.2.3 Optimized placement algorithm

Figure 9 shows a pseudo-code of the algorithm.

First (Lines 1-3) the suitability matrix S is computed as
described above by for each position of a PV module (3, j)
and for both its portrait or landscape direction d. In Line 4,
the grid coordinates and orientations (4, j, d) are sorted in
an array L in decreasing order of their value of S. In case of
identical values of suitability, the distance from the already
placed modules is used as a tie-breaker, to account for the
higher wiring cost (closer grid points have higher rank).
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Inputs:

* suitableArea : suitable area for the PV installation

* N, s, p: topology of the PV installation

* G[i,j,t], T[i,j,t]: G and T vales for each grid cell i,=1,..., W, j=1,...,H,
andtimet

Outputs:

* Placement: array of N coordinates (i,j,d) representing for each PV

module its placement (i,j) and its orientation d (portray/

landscape)
Algorithm:
1. for each cell (i,j) of the suitableArea
2. Calculate the suitability metric S[i,j,d] (both portray and
landscape)
3. endfor
4. L = array of cells with orientation (i,j,d) sorted in non-decreasing

order of suitability (wiring overhead is used as a tie-breaker)

5 k=1

6. for each module m=1,..., N

7. Placement[m] « L[Kk]

8. remove from S the grid cells “covered” by L[K] (landscape
or portray)

9. k< k+1

10. endfor

11. return Placement

Fig. 9. Pseudocode of the optimized placement algorithm in Section 8.2.

We then iterate (Lines 6-10) over the N modules: the k-th
module is placed in the m-th position according to the
previously computed ranking (Line 7). Since a PV module
occupies a number of grid cells, all these “covered” cells
are clearly unusable and must therefore be removed from
L (Line 8), depending on the orientation of the PV module.
The algorithm marks as unusable also any grid cell that is
not surrounded anymore by enough free grid cells to host
a panel. We then pick the next coordinate from L after the
removal of covered points. The loop terminates when the N
modules have been placed. In this case, the time complexity
of the placement is O(H - W -T's), where T's is the number of
samples in the G and T traces. In fact, it can be seen that the
most complex step is the evaluation of the suitability metric,
which requires processing the entire trace corresponding to
each grid cell once.

9 POWER PRODUCTION ESTIMATOR

The Power Production Estimator block estimates the power
production of the PV installation, given the placement of
PV modules, their connection and the traces of G and T,14:r
over time. It is a relatively straightforward component im-
plementing a trace-based simulation engine. At each time
step, it derives the I-V curve of each PV module, given the
placement of the PV module and the input traces. The I-V
curves are derived by using either the function generated
by the PV Module Model Builder block (Section 6) or a user-
defined function. The I-V curves of all PV modules are
then combined through the formulas presented in Section
7, that apply the series-parallel topology of PV modules
to derive the resulting operating point of the overall PV
panel, in terms of operating voltage, current and power. The
estimator has time complexity O(N - T's) as it involves the
processing of the entire time series of G and T for each mod-
ule in the panel. Note that the granularity of the input traces

can be tuned by the user, thus allowing different trade-offs
in terms of computational complexity and output accuracy.
The outputs of this service are the traces of power, voltage
and current over time, corresponding to the operating point
of the overall PV installation. These traces are saved as a
JSON document.

10 SIMULATION RESULTS

In order to demonstrate the effectiveness of the proposed
framework, we present two case studies with very different
objectives and that use different features of the framework.

10.1

The first scenario focuses on the choice of the most suitable
PV module, given a fixed placement and topology.

Choice of suitable PV module

10.1.1

As a case study, we selected a building rooftop in our
university campus in Turin, Italy. The DSM has a resolution
of 0.25m? and has been provided by the city council. Mete-
orological data (i.e. solar radiation and air temperature) are
retrieved, through third-party web services, by a weather
station in our campus as well. The weather station collects
global horizontal radiation by a first class pyranometer that
samples every minute. Then, these samples are averaged
and provided every 15 minutes. The roof of interest is
oriented towards S-W with inclination 27°. Its suitable area
is ~5.4x15.8m (represented by the black area in Figure 10.a).
The roof is subject to quite heterogeneous irradiance, caused
by the neighbouring buildings projecting their shadows on
different portions of the roof at different times of the day.
The settings of the PV installation and the placement of the
PV modules on the roof are fixed: the user aims at installing
16 PV modules in the colored area in Figure 10.a. The goal
of this case study is to compare the installation of two
alternative PV modules: the Mistubishi PV-MF165EB3 PV
module [57] and the SunPower 225 PV module [58] (Table 2).
The two PV modules are comparable in size (=80x160cm)
and cost. However, from Table 2 it is evident that the rated
power is much higher for the SunPower PV module than for
the Mistubishi one: the former may thus seem an optimal
cost/production tradeoff (€2.1/W versus €2.5/W).

Target of the case study

TABLE 2
Characteristics of the compared PV modules

PV module Rated | Cost | Yearly | Cells | Diodes
(W) (€) | MWh) | (#) (#)
Mistubishi 165 | 412.50 3.37 | 5x10 5
PV-MF165EB3
SunPower 225 225 | 472.50 246 | 12x6 3

10.1.2 Adoption of the proposed framework

To compare the two PV modules at work, we configured the
framework as follows. The PV Module Model Builder is run
twice on the input specifications of the two PV modules, i.e.,
their datasheet curves, to fit the equations in Section 6 to the
characteristics of the two PV modules. The configuration
of the PV installation in terms of number of PV modules
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and their topology is given by the user, thus the Topology
Builder block is not executed, and it is replaced with an input
custom topology of 8 x 2. The topology is used by the PV
Panel Model Builder to reconstruct operation over time of the
overall PV installation from the individual contribution of
PV modules. The Placement Configurator block is run to to
obtain the desired compact placement (Figure 10.a, where
rectangles with the same color are PV modules connected
in series). Finally, we used the Simulator block to launch
a l-year long simulation by using environmental traces
referred to the year 2013, elaborated from metereological
data collected by a nearby weather station (< 1km) by the
Trace Builder block.
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Fig. 10. Scenario 1: (a) placement of PV modules (PV modules of the
same color belong to the same series string), (b) average irradiance
over the roof over one week, and (c) estimated power production for the
Mistubishi PV-MF165EB3 PV module (dashed) and the SunPower 225
PV module (solid).

10.1.3 Outcome of framework adoption

After framework execution, we analysed the output of the
Simulator block. Figure 10b-c shows a zoom-in on one week:
average irradiance over the roof (b) and power produc-
tion of the PV installations (c). Interestingly, the simulation
reveals that the PV module with the lowest rated power
(i.e., the Mistubishi one) achieves a higher yearly power
production by +36.68%. This is easily explained by look-
ing at Figure 10.c: the SunPower modules perform better
during the peaks, i.e., around midday, when irradiance is
evenly distributed over the roof. Vice versa, at times of the
day when shadows are more consistent (i.e., morning and
afternoon) the Mistubishi modules show a better resilience
to partial shading. This is due to the different technology
(i.e., polycrystalline vs. monocrystalline) [59] and to the
different diode distribution inside of each PV module: the
SunPower PV module contains 3 diodes, each controlling 24
cells, while the Mistubishi one contains 5 diodes, one every
10 cells. This ensures a finer granularity in the management
of partial shading for the Mitsubishi PV module.

10.1.4 Effectiveness of the proposed framework

The framework allowed to compare the two PV modules
over real environmental traces and to make a more in-

formed choice of the best candidate: the cheapest PV module
(i.e., the Mistubishi one) proved indeed to ensure a higher
power production with the typical yearly varying weather
conditions. This result has been achieved by invoking the
different services of the framework, and information has
been managed with no manual intervention other than
providing input settings.

The approaches listed in Section 2.3 would not allow such a
detailed analysis of the case study. First of all, the scenario
requires high resolution data, to reproduce the evolution
of shadows over the day on small portions of the roof.
Additionally, only a detailed model of PV production al-
lows to capture the different behavior of the PV modules
under analysis: a model restricted to the power dependence
on occupied area or on rated power would not allow to
capture the difference in terms of power production under
heterogeneous shadow distribution.

10.2 Choice of most effective placement of PV modules

The second scenario focuses on an exploration of different
placements of the PV modules.

10.2.1 Target of the case study

The roof of interest is a lean-to roof of an industrial building,
with a suitable area of 30.8x10.2m, facing S/S-W with incli-
nation of 26°. As evident from Figure 11.a, the irradiance is
unevenly distributed over the roof, with encumbrances and
neighboring buildings that project shadows mostly on the
right-hand side. The goal of this case study is thus to iden-
tify an effective placement of PV modules so to maximize
power production with economic constraints. The chosen
PV module is the Mistubishi PV-MF165EB3 PV module [57].

10.2.2 Adoption of the proposed framework

To design the target PV installation, we adopted the frame-
work as follows. The Topology Builder block is used to deter-
mine the optimal topology: given an investment of 14k€
and a target voltage of 180V (settings provided as input
configuration), the determined output topology is 6 x6. The
installation will thus feature 36 Mistubishi PV-MF165EB3
PV modules. The PV Module Model Builder block and the PV
Panel Model Builder are used to estimate power production,
given the Mistubishi PV-MF165EB3 PV module specifica-
tions and the derived topology. The Placement Configurator
block is executed twice to obtain an optimal placement and
a compact placement. Figure 11 shows roof configuration
(a) and the two placements (b and c, respectively). Both
placements fall on the left-hand side of the roof, that is more
irradiated. The optimal placement is sparser as it tries to
exploit fine-grain differences in the distribution of G and
T, e.g., by maximizing the presence of PV modules in the
most irradiated area. Note that the user may investigate the
effect of a placement on the right hand side of the roof by
changing the initial point of the compact placement, or by
restricting the suitable area used by the optimal placement.
However, any placement in this portion of the roof would be
sub-optimal, given the uneven distribution of irradiance. To
compare the two placements, we used the Simulator block to
launch a 1-year long simulation by using the same data of
the previous experiment, derived by the Trace Builder block.
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Fig. 11. Scenario 2: (a) 75th percentile of irradiance over the roof repre-
sented as a heatmap, (b) optimized placement, (c) compact placement,
(d) average irradiance over the roof for one week, and (e) estimated
power production for the two placements.

10.2.3 OQutcome of framework adoption

After simulation, we analyzed the output of the Simulator
block. Figure 10d-e show a zoom into one week, by showing
the average irradiance over the roof and the corresponding
power output of the PV installation (dashed for the optimal
placement, solid for the compact one). It is evident that
the optimal placement achieves higher power production
given the same irradiance conditions. This is due to two
main factors. First, PV modules are placed in the most
irradiated areas, while the compact placement occupies also
less irradiated portions of the roof.

Another crucial aspects that impacts on the output power
production is the connection of PV modules to realize the
6x6 topology (in Figure 10b-c, rectangles with the same
color are PV modules connected in series). The compact
placement connects in series PV modules based on spatial
proximity, while the optimal placement connects in series
PV modules with similar irradiance conditions, thus mini-
mizing the bottleneck effect.

The result is that the optimal placement achieves +19.48%
yearly power production (i.e., 10.372MWh vs. 8.681IMWh).
This proves the superiority of the greedy placement ap-
proach over a standard rule-of-thumb compact placement.

10.2.4 Effectiveness of the proposed framework

The framework allowed to compare two PV installations
with the same number and type of PV modules and with
the same topology, but different in terms of PV module
placement and connection. This experiment proves that the
flexibility offered by microservices to extend and compare
different versions of the same block (e.g., different place-
ment algorithms) enhances design space exploration and

allows to identify more optimized configurations for the
target PV installation.

This experiment would be unfeasible with the approaches
listed in Section 2.3: it requires indeed not only high resolu-
tion of data, but also a detailed modeling of the placement of
PV modules in the area of interest. Thus, all works operating
on large areas or fixed placements are not applicable to this
scenario. Additionally, the different behavior with heteroge-
neous irradiance distribution on the roof can be appreciated
only with detailed models of PV production, with awareness
of the presence of diodes and of the connection between PV
modules.

11 CONCLUSIONS

The paper presented a framework to improve the effective-
ness of PV installation design. The framework is built as a
set of microservices, that provide built-in implementations
and that support multiple scenarios and user customization.
The paper discussed the effectiveness of the framework with
two scenarios, focusing on two different roofs and, more
importantly, on two different usage flows of the framework.
These case studies allowed to highlight the impact of the
proposed framework on PV installation design, i.e., in the
placement of PV modules and in the choice of PV module
to buy, thus sensibly improving installation design.
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