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Abstract

Scientific articles can be annotated with short sentences, called highlights,
providing readers with an at-a-glance overview of the main findings. High-
lights are usually manually specified by the authors. This paper presents a
supervised approach, based on regression techniques, with the twofold aim at
automatically extracting highlights of past articles with missing annotations
and simplifying the process of manually annotating new articles. To this end,
regression models are trained on a variety of features extracted from previ-
ously annotated articles. The proposed approach extends existing extractive
approaches by predicting a similarity score, based on n-gram co-occurrences,
between article sentences and highlights. The experimental results, achieved
on a benchmark collection of articles ranging over heterogeneous topics, show
that the proposed regression models perform better than existing methods,
both supervised and not.
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1. Introduction

Extractive document summarization entails automatically identifying the
most significant content from the body of a document (Nenkova & McKe-
own, 2012). Unlike abstractive approaches, whose main goal is to generate
new content related to the existing one, extractive methods focus on pick-5

ing keywords, keyphrases, or entire sentences from the original documents.
Summarization algorithms have found application in a number of contexts
among which news summarization (Giannakopoulos, 2013) and tweet sum-
marization (Naik & Bojewar, 2017). This paper studies the application of
extractive summarization techniques to scientific articles.10

Generating summaries of scientific articles entails addressing any of the
following problems: (i) identify the keywords that describe the main topics
covered by an article, (ii) generate an abstract of an article, or (iii) select
the content that is most likely to appear in the article highlights. Keywords
are single words or phrases (i.e., combinations of salient words), which are15

usually extracted using keyphrase extraction techniques (Hasan & Ng, 2014).
Abstracts are concise descriptions of the most salient document content and
consist of a sequence of full sentences. Although they are commonly available
for most of the published articles, they can be also generated using extractive
summarization methods (Nikolov et al., 2018). Highlights are short sentences,20

which are typically manually annotated by the article authors. They provide
readers with an at-a-glance, result-oriented overview of the main findings of
the article. Since their purpose is to provide a quick snippet of the results
achieved in the presented research work, highlight content may differ from
that of the article abstract.25

This work addresses task (iii) by using a sentence-based approach, i.e.,
it identifies a subset of article sentences whose content is worth including in
the article highlights. Notice that unlike the abstract, which is usually part
of the article itself, highlights are not required to exactly match any sentence
in the paper. However, we can assume, to a good approximation, that there30

exist sentences in the analyzed article that cover, to a large extent, all the
aspects mentioned by the authors in the highlights.

For example, Table 1 contains the abstract of a representative paper,
the highlights given by the authors (consisting of three manually written
sentences), and the selections of article sentences produced by different sum-35

marization approaches (whose characteristics will be discussed later on). The
scope of the highlights appears to be significantly different from those of the
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abstract. Highlights are separate sentences that summarize the main contri-
bution of the article and its main achievements, whereas the abstract is an
organized sequence of sentences, where all the aspects covered by the article40

are mentioned. Therefore, summarization systems that produce high-quality
abstracts are not necessarily suitable for extracting highlight content.

Recalling the examples reported in this paper in Table 1, the summary
produced by the established graph-based method contains less concise and
focused sentences than those produced by regression approach (denoted as45

best algorithm).
Since the process of annotating articles with highlights has recently been

introduced, for many articles the corresponding highlights are still missing.
The aim of the approach presented in this paper is twofold: (i) Sup-

port the authors of new scientific articles in manually annotating articles50

with meaningful highlights. It recommends a subset of article sentences con-
taining relevant content. (ii) Automatically generate the highlights of past
articles with missing annotations. The system proposed in this work relies
on regression models trained on an heterogeneous collection of previously
annotated articles. To capture the most relevant sentence-level information55

and its correlation with the content of the highlights, we extract and include
in the training dataset a variety of features describing the relevance of the
terms occurring in the sentence, the position of the sentence in the article,
the similarity between sentences and abstract, and the significance of the
sentences in latent spaces of sentence vectors. The regression model predicts60

the similarity between the sentences in the paper to be annotated and the
highlights. The higher the similarity, the most likely the sentence contains
information that is worth considering during the annotation process.

The performance of the proposed approach was compared with that of es-
tablished summarization approaches, both supervised and not, on a recently65

released benchmark collection of scientific articles (Collins et al., 2017). The
collection includes a variety of scientific articles ranging over different top-
ics in the computer science domain. The results show that the proposed
regression-based approach is superior to the existing approaches in order to
tackle the highlight extraction problem.70

In a nutshell, the innovative contribution of this paper can be summarized
as follows:

• The paper proposes a regression-based approach to extracting high-
lights from scientific papers. To the best of our knowledge, this work
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is the first attempt to use regressors instead of classification models.75

• It trains the models on a variety of features describing the similarity
between the candidate sentences and the expected highlights under
different viewpoints.

• It compares the performance of the proposed strategy with that of many
supervised and unsupervised approaches proposed in literature on a80

benchmark, general-purpose paper collection annotated with highlight
information.

• It explores the performance of the systems on two additional datasets
(which were made available to the research community for the sake of
reproducibility), which consist of subject-specific papers.85

The rest of the paper is organized as follows. Section 2 compares this work
with the existing literature. Section 3 thoroughly describes the proposed
method. Section 4 reports the main experimental results, while Section 5
draws conclusions and discusses future works.

2. Literature review90

The previous works related to scientific article summarization addressed
the following issues: (i) Abstractive generation of title/abstract informa-
tion (Nikolov et al., 2018; Kim et al., 2016; Lloret et al., 2013). (ii) Extractive
keyphrase extraction using classification techniques (Gollapalli & Caragea,
2014; Krapivin et al., 2010). (iii) Highlight extraction based on binary clas-95

sification (Collins et al., 2017).
Abstractive generation of title/abstract of scientific articles. The
approaches proposed by Kim et al. (2016); Lloret et al. (2013) first selected
relevant words from the body of the article and then applied information fu-
sion. For example, Lloret et al. (2013) applied this methodology in order to100

generate the abstracts of biomedical papers. Kim et al. (2016) explored the
use of supervised techniques to generate intermediate results for abstractive
summarization, i.e., they generated sentence-level summaries of each para-
graph. The intermediate results are exploited to automatically generate title
and abstract using different types of Neural Network models. Unlike Nikolov105

et al. (2018); Kim et al. (2016); Lloret et al. (2013), this work focuses on
extractive summarization rather than on an abstractive approach.
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Keyphrase extraction from scientific articles. Krapivin et al. (2010)
extracted keyphrases from scientific documents by combining classification
and Natural Language Processing (NLP) techniques. Specifically, they first110

extracted relevant text features (e.g., POS tags). Then, they trained classifi-
cation models on the extracted features. Their results show that integrating
NLP features allows them to significantly improve the performance of classi-
fication techniques. To extend the set of features related to scientific articles,
the work presented by Gollapalli & Caragea (2014) proposed to integrate cita-115

tion network information. The aim of the approaches presented by Gollapalli
& Caragea (2014); Krapivin et al. (2010) is significantly different from those
addressed in this work, which specifically focuses on extracting highlights by
means of a sentence-based summarization approach.
Highlight extraction from scientific articles. An attempt to extract120

highlights from scientific articles has already been made by Collins et al.
(2017). The authors identified the most relevant sentences from the article
full-text by applying a binary classifier. Furthermore, they presented a new
benchmark dataset, which consists of 10,000 articles annotated with the cor-
responding highlights. Although the approach presented by Collins et al.125

(2017) classifies article sentences as relevant or not for highlight generation,
the proposed system does not produce a sentence ranking, i.e., a selection
of the top-K most relevant sentences. This prompt the need for a new, su-
pervised method which is able to identify and rank the candidate sentences.
This paper aims at overcoming the above issue by applying regression models.130

To the best of our knowledge, this is the first attempt to apply multivariate
regression methods in order to recommend a ranked list of sentences useful
for annotating a scientific article.
Extractive summarization of other document types. A relevant ef-
fort has been devoted to extracting summaries, consisting of a subset of135

sentences, from other document types (e.g., news articles). Many previous
works addressed the problem using unsupervised techniques, among which
clustering algorithms (e.g., COSUM (Alguliyev et al., 2019)), graph-based
techniques (e.g., CoreRank (Tixier et al., 2017), LexRank (Erkan & Radev,
2004), TextRank (Mihalcea & Tarau, 2004), Co-Rank (Fang et al., 2017)),140

itemset mining algorithms (ELSA (Cagliero et al., 2019), MWI-SUM (Bar-
alis et al., 2015)), Latent Semantic Analysis (e.g., LSARank (Steinberger
& Jezek, 2004), JRC (Steinberger et al., 2011), UWB (Steinberger, 2013)),
and optimization-based approaches, e.g., decoding and integer linear pro-
gramming algorithms based on the concepts of maximal coverage (Takamura145
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& Okumura, 2009; Gillick & Favre, 2009) and the Minimum Description
Length (Litvak et al., 2015)). However, since unsupervised models are not
tailored to the target under analysis, they potentially miss the correlation
between the selected content and that of the expected highlights.

Parallel efforts have also been devoted to applying supervised models in150

order to extract news article summaries. For instance, Neural Network-based
approaches have been presented by Nallapati et al. (2017) and Zhou et al.
(2018)). A supervised approach based on genetic algorithms has been pre-
sented by Litvak et al. (2010), while Wong et al. (2008) integrated supervised
and semi-supervised learning to train an extractive summarization algorithm155

able to retrieve relevant sentences according to extrinsic and content-related
features. Recently, Mao et al. (2019) presented a single-document news sum-
marization algorithm combining supervised and unsupervised techniques.
They combined statistical and graph-based features to improve the perfor-
mance of state-of-the-art methods. In this way, this paper investigates the160

use of supervised models to extract article highlights, which is a complemen-
tary, challenging, yet relevant research issue.

3. Proposed method

The method presented in this study identifies the top K sentences of a
scientific article (where K is an analyst-provided parameter) whose content165

is most likely to be correlated with the article highlights. The proposed
method has the twofold aim at supporting the manual annotation of new
articles (by providing pertinent suggestions to the annotators) and automat-
ically annotating past articles with missing highlight information. Sentence
recommendation is based on predictive models trained on a collection of170

manually annotated articles.
The main steps of the data analytics process, depicted in Figure 1, are

summarized below.

• Feature extraction: it extracts salient information from the full-text of
a large set of annotated articles.175

• Sentence labeling : it measures and stores the similarity between article
sentences and highlights.

• Model training : it generates a regression model on the prepared dataset
that describes the most significant correlations between the analyzed
data features and the similarity score.180
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Figure 1: Sketch of the proposed methodology.

• Model application: it applies the model on test data in order to pre-
dict sentence-level scores and to rank sentences by decreasing similarity
score.

A more thorough description of each data analytics step is given below.

3.1. Feature extraction185

We analyze a collection of scientific articles A. Each article in A has
been manually annotated by domain experts with textual highlights. To
characterize article content at the sentence level, we split the full-text of
each article (excluding the abstract) into sentences using punctuation and
we model each article Ai ∈ A as a set of distinct sentences {si1, si2, . . . , sin}.190

Similarly, the textual highlights associated with Ai are modelled as a set of
sentences {hi

1, h
i
2, . . . , h

i
Q}. The number q of highlights per article typically

ranges between 3 and 5 and is commonly specified by the editor.
The goal of the feature extraction process is to extract sentence-level

information describing195

• the most relevant textual properties related to syntax, semantics, and
structure of the text,

• the frequency-based relevance of the words occurring in the sentence,

• the significance of sentence content in latent spaces,

• the similarity between the sentence and the abstract of the article.200
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All the feature categories mentioned above are deemed as potentially
useful for predicting the similarity between article sentences and highlights.
For each sentence in the analyzed articles, we collect the values of all the
features into a relation dataset R. Each record ri ∈ R corresponds to a
specific article and sentence (Rajaraman & Ullman, 2011). Hereafter, we205

will thoroughly describe the considered features and discuss the reasons why
they are deemed as relevant in this particular context of analysis.

Symbols count. This feature indicates whether a sentence contains mathe-
matical symbols or special characters. Since highlights rarely include formu-
las or technical details, sentences containing symbols are less likely to share210

significant content with the humanly generated highlights.

Parts Of Speech. These features indicate the presence in the sentence of sin-
gular and plural nouns, adjectives, conjunctions, proper nouns and present-
form verbs. As pointed out by Krapivin et al. (2010), the predominance of
specific POS types in the sentence is highly-correlated with its relevance. To215

compute feature values, we applied the POS-tagger provided by the Natural
Language ToolKit (Bird et al., 2009).

Sentence position. This feature indicates the relative position of the sen-
tence in the article. Most of the scientific articles have a common structure,
i.e., they contain an abstract, an introductory section, a methodology de-220

scription, a summary of the main results, and a separate section drawing
the conclusions of the work. The distribution of the highlight information
across the article sections is quite recurrent and could be deemed as rele-
vant for identifying relevant sentences. Notice that unlike the content of the
abstract, which is likely to be referred to mainly in the introductory and225

conclusive sections, highlight information is result-oriented thus it is likely
to be mentioned throughout the sections of the article. Hence, the features
describing the content position need to be tailored to the specific problem
under analysis.

We consider as additional sentence-level feature (i) a categorical represen-230

tation of the section to which the sentence belongs to and (ii) a positioning
score f(s) (ranging between 0 and 1), which is the position offset of a sen-
tence s with respect to the middle of the section. Since technical details are
more likely to be reported in the central part of a text, informative content is
more likely to appear at the beginning or at the end of the sections (Krapivin235

et al., 2010). The score f(s) of an arbitrary sentence s is computed according
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to the formula reported below (where ls is the sentence offset and m is the
maximum offset in the considered article).

lsSentence 

offset

0

m

Positioning 

score0

1

1

f(s) =


− ls
m/2

+ 1 if ls ≥ m
2

+
ls

m/2
− 1 if ls <

m
2

240

Frequency-based word relevance. The sentences that include many highly rel-
evant terms are most likely to contain highlight content. Term relevance can
be evaluated using frequency-based statistics. Specifically, in this work we use
the Term Frequency-Inverse Sentence Frequency (TF-ISF) statistics, which
is among the most established and used term relevance scores in text sum-245

marization (Nenkova & McKeown, 2012). It combines two complementary
frequency counts: (i) the count of the number of occurrences of a term lo-
cally within the sentence, and (ii) the count of the number of sentences in the
article in which the term occurs at least once. Since relevant terms are likely
to occur many times within a specific sentence but rarely in whole article,250

the goal of the TF-ISF statistics is to reward the terms that maximize the
sentence-level count while minimizing the article-level one. The per-sentence
score represented in the dataset feature is the average of the TF-ISF values
of all the terms in the considered sentence.

Since the occurrences of stopwords may be accidentally correlated with255

a specific class label, to avoid adding noise to supervised models, text is
pre-processed by removing stopwords from the list provided by the Natural
Language ToolKit (Bird et al., 2009).

Sentence relevance in latent spaces. In the last years, word embedding mod-
els, such as Word2Vec (Mikolov et al., 2013) and Sent2Vec (Pagliardini et al.,260

2018), have become established to extract numerical features from textual
data. Words in a vocabulary are represented in a latent vector space.

Word and sentence representations in latent vector spaces have been con-
sidered in this study since they are known to be able to effectively capture
both syntactic and semantic similarities among text snippets (Mikolov et al.,265

2013). For our purposes, we model sentences as nodes of a weighted graph,
where edges are weighed by the similarity score between two sentences in
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the latent space. Specifically, we first generate the vector representation of
a sentence using either the Word2Vec or Sent2Vec pre-trained models. Both
models were pre-trained on the English-written Wikipedia corpus1. Then, we270

apply the PageRank algorithm (Page et al., 1999) on the resulting weighted
graphs in order to weigh sentence relevance based on its relative authority
in the graph. The generated features indicate the PageRank scores of the
Word2Vec and the Sent2Vec graphs, respectively.

Sentence similarity with the abstract. Although highlights and abstracts have275

different purposes, they often share part of their content. Highlights usually
give more result-oriented points, while abstract generally describes the po-
sition of the research work and its main contribution. However, the textual
similarity between abstract and highlight content is known to be a relevant
feature for highlight extraction (Collins et al., 2017).280

We compute the sentence-level similarity with the abstract using the fol-
lowing metrics: (i) the Rouge-L score (Lin & Hovy, 2003) (described in
Section 4), (ii) the average similarity between the Word2Vec sentence rep-
resentations of the considered sentence and the abstract sentences, and (iii)
the average similarity between the Sent2Vec representations of the consid-285

ered sentence and the abstract sentences. We considered also alternative
similarity measures for text (e.g. the average Kullback-Leibler divergence).
However, since their integration did not produce any significant performance
improvement, we will disregard them throughout the paper.

3.2. Sentence labeling290

We label records in the training dataset with the maximal similarity score
between the corresponding sentence and any of the article highlights. The
score indicates the relevance of the sentence corresponding to the record to
the article highlights. To compare the selected sentences with the reference
highlights we use the standard Rouge toolkit (Lin & Hovy, 2003), which295

evaluates the unit overlaps between reference model and output. Among the
evaluation scores provided by Rouge, we use, similar to what previously done
by Collins et al. (2017), the Rouge-L F-measure, which considers the longest
common sub-sequence of words (i.e., the largest co-occurring n-grams). Con-
sidering the largest part of the text in common between a candidate sentence300

1The Word2Vec representation of a sentence is generated by averaging the vectorial
components associated with the occurring words.
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and the highlight allows us to estimate the overlap between the content of
the two sentences (under the assumption that the content of the sentences
selected using an extractive approach and those of the highlights are not
necessarily exactly the same). A more detailed description of the Rouge
evaluation scores is given in Section 4.305

3.3. Model training and application

To model the correlation between sentence-level features and label values,
we train a regression model on the training dataset. The model is then
applied to each sentence of a not annotated (test) article. Since for each
sentence of the test article a real-valued score is predicted, sentences can310

be directly ranked in order to generate the top-K sentence recommendation.
The value K is set by the domain expert according to the number of highlights
requested by the publication editor (typically between 3 and 5).

Instead of predicting the exact similarity score, an alternative strategy is
to predict whether the sentence is similar or not to any of the article highlights315

(i.e., the binary classification problem). In such a case, to recommend the
top-K sentences classifiers need to be combined with an appropriate ranking
strategy (applied on the top of the classifier results). Hereafter, we will
denote such an alternative strategy as the classify-and-rank approach.

4. Experimental results320

We validated the performance of the proposed approach on three different
datasets. All the experiments reported in this paper were run on a machine
equipped with a Intel R© Xeon R© X5650, 32 GB of RAM and running Ubuntu
18.04.1 LTS. A description of the analyzed datasets, the considered algo-
rithms, and the evaluation metrics used in the assessment procedure is given325

below.

Dataset. We run experiments on three different paper collections specifically
designed for automatic highlight extraction. Beyond the article full-text,
the collections contain the abstracts and from 3 to 6 highlights per article
provided by the respective authors. Notice that, by construction, highlights330

are not required to exactly match any sentence of the original article.
CSPubSum is a benchmark dataset first proposed by Collins et al. (2017).

It consists of 10,131 training and 150 test articles. The articles in this col-
lection belong to the Computer Science field in broad terms (i.e., they range
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over various subjects). To the best of our knowledge, CSPubSum (Collins335

et al., 2017) is the only benchmark dataset released for research purposes and
tailored to automatic highlight extraction. CSPubSum was crawled from Sci-
enceDirect (https://www.sciencedirect.com/), which is (to the best of our
knowledge) the only scientific paper source providing both article full-text
and humanly generated highlights. To extend the empirical evaluation to col-340

lections of articles ranging over specific subjects, we generated and analyzed
also two new collections of papers, i.e., AIPubSumm and BioPubSumm. The
subject-specific collections were crawled from ScienceDirect by performing
keyword-based queries and selecting papers from the Artificial Intelligence
and bio-medical domains, respectively. AIPubSumm consists of 198 train-345

ing articles and 66 test articles, while BioPubSumm contains 8,070 training
and 2,690 test articles. The three analyzed collections are rather different in
terms of number of papers, covered topics, and text distribution.2

Regression and classification algorithms. We tested the performance of the
proposed approach by exploiting a variety of regression and classification al-350

gorithms. Specifically, we considered the following algorithms: (i) Decision
Tree Classifier (DT-C) and Regressor (DT-R). (ii) Random Forest Classi-
fier (RF-C) and Regressor (RF-R). (iii) Multi-Layer Perceptron Classifier
(MLP-C) and Regressor (MLP-R). (iv) Gradient Boosting Classifier (GB-C)
and Regressor (GB-R). (v) The LSTM-based highlight extraction method355

proposed by Collins et al. (2017). For the approaches (i)-(iv) we used the
implementation available in Scikit-Learn library (Pedregosa et al., 2011).

While the output of regression models can be directly used to rank the
sentences of the input articles, classifiers perform just a selection of the po-
tentially relevant sentences. Hence, in order to produce a ranked list of rec-360

ommended sentences classifiers need to be combined with an ad hoc ranking
strategy, which is applied on top of the classification process. More specifi-
cally, in the Classify and rank strategy the original sentences in the articles
are first filtered based upon the predictions of the binary classifier (i.e., rele-
vant or not relevant). Next, the subset of relevant sentences is ranked accord-365

ing to a specific ranking function in order to identify the top-K sentences. To
our purpose, we tested the following ranking strategies: (i) rank sentences by
decreasing PageRank score in the Sent2Vec graph (S2V-PR), (ii) rank sen-

2For the sake of reproducibility, the keys needed to crawl the subject-specific datasets
are freely available at https://git.io/Je2R0.

12

https://www.sciencedirect.com/
https://git.io/Je2R0


tences by decreasing average tf-idf value (Rank-Tf), and (iii) rank sentences
by decreasing Rouge-L similarity with the abstract (Rank-Sim2Abs).370

A preliminary analysis of the impact of different ranking strategies on the
performance of the classification models was carried out. In compliance with
the previous findings by Collins et al. (2017), the results confirmed that the
strategy (iii) was the best performing one independently of the considered
algorithm. Therefore, hereafter we will consider the latter ranking strategy375

for the classify-and-rank methods.

Summarization approaches. We compared the performance of the proposed
method with that of many existing summarization strategies. As unsuper-
vised summarization methods we considered various methods based on dif-
ferent techniques. More specifically, the following approaches were tested: (i)380

LexRank (Erkan & Radev, 2004), (ii) Textrank (Mihalcea & Tarau, 2004),
(iii) CoreRank (Tixier et al., 2017) (iv) LSARank (Steinberger & Jezek,
2004), and (v) MSFF (Li et al., 2012). Approaches (i)-(iii) rely on graph-
based summarization strategies, which were derived from established ranking
strategies, e.g., Pagerank (Page et al., 1999). Some of them have recently385

been applied to extract highlights from scientific articles (Collins et al., 2017).
LSARank is an established summarizer relying on Latent Semantic Analy-
sis, while MSFF is an approach based on Submodular-based technique. The
considered approaches performed best in the latest summarization contests,
e.g., (Giannakopoulos et al., 2015).390

Since pre-trained sentence-level models based on Deep Learning Methods
have recently found application in text summarization, we considered also
three variants of a recently proposed summarization algorithm (Miller, 2019),
which respectively rely on the following embedding models: BERT (Devlin
et al., 2018), BioBERT (Lee et al., 2019) and SciBERT (Beltagy et al.,395

2019). BERT is among the most established sentence embedding models,
while BioBERT and SciBERT are fine-tuned versions of BERT tailored to
the bio-medical and scientific domains, respectively. Specializing the BERT
model on a collection of scientific articles (SciBERT) allows the summarizer
to better capture the semantic relationships among the contained words.400

Algorithm configuration settings. To fit the models to the analyzed data dis-
tribution, we performed a grid search on the input parameters using a K-fold
stratified cross validation method (Rajaraman & Ullman, 2011) (setting K
to 3). Since training data are highly imbalanced, prior to training classi-
fication models we applied also oversampling techniques to re-balance data405
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among the two classes (i.e., Relevant, Not relevant). Table 2 summarizes
the main algorithm settings. For the parameters that are not enumerated in
Table 2, please consider the standard configuration setting specified in the
Scikit-Learn library (Pedregosa et al., 2011) and the recommended LSTM
settings given by Collins et al. (2017).410

Evaluation metrics. To compare the article highlights with the sentences se-
lected by the summarization algorithm we used the used the Rouge toolkit (Lin
& Hovy, 2003). It is an established summarizer evaluation tool, which counts
the unit overlaps between the two text snippets (i.e., the generated summary
vs. the ground truth). In our context, we counted the overlaps between415

the selected top-K sentences and the expected highlights. Notice that since
highlights are not necessarily part of the original articles, the matching is not
required to be exact.

The Rouge scores indicate the precision, recall, and F-measure values (Ra-
jaraman & Ullman, 2011) achieved by a summarization system according to420

a specific metric. To our purposes, they are tailored to the problem of rec-
ommending the K most relevant sentences. More specifically, the recall@K
is the ratio of correctly selected units in the top-K sentences to all the units
in expected highlights. It measures the ability to retrieve as much highlight
units as possible. The precision@K is the percentage of the correctly selected425

units in the top-K sentences over all the units in the selected sentences. It
measures the ability to accurately select relevant content. The F-measure@K
is the harmonic mean of precision and recall.

We computed the recall@K, precision@K, and F-measure@K scores cor-
responding the following metrics: (i) Rouge-N : it measures the overlap of430

N-grams between the reference and automatic summaries. (ii) Rouge-L: it
identifies the Longest Common Subsequence (LCS) of words between the
reference and automatic summaries. Since the goal is to find the article
sentences whose content is most similar to that of the highlights, Rouge-L
was deemed as the most appropriate evaluation metric (Collins et al., 2017).435

However, for the sake of completeness, we reported also the results achieved
for bigrams (N=2) and 4-grams (N=4), which are commonly used in text
summarization.

Finally, to assess the ability of the proposed approach to accurately rank
the article sentences based on their similarity with the reference highlights,440

we computed also the Mean Reciprocal Rank (MRR) averaged over all the
reference highlights. Specifically, the MRR is computed as follows:
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MRR =
1

|Q|

|Q|∑
i=1

1

ranki

where ranki is the ranking of the correct sentence for the ith query and |Q| is
the total number of queries. For each highlight the MRR is computed as the
mean reciprocal rank of the sentence that maximizes the Rouge-L score3.445

4.1. Comparison between classification and regression algorithms in terms of
ROUGE scores

We compared the performance of various regression and classification
algorithms in terms of precision, recall, and F-measure of different Rouge
scores (Lin, 2004). Specifically, Figures 2-4 plot the Rouge-2, Rouge-4, and450

Rouge-L scores achieved on the benchmark CSPubSumm dataset by varying
the number of the selected sentences. Figures 5 and 6 plot the Rouge-L scores
achieved on BioPubSumm and AIPubSumm, respectively. For the sake of
brevity, we omitted the corresponding Rouge-2 and Rouge-4 scores achieved
on the subject-specific datasets (the achieved results were pretty similar).455

Within a plot, each curve corresponds to different regression or classification
algorithms.

As expected, the average recall values increase while increasing the num-
ber of selected sentences, whereas the precision measures show an opposite
trend. This is mainly due to the presence of redundant information when460

a larger number sentences is selected. Notably, the F-measure values are
maximal while varying K between 2 and 5. This confirms that the selected
sentences are worth considering to recommend highlight content.

Classify-and-rank methods achieved fairly high recall values because, since
they tend to pick longer sentences than regression methods, in the classify-465

and-rank the selected sentences are more likely to include a larger part of
relevant units. Specifically, both regression and classification models consider
sentence length in the training phase. However, while regressors directly
produce a ranked list of selected sentences, classifiers need a further rank-
ing phase. Depending on the ranking functions used in the classify-and-rank470

strategy, sentences with variable length could be selected 4.

3Since highlights are unlike to be part of the article text, their content cannot be
retrieved directly.

4The rationale is to recommend the most appropriate article sentences (independently
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Figure 2: CSPubSumm dataset: comparison between classification and regression methods
in terms of Rouge-2 scores.

(a) Precision@K (b) Recall@K (c) F-Measure@K

The precision values achieved by the classify-and-rank strategies were
fairly low, because these sentences include redundant content as well. Con-
versely, regression methods performed best in terms of precision and F-
measure. For example, by setting K to 3 the best performing regressor475

(Gradient Boosting Regressor) achieved a Rouge-L F-measure equal to 0.316
against 0.298 achieved the best competitor (i.e., the classify-and-rank method
based on Random Forest and Sim2Abs). Regression methods pick shorter
yet relevant sentences, which are deemed as more appropriate to be recom-
mended as candidate highlights (typically, due to editorial constraints, article480

highlights cannot exceed a maximal length). Notice that sentence length is
an input feature, which can be considered by the regression and classification
models in order to make appropriate sentence recommendations.

To give more insights into the achieved results, Table 3 reports the F-
measure results of all the tested methods (including the summarization meth-485

ods, whose results will be thoroughly discussed in Section 4.2) for three rep-

of the eventual length constraint enforced by the publisher) to experts in order to support
the article annotation process.
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Figure 3: CSPubSumm dataset: comparison between classification and regression methods
in terms of Rouge-4 scores.

(a) Precision@K (b) Recall@K (c) F-Measure@K

resentative K values. To assess the significance of the achieved performance
improvements, we applied the t-test validation with 95% confidence level.
Significant variations, in terms of Rouge-L F-measure, between the best re-
gression method (GB Regressor) and the other algorithms are starred in490

Table 3. By varying K in the range between 3 and 5 the performance im-
provements achieved by the regression method against the largest majority
of the classify-and-rank and summarization approaches are statistically sig-
nificant.

4.2. Comparison with summarization methods in terms of ROUGE scores495

We compared the performance of the best regression and classification
methods with that of various summarization algorithms. Despite the goal
of the proposed approach (i.e., extract article highlights) significantly dif-
fers from those of traditional summarization methods (i.e., extract a generic
summary of the article content), we investigated to what extent existing sum-500

marization algorithms could be exploited to address the specific research task
tackled by this work.

Figure 7 shows the results of a performance comparison, conducted on the
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Figure 4: CSPubSumm dataset: comparison between classification and regression methods
in terms of Rouge-L scores.

(a) Precision@K (b) Recall@K (c) F-Measure@K

benchmark CSPubSumm dataset, between the most popular summarizers,
the Deep Learning methods based on the BERT embedding model, and the505

best regressor (Gradient Boosting Regressor) and classify-and-rank method
(Random Forest Classifier). Figure 8 summarizes similar results achieved on
the subject-specific datasets.

The achieved results confirm that the proposed solutions based on regres-
sion models is superior to all the traditional and BERT-based summarization510

approaches, especially when the number of selected sentences in the range
between 3 and 5 (i.e., the most common number of requested highlights).

4.3. Comparison with the abstract

We made also an attempt to use the content of the abstract of the paper
as a baseline for highlight extraction. The performance of the baseline was515

significantly worse than that achieved using regression-based techniques (e.g.,
on the CSPubSumm dataset GB regression 0.316 vs. baseline 0.284 with k=3,
0.303 vs. 0.282 with k=4 in terms of Rouge-L F-measure).

Notice that despite the abstract could be deemed as a paper summary
as itself, its scope completely differs from those of the highlights. In fact,520
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Figure 5: BioPubSumm dataset: comparison between classification and regression meth-
ods in terms of Rouge-L scores.

(a) Precision@K (b) Recall@K (c) F-Measure@K

highlights are mainly result-oriented whereas the abstract is general-purpose.
Therefore, using the abstract content to recommend highlights could be mis-
leading. Furthermore, publishers often make the abstract accessible along
with the highlights. Hence, their content should not be overlapped.

4.4. Comparison with the other methods in terms of Mean Reciprocal Rank525

We compared the sentence ranks produced by all the tested methods using
the MRR measure. This metric has been evaluated for three datasets under
test. Specifically, Figure 9, 10 and 11 report the MRR results respectively
for CSPubSumm, BioPubSumm and AIPubSumm.

These comparisons allow us to quantitatively evaluate the ability of the530

regression model to rank sentences according to their pertinence to the actual
highlight content.

The results show that regression methods perform significantly better
than the other approaches, since they are able to better discriminate sen-
tences according to their actual relevance to the highlight content.535
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Figure 6: AIPubSumm dataset: comparison between classification and regression methods
in terms of Rouge-L scores.

(a) Precision@K (b) Recall@K (c) F-Measure@K

4.5. Execution times

The feature extraction and data labelling steps approximately took 25
seconds per article, while the model training time varied between 76 seconds
(Decision Tree Classifier) and 59 minutes (Gradient Boosting Regressor) on
the CSPubSumm dataset.540

5. Conclusions and future works

Annotating scientific articles with textual highlights provides readers with
potentially useful result-oriented insights. Unfortunately, the annotation pro-
cess is commonly performed manually. Furthermore, for most of the past
publications highlight information is missing. This work overcomes the afore-545

said issues by performing supervised learning on previously annotated arti-
cles.

The results achieved on the benchmark CSPubSumm dataset and on the
two new subject-specific collections show that (i) regression models, in most
cases, performed significantly better than all classification models, includ-550

ing the state-of-the-art approach proposed by Collins et al. (2017). (ii) The
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performance of the proposed approach was superior to that of unsupervised
summarization methods, which have shown to be unsuitable for addressing
the specific highlight extraction task. (iii) The features denoting the simi-
larity between candidate sentences and the highlights in the vector spaces of555

word/sentence embeddings appearing to be influential for sentence selection
and ranking. (iii) Considering the similarity between the sentence and the
abstract helps to train effective models as well. However, abstract sentences
as themselves appeared to be inappropriate as paper highlights. (iv) While
coping with homogeneous paper collections (i.e., papers ranging on the same560

topic), the extraction process becomes less sensitive to the presence of out-
liers. Therefore, the performance of classification models, in some cases, gets
closer to that of best performing regressors.

The above-mentioned research findings leave room for various extensions
on the current work. First, regression models can be better customized on565

specific topics, e.g., by combining fine-tuned embedding models with a num-
ber of descriptive features. Secondly, a similar regression method can be
applied to the phrases of the article text in order to automatically extract
alternative keyphrases or titles. Finally, the correlation between keywords,

Figure 7: CSPubSumm dataset: performance comparison between the best performing
regression and classification methods, the most popular summarization methods and sum-
marization methods based on BERT.

(a) Rouge-2 F-Measure@K (b) Rouge-4 F-Measure@K (c) Rouge-L F-Measure@K
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highlights, title, and abstracts can be further explored. Specifically, we plan570

to design an integrated model extracting keywords, highlights, abstracts and
titles from scientific articles with coherent, exhaustive, and non-redundant
content. The designed model may drive content extraction from both single
articles and collections of homogeneous articles.
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Table 1: Examples of abstract, highlights, and recommended sentences. Paper entitled
Context adaptable driver information - Or, what do whom need and want when? in the
CSPubSumm Collins et al. (2017) dataset.

Qualitative assessment of the recommended sentences

Abstract This study deals with a first step towards context adaptive functionality of a Driver In-
formation System. Driving a car is a complex task for which the driver needs appropriate
information to fulfil his or her goals. New technologies enable adaptability to driver state,
task, personality etcetera and also to the context. The aim of this study was therefore to
investigate what information people perceive that they need and want from the car in differ-
ent contexts and to what extent there is consensus about the function. A new methodology
was developed, and 33 private car drivers were interviewed and asked to rate a number of
possible abstract functions in a car in different contexts. It was shown that people need and
want different types of information in different contexts. It was furthermore indicated that
there is sometimes a difference in drivers’ opinions about what should be presented by the
car and that there is varying consensus over different functions in different contexts. The
rating result was illustrated by an easily perceived Context Function Matrix. The results
may be used in the design of a context adaptive driver information system.

Manually
anno-
tated
highlights

As guideline for design of context adaptive driver information systems or for optimization of
display space.

As a weight when evaluating future adaptive information systems.

When deciding whether a function should be activated automatically or manually.

Gradient
Boosting
Regressor
(Best
algorithm)

The study resulted in a context function matrix and a zoom metaphor useful for future
context adaptive driver information.

Not surprisingly, the results indicate that drivers want or need different functions in different
contexts.

The results can be used as a guideline for design of context adaptive driver information
systems or for optimization of display space.

Random
Forest
Classifier
(Ranking:
Sim-Abs
score)

The purpose of this study was therefore to investigate: whether drivers want or have a
perceived need for different functions in different contexts (Q1), what information different
drivers perceive to be needed and wanted in different contexts (Q2), the extent to which
there is consensus about each function (Q3) And to illustrate and make understandable the
functions in the different contexts (Q4).

The first research question was whether drivers want or have a perceived need for different
functions in different contexts (Q1), The interviews, function grading and open end answers
in the study gave an indication that drivers have different perceived needs and desires in
different driving contexts.

For instance, a tired driver and an alert driver, a daily trip to work and a holiday trip, a
worn car and a new car and drivers with long and short response times may need different
information.

CoreRank
(Graph-
based
method)

There was a high consensus about the lowest grades: show engine coolant temperature, show
oil level in engine, show engine oil temperature, measure time, show travel distance in total
and show engine oil pressure. Lap time, show cruise control set speed, ability to watch movie,
show when it is permitted to take over, show engine oil temperature and show average speed
were given the lowest scores but had a high consensus.

Before driving, functions of a more strategic character are graded high: warn for slippery
road conditions, show outdoor temperature, warn for slippery road conditions on the way to
the destination, show fuel level, show distance to empty tank, show alternative roads to the
destination, show information about dangerous roads, show estimated time of arrival, show
that there are queues on the way to the destination, show recommended speed due to road
conditions, visibility and show tire pressure in the different tires.

Ability to surf on the Internet, show free parking places, show engine oil temperature, show
engine oil pressure, lap time, show start time for parking heater and remind that the car
needs regular service received the lowest grades.
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Table 2: Input parameters of regression and classification algorithms.

Dataset Model Parameters

CSPubSumm

DT-R Criterion: Friedman MSE, max depth: 8

RF-R Criterion: MSE, max depth: 10, estimators=100

MLP-R Number of layers: 4, layer size: 60

GB-R Loss: least squares, learning rate: 0.18, estimators: 400

DT-C Criterion: gini, max depth: 8

RF-C Criterion: entropy, max depth: 20, estimators:80

MLP-C Number of layers: 1, layer size: 60

GB-C Loss: deviance, learning rate: 0.18, estimators: 400

Table 3: Rouge-L F-Measure values achieved by different algorithms. Significant variations
between the best regression method (GB regressor) and the other algorithms are starred.

K Core- LSA- Sub- Text- Lex- DT RF MLP GB DT RF MLP GB LSTM

Rank Rank Modul Rank Rank Reg Reg Reg Reg Cla Cla Cla Cla Cla

Original CSPubSumm dataset

3 0.257* 0.179* 0.235* 0.209* 0.257* 0.303* 0.313 0.309* 0.316 0.276* 0.298 0.272* 0.273* 0.295

4 0.239* 0.175* 0.228* 0.205* 0.237* 0.291* 0.297* 0.297* 0.303 0.258* 0.284* 0.254* 0.254* 0.278*

5 0.225* 0.168* 0.213* 0.193* 0.217* 0.270* 0.278* 0.278* 0.284 0.239* 0.265* 0.239* 0.240* 0.256*

BioPubSumm Dataset

3 0.241* 0.171* 0.221* 0.208* 0.227* 0.259* 0.275* 0.278 0.280 0.248* 0.253* 0.250* 0.250* 0.243*

4 0.227* 0.166* 0.215* 0.197* 0.223* 0.250* 0.265* 0.270 0.271 0.236* 0.241* 0.239* 0.238* 0.231*

5 0.215* 0.160* 0.204* 0.185* 0.199* 0.237* 0.249* 0.258 0.257 0.222* 0.227* 0.225* 0.224* 0.219*

AIPubSumm Dataset

3 0.244* 0.168* 0.180* 0.195* 0.225* 0.256 0.283 0.280 0.289 0.256 0.277 0.270 0.268 0.235*

4 0.233* 0.162* 0.175* 0.187* 0.212* 0.256 0.274 0.267 0.281 0.247 0.271 0.252 0.253 0.226*

5 0.217* 0.155* 0.166* 0.177 0.201* 0.244 0.263 0.259 0.266 0.227* 0.263 0.235 0.236 0.215*
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