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Abstract. Autonomous driving cars hopefully could improve road safety. How-
ever, they pose new challenges, not only on a technological level but also from 
ethical and social points of view. In particular, social acceptance of those vehicles 
is a crucial point to obtain a widespread adoption of them. People nowadays are 
used to owning manually driven vehicles, but in the future, it will be more prob-
able that the autonomous driving cars will not be owned by the end users, but 
rented like a sort of driverless taxis. Customers can feel uncomfortable while rid-
ing an autonomous driving car, while rental agencies will need to differentiate 
the services offered by their fleets of vehicles. If people are afraid to travel by 
these vehicles, even if from the technological point of view they are safer with 
respect to the manually driven ones, customers will not use them, making the 
safety improvements useless. To prevent the occupants of the vehicle from hav-
ing bad feelings, the proposed strategy is to adapt the vehicle driving style based 
on their moods. This requires the usage of a neural network trained by means of 
facial expressions databases, of which there are many freely available online for 
research purposes. These resources are very useful, but it is difficult to combine 
them due to their different structures. To overcome this issue, a tool designed to 
uniform them, in order to use the same training scripts, and to simplify the appli-
cation of commonly used postprocessing operations, has been implemented. 

Keywords: Autonomous Driving Vehicle, Emotion Recognition, Neural Net-
work, Social Acceptance. 

1 Introduction 

The development of autonomous driving vehicles is a challenging activity, with tech-
nological, ethical, and social implications. The main driver of this development is an 
expected increase in road safety [1]: the idea is that such vehicles, equipped with com-
plex sensors like LIDAR, RADAR, cameras and so on, will be more able, with respect 
to human drivers, to avoid (or at least to mitigate the consequences if inevitable) 
crashes. 
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People used cars for over a hundred years, and during all this time period the vehicles 
have been operated by human drivers. Due to this habit, it is simpler for people to trust 
another person with respect to a computer to drive their vehicles. Moreover, we expect 
that drivers adopt different styles depending on their emotions [2].  So, it is important 
to take into account their social implications in order to avoid making the expected 
safety improvement useless due to a lack of people’s trust on those vehicles. These 
regards ethic issues, social trust on autonomous driving capabilities, and novel com-
mercialization model for the car manufacturers. In this paper, we would like to analyze 
the problem and propose an idea to improve the trust in these new driverless cars. 
We wish to draft a preliminary workflow to perform autonomous vehicles passengers’ 
emotions detection, in order to improve their comfort and so their trust. From a tech-
nical perspective, we would like to present a software tool to simplify the training of a 
neural network that, starting from the passengers’ faces pictures, recognize their emo-
tions. It could be used to adapt consequentially the autonomous cars driving style. As 
evidenced by various studies [3], positive emotions would consider faster or riskier 
driving as more favorable than people with negative emotions so, regarding the driving 
style adaptation, we can make more precise clarifications about what we wish to 
achieve: 

• if the people on the car are scared or sad, the car adopts a caring driving 
style, that slows the speed and takes the curve more accurately (lowering 
the lateral accelerations); 

• if the people on the car are neutral, the car adopts a normal driving style; 
• if the people on the car are happy or over enjoyed, the car adopts a sportive 

driving style (steeper acceleration/braking ramps and curve trajectory with 
a higher level of lateral accelerations). 

To obtain these results, as the first step in the development of the approach, a novel 
software has been developed. It is designed to allow usage of various third-party facial 
expressions databases for the training, the validation, and the testing of the emotions 
recognition neural network. It also simplifies the applications of commonly used post-
processing operations on the images, like grayscale conversion and histogram equali-
zation. 

2 State of art 

In recent years the miniaturization, which allows the creation of even smaller devices, 
the spread of smartphones with better and better cameras, the continuous improvement 
of wireless connections, and the advent of neural networks and other technologies have 
opened the door to the use of these techniques for different purposes. These devices can 
be easily embedded inside vehicles in a cost-effective way. 
Neural networks have been used in recent years to solve various problems. For exam-
ple, the LeNet-5 network [4] proposed by Yann LeCun, Joshua Bengio and Patrick 
Haffner has been used to automatically read the digits on bank cheques in the United 
States and is still used nowadays in the industry. Other examples of these technologies 
are the artificial intelligence developed by DeepMind [5], a subsidiary of Alphabet 
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Inc.’s Google, like AlphaGo, AlphaZero, and the last AlphaStar, that was capable of 
beating different professional StarCraft players.  
Around the 1970s, psychologist Paul Ekman [6] identified six basic emotional states 
common to all cultures: anger, disgust, fear, happiness, sadness, and surprise. Further 
emotional states were subsequently theorized and then extended by Paul Ekman himself 
and other researchers [7, 8, 9]. For the sake of this paper, we considered these six states 
with the addition of the neutrality and contempt states. 
Starting from the 2000s, several databases depicting human faces have been published 
with the aim of improving the algorithms for identifying facial expressions [18]. 
These databases are composed of posed and non-posed photos, and sometimes show 
additional data such as, for example, the Facial Action Coding System (FACS) coding 
[10, 11] and the Active Appearance Model (AAM) facial landmarks [12, 13]. 
Various authors [14, 15] described in detail that the interactions between cars, drivers, 
passengers and the ownership of cars are really complex [16]. Autonomous driving will 
put in place a new era in car ownership and usage, so car manufacturers need to under-
stand how passengers will want to use that kind of vehicles. Other than that, to make 
things even more complex, it is reasonable to expect a time (from 10 to 30 years) in 
where driver-owned manually driven cars coexist and compete on the market with 
rented autonomous driving vehicles. 
A lot of effort has been spent in the development of autonomous driving cars, consid-
ered in both owners, regulatory bodies and passengers’ perspective [1]. But some ques-
tions remain open. In the future, the customers will want to own a car or they will 
become an on-demand transportation service only like taxis, trains or airplanes? If the 
answer is the second one, how can different carmakers and their new business-to-busi-
ness customers, in this case transport companies and not the passengers, who will hold 
autonomous cars fleet, differentiate from each other in order to reach more final users? 
And finally, how much the customers be willing to pay this kind of service? At the 
moment, it is difficult to forecast answers to these questions, so they need to invest into 
the user experience of passengers, as much as airlines and railways companies did.  
We claim that an enabling technology to improve the customers experience could be a 
properly trained neural network able to recognize the passengers’ emotions. In this way, 
it will be possible to modify the vehicle behavior based on the passengers’ feelings 
detected during the ride. 

3 Proposed approach 

Our proposal is to use cameras mounted in front of each seat of the car, and a properly 
trained neural network in order to adapt the vehicle driving style basing on the passen-
gers’ emotions. We claim that in this way it will be possible to improve the passengers’ 
trustiness on these vehicles, hence their social acceptance. To avoid privacy issues, all 
the related emotions detection computations will be executed onboard thanks to a ded-
icated ECU, without any transmission to the external world. Moreover, the algorithm 
does not need to store into a permanent memory the frames representing the passengers’ 
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faces. This device is not directly involved in safety-critical tasks, so it can be imple-
mented in a cost-effective way. The onboard system will be composed of: 

• micro-cameras, placed in front of each seat to take pictures of the passen-
gers' faces; 

• a neural network, to recognize the emotions of each passenger; 
• a decision algorithm, that determines the vehicle configuration on the base 

of the recognized passengers’ emotions; 
• a centralized emotions detector and control management computer, to tune 

vehicle parameters dynamically to improve the passengers’ experiences. 
The workflow to obtain the dataset needed to train this neural network is the follow-
ing. Firstly, it is necessary to obtain the databases needed to train the neural network. 
There are many databases containing facial expressions that can be used for research 
purposes, which will be discussed later. 

  
Fig. 1. Graphical representation of the proposed system 

After this step, it is possible to start with the training, validation, and testing of the 
neural network. After that a sufficient emotions recognition accuracy has been 
achieved, a test campaign on a real vehicle can be started, in order to verify the effec-
tiveness of the network in different lighting conditions (sun position, shadows due to 
the frame of the car, night driving) and in more realistic scenarios. 
The last part of the work will regard how to properly manage the driving style depend-
ing on the detected feelings. 
For the sake of this paper, we want to focus on the first phase, regarding the datasets 
preparation activities. To improve the effectiveness of this phase, we chose to develop 
a novel software that we called Facial Expressions Databases Classifier (FEDC). 
FEDC is a program able to automatically classify images of some of the most used 
databases, depicting posed human faces: 

• Extended Cohn-Kanade Database (CK+) [17, 18]; 
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• Facial Expression Recognition 2013 Database (FER2013) [19]; 
• Japanese Female Facial Expression (JAFFE) [20]; 
• Multimedia Understanding Group Database (MUG) [21]; 
• Radboud Faces Database (RaFD) [22]. 

In all databases, emotions were classified according to Ekman's framework, but from 
a technical point of view, each author has adopted a different structure to organize the 
images. Since we would like to use pictures from multiple databases, without having to 
adapt the neural network training script for each of these, we have chosen to develop a 
novel program to uniform the classifications. 
Since FEDC exploits the labels provided by the databases' creators, the accuracy relies 
only upon the classifications performed by them. In addition to this, it is also able to do 
several useful operations on the images, in order to simplify the neural network training 
operations and enhance its performances: 

• scaling of the horizontal and vertical resolutions; 
• conversion in grayscale color space; 
• histogram equalization; 
• face detection to crop the images to face only. 

This allows, for the people who make use of these databases, to minimize the time 
necessary for their classification, so that they can dedicate directly to other tasks, such 
as training of a neural network. 

3.1 FEDC description 

FEDC has a clean and essential user interface, consisting of four macro areas: 
• in the left column, it is possible to choose the database to be classified; 
• in the right column, it is possible to select the operations to be performed 

on the photos: those available have already been mentioned previously; 
• in the lower part of the window, there are the buttons to select the input file, 

the output folder, and to start and cancel the classification; 
• finally, above the buttons, there is the progress bar, that indicates the pro-

gress of the current operation. 
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Fig. 2. Graphical User Interface of FEDC 

 
It should be noted that: 

• the user must choose a size for the photos to be classified: it must be be-
tween 48x48 and 1024x1024 pixels. For the FER2013 database, since the 
starting images have a 48x48 pixels resolutions, this possibility, alongside 
to the face cropping feature, is not available; 

• the JAFFE and the FER2013 databases contain grayscale-only images; 
• the RaFD database also contains photos taken in profile: the program excels 

in the recognition of frontal photos and allows recognition to be made even 
for profile photos, although it is likely that it will not be able to classify all 
these photos. 

The images automatically classified with this program can be used, for example, for 
training a neural network with Keras [23] or similar frameworks: using Python with the 
Scikit-learn library [24], these images can be subdivided in the training, validation and 
test datasets or cross-validated. 
Antonio Costantino Marceddu, that is one of the authors of this paper, developed FEDC 
resorting to Eclipse, with Java and the addition of the OpenCV framework [25], and 
released his software under the MIT license on GitHub [24]. 

4 Conclusions 

Social acceptance implications on autonomous driving cars have to be considered in 
autonomous driving vehicles development. To achieve this goal, customers’ trustiness 
plays a key role. In this paper, a possible improving methodology focused on the adap-
tation of the vehicle driving style, based on the passengers’ emotions have been pro-
posed.  
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At the moment, the effort of the authors is directed on the first stage of the methodology 
development, which is the data preparation for the training, validation, and test of the 
neural network, using pictures from the various databases of facial expressions availa-
ble online for research purposes. Once that the neural network is trained, it will be pos-
sible to perform tests on cars in order to verify the emotions detection algorithm capa-
bilities from the pictures captured with onboard cameras, in grayscale, in daylight or IR 
at night. When an acceptable matching rate will be reached, the next steps will be the 
development of the algorithms for car parameters tuning and for choosing the prevail-
ing emotion, since the passengers can have conflicting moods. The last point will be 
the finding of an acceptable frequency to update the driving style. 
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