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ABSTRACT

The accuracy of video quality metrics (VQMs) is an important issue
for several applications. In this work, first we observe that the ac-
curacy of several video quality metrics (VQMs) is strongly related
to the spatial complexity index (SI) of the source. In particular, our
investigation suggests that the VQMs are more likely to inaccurately
predict the subjective quality of the processed video sequences de-
rived from sources characterized by low SI. To address such a situa-
tion, we propose a machine learning based improvement for each of
the VQMs considered in this work and a video quality metric fusion
index (VQMEFI) that jointly exploits all the VQMs considered in the
study as well as spatiotemporal features to produce a better estima-
tion of the subjective quality. Computational results demonstrate the
superiority of our proposals on several datasets.

Index Terms— Video quality, machine learning, spatial activity

1. INTRODUCTION

Several objective video quality measures (VQMs) have been pro-
posed in the past decades to compute an estimate of the mean opinion
score (MOS) that would be produced in a subjective video quality ex-
periment in which users are asked their opinion about the quality of
videos affected by artifacts, the so called processed video sequences
(PVSs), when compared to the original source (SRC).

Despite many of those measures have been shown to perform
relatively well in a wide range of conditions, the correlation between
the predicted MOS and the actual one is still far from optimal. In par-
ticular, in this work we start from the observation that sources with
low spatial activity seem to negatively affect the correlation between
the value of the measure and the actual MOS.

On the basis of such an observation we propose a correction to
the behavior of such measures by means of a neural network (NN)
based approach. Hence the goal of this work is not to design a highly
sophisticated NN for quality assessment, as already done by sev-
eral other authors, instead we aim at designing simple and very low-
complexity NN that allow to enhance the accuracy of the traditional
VQMs. Such NN take as input the traditional measure as well as
two spatiotemporal features and returns an improved quality value
that is shown to yield a better MOS estimation.

Moreover, we also use the same NN based approach to create
a new fused measure that, relying on multiple well-known objective
quality measures, produces a value that is shown to better correlate
with the subjective video quality also when used on a completely
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different video quality dataset. The performance is even better than
VMAF [1] (the best measures among the ones considered in this
work) for the case of low spatial activity and almost on par in the
other cases. Finally, to extensively support our conclusions, we con-
ducted an additional test on a larger, but non subjectively annotated,
dataset of video sequences that includes 19,840 PVSs. Here we de-
fined an incoherence index as the the standard deviation of the differ-
ent VQMs for each PVS, and concluded that the proposed improved
VQMs seem to be superior because they return a lower incoherence
index value.

The paper is organized as follows. In Section 2 related work is
presented. Then, Section 3 presents the datasets used in this work,
followed by an analysis of the behavior of some VQMs in Section 4.
Our proposal is presented in Section 5 followed by experimental re-
sults in Section 6. Conclusions are drawn in Section 7.

2. RELATED WORK

Traditionally, two main approaches have been adopted for video
quality assessment. The first one consider the possibility of predict-
ing the perceived quality by modelling the properties of the human
vision system (HVS) [2, 3, 4, 5]. The other approach instead focuses
on determining how pronounced is the presence of artifacts by ex-
tracting features from the PVS and eventually also from the source
and derive on the basis of these information the perceived quality
[6]. Mapping features to perceived visual quality has been done in
different ways, for instance using a weighted combination of the fea-
tures [7, 8], through a ratio between information extracted from the
PVS and the SRC to measure how distorted the PVS is [9] or ex-
ploiting machine learning algorithms.

The machine learning approach has demonstrated to be quite
effective and hence has gained popularity in the last decade with
the publication of a large number of works. In [10, 11, 12, 13] the
authors extracted features directly at the pixel level and relied on
machine learning algorithms to predict the quality of the PVS thus
designing from scratch new VQMs. Recently other authors [14, 15]
instead focused on fusing together some of existing VQMs using
machine learning algorithms to derive better predictors of subjective
quality.

The aim of this work is not to design a highly sophisticated
NN for quality assessment as it has been largely done in literature
but rather to propose a simple and thus computationally efficient
NN based tool that is able to address a shortcoming of widely used
and trusted VQMs. Furthermore, to the best of our knowledge,
few works focused on trying to characterize the shortcomings of
VMAF [16] that is generally regarded as a quite accurate VQM.
In this work we objectively characterize PVSs for which even the
VMAF is likely to inaccurately predict their MOS.



3. DATASETS DESCRIPTION

In this work we rely on the recently released I754S dataset, which
has been assembled and published by NTIA/ITS [17] in the CDVL
repository [18] to design and cross validate the proposed VQM im-
provement. It includes 813 unique source sequences at 1280x720
resolution, each about 4 second long. A subset comprising 514 of
these sequences has been AVC compressed by the authors at one of
these 5 different bitrate values: 512, 951, 1256, 1732, 2340 kbps. For
lower bitrate encodings, lower resolutions have been used [19], how-
ever all content has been decoded and upscaled again at 1280x720
before performing any subjective evaluation. We run full-reference
objective measures on all the available 514 SRC-PVS pairs', com-
puting the following 5 objective measures: PSNR, SSIM, MS-SSIM,
VIF as implemented by the VQMT software [20], and the VMAF v.
0.6.2 measure [1].

Our study also considers the Netflix Public Dataset [21], which
includes 70 subjectively annotated PVSs covering the full MOS
range and the VQEG JEG-Hybrid Large Scale dataset (JEG-
DB) [22] which includes 19,840 PVSs obtained by compressing
a few source sequences in HEVC format using a large variety of
coding parameters, including bitrates ranging from 500 Kbps to 16
Mbps. Both datasets include high resolution content (1920x1080).

4. PRELIMINARY VQMS ACCURACY INVESTIGATION

In order to be able to analyse the prediction accuracy of the different
VQMs on the annotated datasets, i.e., the ITS4S and the Netflix pub-
lic datasets, we first fitted the values of all the 5 VQMs to the MOS
using the following logistic function

MOS = B (0.5 + )+ﬁ4-VQM+55 ey

1
1+ exp B2(VOM — f3s)
as recommended in [23]. The five coefficients for each VQM are
computed by performing a least square fitting on the ITS4S dataset.

Then we computed the Pearson correlation coefficient (PCC),
the Spearman rank correlation coefficient (SRCC), and the residual
mean square error (RMSE) to quantitatively compare the prediction
accuracy of the different VQMs.

In this step we introduce two features related to the complexity
of the scene and the sensitivity of the HVS with respect to spatial and
temporal constraint. They are computed on each PVS, derived from
the definition of the spatial and temporal perceptual information in
ITU [24]:

AvgSI = (i std(Sobel(Fﬂ)) /Np (2)

i=1

Np
AvgTI = (Zstd(ﬂ- — Fi1)> /Np 3)
i=2
where F;, N and std() denote respectively the i-th frame, the num-
ber of frames and the standard deviation.

To characterize the effect of the AvgSI and the AvgTI on the
performance of the VQMs, we analyzed the three performance
measures (PCC, SRCC, RMSE) separately for PVSs derived from
sources characterized by different values of AvgSI and AvgTI. While
we were not able to identify a trivial relation between the accuracy
of the VQMs and the AvgTI, we noticed that the prediction accuracy
of all the VQM s is clearly affected by low values of AvgSI.

IThe dataset of the newly computed measures is publicly available for
research purposes at http://media.polito.it/its4s

Table 1. VQMs prediction of MOS on the ITS4S dataset.

Index PVS PSNR | SSIM | MS-SSIM | VIF | VMAF
AvgSI<401 0310|0370 | 0.451 |0.501| 0.599

PCC |AvgSI>40| 0.655|0.740| 0.770 |0.822| 0.833
All 0.593 |0.688 | 0.731 |0.772| 0.799

AvgSI<401 0.324 |10.231| 0.379 |0.495| 0.596

SRCC | AvgSI>40|| 0.711 [0.716 | 0.786 |0.809 | 0.826
All 0.619 |0.624 | 0.707 |0.747| 0.777
AvgSI<401 0.571 |0.597 | 0.555 |0.562| 0.505
RMSE | AvgSI>40 || 0.591 | 0.507 | 0.478 ]0.430| 0.416
All 0.585 10.528 | 0.496 |0.462| 0.437

Table 2. VQMs prediction of MOS on the Netflix public dataset.

Index PVS PSNR | SSIM | MS-SSIM | VIF | VMAF
AvgSI<401 0.533 |10.425| 0.477 |0.497| 0.844

PCC | AvgSI>401 0.809 | 0.801 | 0.840 |0.920| 0.967
All 0.656 | 0.669 | 0.735 |0.783| 0.935
AvgSI<401 0.579 | 0.483 | 0.549 |0.591| 0.840

SRCC | AvgSI>401| 0.870 [ 0.805| 0.930 |0.925| 0.949
All 0.682 | 0.654 | 0.769 |0.779| 0.922
AvgSI<40|| 1.023 | 0.981 1.008 10.941| 0.737
RMSE | AvgSI>40 | 0.952 | 0.983 | 0.849 |0.813| 0.624
All 1.001 |0.982| 0.904 |0.857| 0.663

In Table 1 and 2 we report, for the ITS4S and the Netflix dataset
respectively, the PCC, SRCC and RMSE measures computed sep-
arately for PVSs derived from sources with low AvgSI (Group 1:
AvgSI<40) and high AvgSI (Group 2: AvgSI>40). The value 40
has been experimentally determined as the highest value at which
there is still significant difference between the two groups. It can be
clearly seen that the prediction of the VQMs poorly correlates with
the MOS when evaluating the quality of PVSs in Group 1. Further-
more, higher RMSE values are observed, in general, for PVSs in
Group 1.

In order to further investigate the performance of the VQMs on
sequences having low AvgSI we carried out an additional analysis
on the JEG-DB dataset. Despite the fact such dataset is not subjec-
tively annotated, it contains a large number of PVSs, which helps in
making observations more statistically significant. On this dataset
we computed for each PVS the five objective VQMs and to each of
them we applied the logistic functions in Eq. (1) to obtain the five
MOS estimations as we did for the ITS4S and Netflix datasets.

We define a measure, which we name incoherence of the VQMs,
by evaluating, for each PVS, the standard deviation of its five VQMs.
In other words, we associate a numerical value Ipy s to each PVS
that quantifies how incoherent are the predictions of the considered
VQMs when used to estimate a MOS value. Aiming at studying the
impact of low AvgSI on the value of Ipy s, we performed a non
parametric estimation of the probability density function of the val-
ues of Ipys both for PVSs of Group 1 and 2. Such probability
density functions have been fitted from the Ipy s values using the
kernel density estimation method, choosing Normal kernels. Further
information about the procedure are available in [25].

Figure 1a reports the densities obtained for each group of PVSs.
The shape of the densities clearly suggests that the VQMs are more
likely to provide incoherent estimations when used to predict the
MOS of a PVS belonging to Group 1. In fact, while the density of
the PVSs in Group 2 concentrate most of the probability in the range
[0,1], the density associated to Group 1 is spread over much higher
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Fig. 1. Distribution of the incoherence of the VQMs on the JEG-DB before (VQMs) and after the improvement (I-VQMs).

Table 3. Accuracy of MOS predicted by the proposed I-VQMs on
the ITS4S dataset.

Index PVS I-PSNR |I-SSIM | I-MS-SSIM | I-VIF|I-VMAF
AvgSI<40]| 0.681 | 0.648 0.668 |0.736| 0.675
PCC |AvgSI>40|| 0.802 | 0.764 0.820 |0.838| 0.853
All 0.788 | 0.751 0.802 |0.824| 0.829
AvgSI<40]| 0.646 | 0.619 0.667 |0.700| 0.685
SRCC | AvgSI>40|| 0.790 | 0.744 0.802 10.823| 0.841
All 0.771 | 0.724 0.780 |0.802| 0.812
AvgSI<40| 0.451 | 0.469 0.453  |0.421| 0.464
RMSE |AvgSI>40|| 0.455 | 0.483 0.430 |0.409| 0.395
All 0.454 | 0.480 0.435 |0.411| 0.411

Table 4. Accuracy of MOS predicted by the proposed I-VQMs on

the Netflix dataset.
Index PVS I-PSNR |I-SSIM |I-MS-SSIM |I-VIF | I-VMAF

AvgSI<40]| 0.743 | 0.606 0.632 0.614| 0.846
PCC |AvgSI>40|| 0.931 | 0.795 0.935 0.894| 0.969
All 0.876 | 0.743 0.857 0.822| 0.937
AvgSI<40| 0.811 | 0.671 0.702 0.637| 0.878
SRCC | AvgSI>40|| 0.943 | 0.821 0.948 0.914| 0.941
All 0.899 | 0.761 0.871 0.815| 0.926
AvgSI<40]|l 0.859 | 0.981 0.934 0.915| 0.799
RMSE |AvgSI>40|| 0.713 | 0.939 0.751 0.807| 0.650
All 0.765 | 0.960 0.816 0.844| 0.702

incoherence values and reveals that the VQMs provide, for many
sequences, MOS estimations that differ, among them, more than 1
unit of MOS.

In light of these results, it seems clear that low values of AvgSI
strongly affects the performance of the VQMs. In the next section
we will propose two strategies to improve the accuracy of the VQMs
on the basis of this observation.

5. PROPOSED VQMS IMPROVEMENT

We propose to improve the VQMs using models that predict the
value of the MOS considering, in addition to the value of the VQM
itself, the AvgSI in order to overcome the shortcoming pointed out
by the previous analysis and the AvgTI that allows to take into con-
sideration the motion masking effects, i.e., lower perception of dis-
tortion in presence of large motion. Similar spatiotemporal features
have been widely used while evaluating subjective quality [16, 14].
We designed and trained five NNs, one for each VQM. Each
NN computes MOS, i.e., an improved estimation of the value of the
MOS given the VQM, AvgSI, and AvgTI values of the PVSs. More

formally, we have
I-VOM = MOS = NNy ¢ (VOM, AvgSI, AvgTI) @)

where I-VOM and NNygy are respectively the improved VQM and
the NN that improves the considered VQM. Exploiting the initial
accuracy of each VQM coupled with the outcomes of the analysis
presented in the previous section, we designed really shallow NNs
with few features in input thus avoiding overfitting while minimizing
computational costs. The best results have been obtained adopting
a NN structure with three neurons on the input layer, one for each
input, a single hidden layer with five neurons and a single neuron
output layer that delivers the MOS prediction. All the 5 NNs have
been trained on the ITS4S dataset using the Levenberg-Marquardt
algorithm with backpropagation.

As it will be seen in the next section, each I-VQM is able to pre-
dict the quality of PVSs generated from sources characterized by low
AvgSI more accurately than the corresponding VQM. However a not
negligible gap in accuracy can still be observed when comparing the
performance of the I-VQMs on the low and high AvgSI groups. To
overcome this limitation of the I-VQMs we designed an additional
NN that takes as input all the five VQMs, the AvgSI and the AvgTI,
and produces, as output, an estimation of the MOS named VQMFI,
i.e., VQM fused index. Except for the number of neurons on the
input layer that we changed from three to seven, we maintained the
structure of the NN similar to the one previously described.

At the end of our analysis, we have six trained NNs, i.e., five
NNs that implement the improved version I-VQM of each VQM
used in our study and another one that implements our proposed
VQMFIL.

6. EXPERIMENTAL RESULTS

In the experiments, we first perform a leave-one-out cross validation
of the proposed NNs on the ITS4S dataset, then we perform addi-
tional tests on the Netflix dataset and the JEG-DB dataset that have
never been involved in the training process.

6.1. I-VQMs and VQMFI performance on the ITS4S dataset

Comparing the values in Table 1 to those in Table 3, it appears evi-
dent that our proposal contributes to improve all the VQMs consid-
ered in this study since a significant gain in terms of correlation can
be observed especially for the PVSs in Group 1. For instance, an
increase of the PLCC from 0.31 to 0.68 for the PSNR is obtained.
The results are further refined when using the VQMFI as it can be
seen in Table 5.



Table 5. Performance of the proposed VQMFI compared, as a reference, to VMAF and our I-VMAF.

ITS4S dataset Netflix dataset
PVS VMAF | I-VMAF | VQMFI | VMAF | I-VMAF | VQMFI
O AvgSI<40 | 0.599 0.675 0.828 0.844 0.846 0.897
O | AvgSI>40 | 0.833 0.853 0.854 0.967 0.969 0.972
~ All 0.799 0.829 0.844 0.935 0.937 0.951
© | AvgSI<40 | 0.596 0.685 0.822 0.840 0.878 0.902
2 AvgSI>40 | 0.826 0.841 0.844 0.949 0.941 0.968
2] All 0.777 0.812 0.840 0.922 0.926 0.950

Table 6. Testing the superiority of VQMFI in terms of PLCC with
respect to VMAF on the PVSs in Group 1.
Dataset || ITS4S | NETFLIX
p-value || 0.001 0.153

Table 7. Quantitative statistics of the VQMs and I-VQM:s incoher-
ence.

VQMs I-VQMs
Index SI<40 SI>40 | SI<40 SI>40
Minimun 0.32 0.13 0.06 0.04
First quartile 0.77 0.44 0.17 0.10
Average 1.31 0.69 0.31 0.19
Third quartile || 1.79 0.75 0.46 0.26
Maximum 2.98 2.70 0.52 0.45

6.2. I-VQMs and VQMFI performance on the Netflix dataset

We then used the six NN, trained using all the 514 PVSs in the
ITS4S dataset, to predict the MOS of the PVSs in the Netflix dataset
and then compute the correlations coefficients as previously done.
Results are shown in Table 4 for all the I-VQMs and in Table 5 for
the VQMEFI. Also in this case our proposal shows better accuracy
than all the other VQMs, including VMAF which was developed by
Netflix and thus probably trained also on the Netflix dataset itself. It
is worth nothing that our proposal performs significantly better than
other VQMs when considering PVSs having low value of SI, which
is the most difficult condition as observed in the first part of this
work.

6.3. I-VQMs performance on the JEG-DB dataset

The experiments conducted on the JEG-DB dataset aimed at demon-
strating that the proposed I-VQMs lead to less incoherent MOS esti-
mations than the original VQMs. To this end, we used our five NNs
to compute the five I-VQMs for each PVS in the JEG-DB dataset.
Then, in order to compare the incoherence of the VQMs before and
after the improvement, we computed again the /py s for each PVS
as done before, but this time considering the MOS estimations pro-
vided by the I-VQMs. Hence we fitted the probability distribution
of the incoherence values after the improvement as done previously.
Figure 1 shows the densities of the incoherence of the VQMs with
and without the proposed improvement for the PVSs in Group 1 and
2. It can be easily noticed that the I-VQMs provide MOS estima-
tions which are much more coherent than the original VQMs as the
corresponding densities have supports [0, 0.5] while the densities
associated to original VQMs suggest that that MOS estimations are
expected to differ for more than 0.5 with high probability. The val-

ues in Table 7 are reported to provide a quantitative representation
of the performance of the proposed improvements. It can be seen
that the I-VQM s are expected to yield less incoherent estimations of
the MOS since all the statistical indicators of incoherence after the
improvement are clearly outperformed by those observed before the
proposed improvement.

6.4. Statistical tests

We conducted two Z-tests to assess the statistical significance of the
superiority of the VQMFI with respect to the VMAF and conse-
quently to the other VQMs in terms of Pearson correlation to the
MOS on the ITS4S and Netflix public dataset. From the results re-
ported in Table 6, it seems that for the PVSs in Group 1, the VQMFI
is expected to provide subjective quality estimation that correlates to
the MOS better than that of all the metrics considered in this work
with more than 84% (1—p-value) of confidence.

7. CONCLUSIONS

In this work we focus on investigating the performance of well-
known objective video quality metrics in order to improve their ac-
curacy. Relying on three datasets, we observed that such accuracy
is lower when sources are characterized by low average spatial ac-
tivity. Then, we proposed a machine learning based improvement
of each of the considered VQMs, as well as a video quality metrics
fusion index (VQMEFTI) obtained by jointly exploiting the VQMs, the
average spatial and temporal activity indexes. The results demon-
strate the ability of the VQMFI to accurately predict the subjective
score of PVSs both for low and high spatial activity values. Different
datasets have been used to validate the results.
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