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Abstract The ever-increasing number of published scientific articles has prom-
pted the need for automated, data-driven approaches to summarizing the con-
tent of scientific articles. The Computational Linguistics Scientific Document
Summarization Shared Task (CL-SciSumm 2019) has recently fostered the
study and development of new text mining and machine learning solutions
to the summarization problem customized to the academic domain. In CL-
SciSumm, a Reference Paper (RP) is associated with a set of Citing Papers
(CPs), all containing citations to the RP. In each CP, the text spans (i.e.,
citances) have been identified that pertain to a particular citation to the RP.
The task of identifying the spans of text in the RP that most accurately reflect
the citance is addressed using supervised approaches.

This paper proposes a new, more effective solution to the CL-SciSumm
discourse facet classification task, which entails identifying for each cited text
span what facet of the paper it belongs to from a predefined set of facets.
It proposes also to extend the set of traditional CL-SciSumm tasks with a
new one, namely the discourse facet summarization task. The idea behind is
to extract facet-specific descriptions of each RP consisting of a fixed-length
collection of RP’s text spans. To tackle both the standard and the new tasks,
we propose machine learning supported solutions based on the extraction of a
selection of discriminating words, called pivot words. Predictive features based
on pivot words are shown to be of great importance to rate the pertinence and
relevance of a text span to a given facet.

The newly proposed facet classification method performs significantly bet-
ter than the best performing CL-SciSumm 2019 participant (i.e., the classifi-
cation accuracy has increased by +8%), whereas regression methods achieved
promising results for the newly proposed summarization task.

Politecnico di Torino Corso Duca degli Abruzzi, 24 10129 Turin (Italy) E-mail:
{name.surname}@polito.it
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1 Introduction

Thanks to the advances in Information Systems, multimedia processing, and
Web-based architectures, in the last decade digital libraries have significantly
extended the volume of managed data, the number and kind of provided func-
tionalities, and the user interfaces. They nowadays play a fundamental role
in academic research. In fact, researchers can easily access the full-text of the
most relevant scientific publications in electronic form. In parallel, sciento-
metric data (e.g., author and co-author relationships, citation and co-citation
information) have become easily accessible and usable for various purposes.

Scientists who are interested in enlarging their collaboration network can
get in touch with other colleagues through various social platforms (e.g., Re-
searchGate, Academia.edu [46]), which recommend links and papers based
on citation networks. Within the current scenario, however, the in-depth ex-
ploration of the content of scientific papers still remains extremely time-
consuming, because it mainly relies on manual content retrieval [42].

The Computational Linguistics Scientific Document Summarization Shared
Task (CL-SciSumm) [7] is an yearly research challenge focused on text mining
and summarization of scientific papers. It fosters the joint analysis of paper
full-text and scientometric data in order to gain insights into the analyzed
content. More specifically, it aims at bringing together the summarization
community to address challenges in scientific communication summarization.
The tasks proposed in the fifth edition of the challenge, i.e., CL-SciSumm
BIRNDL 2019, address an advanced analysis of a set of topics, where each
topic consists of a Reference Paper (RP) and a set of Citing Papers (CPs), all
containing citations to the RP. In each CP, the text spans, denoted as citances,
have been identified that pertain to a particular citation to the RP. The main
CL-SciSumm task (1A) is to identify the spans of text in the RP (namely, the
cited text spans) that most accurately reflect the citance.

This paper addresses a specific task of CL-SciSumm BIRNDL 2019, namely
the discourse facet classification (task 1B). The considered task entails identi-
fying for each cited text span in RP what discourse facet it belongs to. Facets
are selected from a predefined set (i.e., Aim, Method, Results, Hypothesis, Im-
plication). We formulate the task as a classical binary classification problem,
i.e., for each cited text span we predict whether a specific discourse facet is
pertinent or not. The classifier is trained on a labeled dataset consisting of
various cited and citing text spans’ descriptors. Among the dataset features,
the most discriminating ones for classification purposes rely on the concept of
pivot words. In a nutshell, the occurrence of these particular words, extracted
a priori from the training set, is likely to determine the discourse facet of a text
span. The experiments carried out on benchmark data have shown that the
proposed classification approach performs significantly better than the winner
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of the CL-SciSumm 2019 contest (e.g., classifier accuracy has increased by
+8%),

Once the discourse facets have been correctly identified, synthetic descrip-
tions of the RP tailored to each facet would be desirable. Faceted summaries
are deemed as useful for gaining insights into specific aspects covered by the
paper. In fact, exploring per-facet summaries helps readers to explore particu-
lar aspects with limited human effort (i.e., without perusing the entire scientific
paper). Hence, we propose to generate a fixed-length summary per facet con-
sisting of the most salient text spans in RP pertaining to that facet. To our
best knowledge1 the discourse facet summarization task is new. We propose a
machine learning solution based on regression methods. Specifically, we predict
the overlap level between each text span in the RP and the expected per-facet
summary. Notably, the results confirm the importance of using the pivot words
to drive the summarization process (e.g., Rouge-2 F-measure between 0.30 and
0.40 on most of the analyzed facets). This reinforces the hypothesis that us-
ing the pivot words as text span descriptors is particularly effective in this
particular scenario.

The innovative contribution of this paper can be summarized as follows:

– A new machine learning approach, based on the analysis of the pivot
words, to identifying the most likely discourse facet of each cited
text span in the RP.

– A new facet summarization task, which focuses on extracting sum-
maries of the RP’s text spans pertaining to a specific facet.

– A machine learning strategy to solve the newly proposed facet
summarization task, which relies on regression models and also considers
the presence of pivot words as predictive feature in the supervised models.

The rest of the paper is organized as follows. Sections 2 and 3 overview the
related literature and the official CL-SciSumm 2019 Shared Tasks, respectively.
Section 4 formalizes the newly proposed faceted summarization task. Section 5
thoroughly describes the presented method, while Section 6 summarizes the
experimental results. Finally, Section 7 draws conclusions and discusses future
works.

2 Related Works

This work is an extended version of the paper presented by [23]. The prelimi-
nary version describes a submission to the 2019 CL-SciSumm Shared tasks [7],
which is based on an ensemble of traditional classification and regression mod-
els. The submission achieved very good results on summarization task 2 (i.e.,
1st out of 104 runs against the community summary), whereas got halfway
ranks on tasks 1A and 1B (i.e., 36th out of 98 submitted runs for task 1A,

1 The formulated task has not been included among the official tasks of the CL-SciSumm
challenges
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57th over 98 submitted runs for task 1B). The achieved results have pushed
us, on one hand, to deepen the search of effective solutions for a specific task
(i.e., task 1B: discourse facet classification) and, on the other hand, to explore
further extensions of the original problem related to the area of scientific paper
summarization. Compared to our previous submission, this extended version
(i) presents a new methodology to identify the facets of each cited text span
of the RP, (ii) proposes a new task, called discourse facet summarization, (iii)
describes a method to solve the newly proposed task.

A huge body of work has been devoted to proposing new summarization
algorithms. Summarization focuses on identifying the most significant content
from the body of a document [34]. Extractive methods pick existing parts
of the original document, such as words, phrases, or sentences, whereas ab-
stractive methods produce summaries including also newly generated content.
Summarization techniques have already been applied to documents related to
a variety of contexts, such as news articles [6,15,16], tweets [1,31], learning
documents [5,11], and scientific papers [9,35]. The latter application context
(scientific paper summarization) is the main target of this work. Notice that,
unlike news articles, scientific papers are usually enriched with bibliographic
references. In our context, a citing paper contains a reference to a given cited
one. A subset of sentences of the citing paper pertaining to a given citation
will be denoted as citing sentences, whereas the sentences in the cited paper
that are most likely related to the citation will be denoted as cited sentences.
Scientific papers can be summarized in many different ways: (i) by the ab-
stract and title that the author provides [35,30,28], (ii) by the text snippets
in the citing papers that pertain to it [43,32,40], (iii) by the text snippets
including the most representative content in a semantic link network [47], (iv)
by the presentation slides [47], or (v) by the highlight statements submitted
along with the manuscript [10]. The contribution of this paper provides one
step further towards the use of text spans in the cited papers surrounding a
citation.

The task of summarizing a scientific paper using its corresponding set
of citation sentences is called citation-based summarization [39]. It entails
aggregating all the citation sentences that cite a paper and ranking them
based on various criteria (e.g., coherence, readability) [2]. Unlike [2,39], in
the CL-SciSumm Shared tasks and in the newly extension proposed in the
present work the paper summary does not include citing sentence but only
the sentences of the cited paper.

A pilot study of the Biomedical Summarization Track of the Text Analysis
Conference 20142 indicates that most citations clearly refer to one or more
specific aspects of the cited paper (usually Aim, Method, Result/Data, or
Conclusion) [41]. Considering this insight could help analysts to create more
coherent citation-based summaries. They recommend to identify the cited text
span first, then identify the facet, and finally create a unique summary covering
all the aspects. The newly proposed facet summarization task differs from

2 https://tac.nist.gov/2014/BiomedSumm/index.html
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those presented in [41] because it focuses on creating facet-specific, fixed-length
summaries (a separate summary for each facet). Hence, each summary covers
a separate aspect of the paper and provides deep knowledge about that aspect.

Citation-Sensitive In-Browser Summariser (CSIBS) systems (e.g.,[51,52,
50]) generate facet-weighted previews, which vary according to the section
of the text that the user is reading. This approach is complementary to the
method proposed for the faceted summarization task, as the facet-specific sum-
maries can be provided as detailed overview.

The participants to the previous editions of the Computational Linguistic
Scientific Document Summarization Shared Tasks have proposed different so-
lutions to automatically identify the discourse facets in the reference papers.
For example, the winners of the 2018 challenge edition [19] have proposed
to predict the syntactic distance between the candidate and actual cited text
spans using regression models. Parallel attempts have been devoted to applying
binary classifiers that combine various text embedding features [12,37,44]. For
example, the approach presented in [37] has integrated contextualized word
vectors trained on GoogleNews and on the ACL Antology Network collections.
Alternative solutions adopted advanced word- or sentence-based distance met-
rics such as the Word Mover’s Distance and the Earth Mover’s Distance [24],
the IDF-weighted Average Embedding based similarity, and the Smooth In-
verse Frequency based similarity distances [14]. This paper proposes to use
the concept of pivot words, proposed, with different formalizations, by [49,
13]. As shown in Section 6, the solution to the facet classification task (1B)
presented in this paper performs significantly better than the winner of the
2019 CL-SciSumm Shared task 1B.

3 Computational Linguistics Scientific Document Summarization
Shared Tasks

This section introduces the official tasks of the fifth edition of the Computa-
tional Linguistics Scientific Document Summarization Shared Task (i.e., CL-
SciSumm 2019) [7]. The proposed challenges focus on text mining and summa-
rization of scientific papers and follow up on the tasks proposed in the previous
edition (CL-SciSumm 2018 [21]). The CL-SciSumm 2019 tasks’ descriptions,
the approaches proposed by the participants, and the achieved results have
been presented at the joint workshop on Bibliometric-enhanced IR and NLP
for Digital Libraries (BIRNDL@SIGIR 2019).

3.1 Description of the Data

The corpus of scientific papers released by the organizers of the CL-SciSumm
2019 Shared task consists of the full-text of 40 academic papers ranging over
various topics (mostly from scientific research areas). The corpus is available
online at https://github.com/WING-NUS/scisumm-corpus.
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To support computational linguistics analyses, the text of each paper is
partitioned into sentences (according to the presence of in-text punctuation
marks) and sections (according to the original structure of the paper) [18]. Fur-
thermore, the information about the citation network is known. Specifically,
for each citation the citing and the cited (reference) papers are enriched with
the following information: (i) The text spans in the citing paper that pertain
to the citation (i.e., hereafter denoted as citances). (ii) The text span in the
cited paper that are referenced by the citation. (iii) The discourse facets of
the link between citing and cited text spans, which belong to the following set
of predefined categories: Aim, Hypothesis, Implication, Results, Method. The
text spans (i) and (ii) may include one or more consecutive sentences and may
belong to many facets. Each paper contains, on average, 20 citations.

3.2 Official CL-SciSumm 2019 Tasks

The goal of the CL-SciSumm 2019 Shared Task is threefold. First, given a
Reference Paper, it aims at identifying the text spans that are referenced by
each of the corresponding citances (hereafter denoted as task 1A). It entails
automatically linking the text spans belonging to the reference and citing pa-
pers, respectively. Secondly, for each cited text span it identifies the discourse
facet it belongs to (task 1B). It entails addressing a multi-label text classifica-
tion problem [48]. Lastly, it generates a unique summary per reference paper,
consisting of its most salient text spans. It is a supervised text summariza-
tion problem, hereafter denoted as task 2. A more formal description of the
proposed tasks is given below.

Notation. Let rp be a reference scientific paper and let CP be the set of scien-
tific papers citing rp (hereafter denoted as citing papers). Given an arbitrary
citing paper cp ∈ CP , let cCP ={c1, c2, . . . , cn} be the citances in cp that
pertain to any citation to rp (i.e., the text spans where citations to rp are
placed).

The CL-SciSumm summarization challenge is comprised of the following
tasks

– Task 1A: Cited text span identification: For each citance cj (1≤
j ≤ n), identify the spans of text rp(cj) in the reference paper (hereafter
denoted as cited text spans) that are most likely to be pertinent to cj . The
cited text spans can be either a single sentence or a sequence of sentences.

– Task 1B: discourse facet classification: For each cited text span, iden-
tify the discourse facets it belongs to from a predefined set of facets.

– Task 2: Reference paper summarization: Produce a short summary
of the reference paper (no longer than 250 words), consisting of a selection
of the most salient text spans3. Although the text spans included in the

3 This task was optional in the BIRNDL CL-SciSumm 2019 challenge.



Classify and Summarize Discourse Facets of Scientific Papers 7

summary are not necessarily referenced by any citance, the summariza-
tion process should be driven by the knowledge extracted at the previous
steps (i.e., the citation links generated as output of task 1A and the facets
discovered for task 1B).

The paper summaries produced as output of task 2 are compared with the
following three different types of summaries: (i) the abstract summary of the
reference paper, which was written by the authors of the research paper. (ii)
the community summary, which collects all the referenced text spans in the
reference paper. (iii) a human-written summary, written by the annotators of
the CL-SciSumm annotation effort.

4 The Newly Proposed Task: Discourse Facet Summarization

We propose to extend the set of the Computational Linguistics Scientific Docu-
ment Summarization Shared Tasks with a new one called Discourse Facet Sum-
marization. In coherence with the notation used by the task proponents [7],
we will also denote it as task 2B.

The goal is to produce a summary of the reference paper tailored to a
specific discourse facet. Unlike in task 2, whose aim is to extract general-
purpose summaries, in the newly proposed task each summary will consist of
a selection of RP’s text spans containing the key information related to a given
discourse facet.

Similar to other summarization tasks, the idea behind is to provide a syn-
thetic overview on the RP content. The peculiarity of the proposed task is the
use of facet labels to drive the selection of the summary content. As mentioned
in [34], facet-specific summaries can be explored to quickly grasp all aspects
of a scientific paper with limited human effort.

Let F be the set of predefined facets (i.e., Aim, Hypothesis, Implication,
Results, Method) and let rp be the reference paper. The discourse facet sum-
marization task entails generating facet-specific, fixed-length summaries S(Fk)
of rp, one for each facet in F . S(Fk) consists of a selection of text spans in rp.
Notice that the correct labeling produced by the facet classification is assumed
to be unknown.

5 Presented methods

This section thoroughly describes the methods proposed to tackle both the
official task 1B (cited text span classification) and the newly proposed task
2B (discourse facet summarization).

The section is organized as follows. Sections 5.1 and 5.2 describes the
data preparation and feature engineering steps. Section 5.3 presents the new
methodology, based on pivot word extraction, to address task 1B. Finally, Sec-
tion 5.4 presents the regression-based approach proposed to address the new
task 2B.
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5.1 Text parsing and preprocessing

We process the text of the scientific papers and the related citation network to
tailor the input data to the subsequent analyses. First, we perform a parsing
of the text, provided in xml format, and store the structure of the text (e.g.,
the organization of the text into sentences and sections). Then, the input
text is tokenized into separate words and the less relevant or non-informative
words (e.g., conjunctions, prepositions) are removed. Word tokenization and
stop-word removal were based on English vocabulary provided by the Natural
Language Toolkit [4]. Such data are then used in the subsequent stages of the
system both for the classification and the summarization task.

5.2 Feature engineering

The feature engineering step aims at generating a rich description of the cited
and citing text spans. The selected features will be used to discriminate a
sentence as pertinent and relevant for a given facet.

For each pair of cited and citing sentences the features for the classifier
belongs to three different classes.

S1: Relative position of the cited text span in the RP

S2: Relative position of the citing text span in the CP

S3: Cited text span length (expressed in number of words)

S4: Presence of non-alphabetic characters in the cited text span

S5: Section where the cited text span is placed (encoded using the IMRaD
standard [45])

P1-Pn: Number of pivot words peculiar to facet Fk [1 ≤ k ≤ n] that occur in the
cited text span

Pn+1-P2n: Number of pivot words peculiar to facet Fk [1 ≤ k ≤ n] that occur in the
citing text span

PW2V
1 -PW2V

n : Distance between the cited text span and the pivot words peculiar to facet
Fk [1 ≤ k ≤ n] in the Word2Vec latent space [29] (computed using the
Word Mover Distance (WMD) [22])

PW2V
n+1 -PW2V

2n : Distance between the citing text span and the pivot words peculiar to facet
Fk [1 ≤ k ≤ n] in the Word2Vec latent space [29] (computed using the Word
Mover Distance (WMD) [22])
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PR: PageRank [36] of the cited text span in the SciBERT vector similarity
graph (vector similarity is computed using the cosine similarity).

Features denoted as S∗ describe structural and syntactical features related
to the text spans. They are considered as they provide basic textual properties.

Features denoted as P∗ and PW2V
∗ indicate the syntactic and semantic

coherence of the text span with a set of pivot words generated using the state-
of-art approach presented by [13]. Pivot words are collections of words from
all sentences peculiar to a specific facet. Hence, their probability of occurrence
within a text is likely to be related to the membership of the text to that facet.
The idea behind using pivot words in facet classification and summarization
is to identify the units of text that are most discriminating while deciding
the membership of a text span to a given facet. We extract a separate set of
pivot words for each facet. Features P1-P2n indicate the number of occurrences
of the pivot word set in each text span, while features PW2V

1 -PW2V
2n denote

the semantic similarity between the pivot word set and the text span in the
Word2Vec latent space. Using two complementary text representations (i.e.,
frequency-based and Deep NLP-based) allows us to capture both syntactic
and semantic pertinence of the text span to the facet under analysis. To tailor
word embeddings to the context of scientific papers, the embedding vector
representation of text are trained on the large collection of scientific papers
introduced in [10].

Feature PR indicates the centrality of a cited text span in the reference
paper. It indicates the relative importance of a text span compared to all the
other ones in the RP. The similarity graph consists of undirected weighted
graph, where each node is a sentence in the RP while edges indicate that the
two vector representations are similar in terms of SciBERT embedding vec-
tors [3]. SciBERT is an established sentence embedding model trained on a
large corpus of scientific documents. For each sentence, the vector represen-
tation is extracted considering last hidden layer of the SciBERT architecture.
Pairwise vector similarity is computed using the cosine similarity [48] and
indicates the semantic relatedness between the two text snippets. The simi-
larity scores are normalized per paper to range in the interval [0, 1]. Figure 1
shows the distribution of the similarity scores between sentence pairs across
the analyzed data collection, which fits, to a good approximation, a Gaussian
distribution, with mean 0.75 and standard deviation 0.1. Notice that in the
graph-based representation the edges representing least similar sentences are
kept to guarantee PageRank algorithm convergence.

5.3 Discourse facet classification (Task 1B)

For each cited text span we decide whether to assign it to a given facet using
a classification approach. Specifically, the data model described in Section 5.2
is used to train a multi-class classifier. Let rp be an arbitrary reference paper
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Fig. 1: Distribution of similarity scores between sentence pairs.

and let C be a target variable taking values in F . The classifier is an arbitrary
function G: rp→ C indicating for each cited text span in rp the assigned facet.

To accomplish task 1B, we tested various classification methods (i.e., Gra-
dient Boosting, Multi-Layer Perceptron, AdaBoost [48]). The considered clas-
sifiers are able to capture both linear and non-linear trends in the analyzed
data.

5.4 Discourse facet summarization (Task 2B)

Given a facet Fk and a collection of reference papers, the facet summarization
task entails learning a model able to extract a fixed-length, facet-specific sum-
mary of a new reference paper rp. The summary consists of a subset of rp’s
text spans pertaining to facet Fk.

Hence, we formulate the aforesaid problem as a regression task.

Regression target: For each text span of the reference paper we first compute
the full set of features defined in Section 5.2. Then, we choose as target variable
the level of overlap of the text span with the expected summary content using
the Rouge-L precision [27].

Rouge is an established evaluation tool for summarization algorithms. It
indicates the unit overlap (in terms of N-grams) between the generated and the
expected summary. Rouge-L indicates the overlap between the longest common
sub-sequence. Its use in evaluating supervised summarization techniques is
established [10].

Objective function: The objective is to maximize the overlap between the text
span and the expected summary.

Model application: We iteratively pick, in a greedy way, the top-ranked sen-
tences (i.e., the one maximizing the predicted overlap score). To generate sum-
maries of the same paper tailored to different facet, a separate regression model
is trained for each facet.
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Tested models: To accomplish task 2B, we used Linear Regression, Decision
Tree Regressor, Random Forest Regressor, AdaBoost Regressor, Multi-Layer
Perceptron Regressor, and Gradient Boosting Regressor [48].

6 Experimental results

We empirically analyzed the performance of the proposed approach on the
benchmark dataset released for the CL-SciSumm 2019 Shared Task [17]. All
the experiments were run on a machine equipped with Intel R© Xeon R© X5650,
32 GB of RAM and running Ubuntu 18.04.1 LTS.

6.1 Experimental design

We tested the performance of the proposed approach on benchmark data
provided by the organizers of the CL-SciSumm 2019 Shared Task. Specifi-
cally, we considered the Training-Set-2018 collection (https://github.com/
WING-NUS/scisumm-corpus), which consists of 40 annotated papers. We ap-
plied an 75%-25% hold-out validation strategy. Specifically, we divided it into
two parts: 30 papers (along with the corresponding citation network) was used
for training, whereas the remaining 10 for test. To make the results fully repro-
ducible, we made the train-test dataset splits publicly available to the research
community (see Section 6.6).

Algorithms. To accomplish both tasks we used the implementations available
in the Scikit-Learn library4 [38] and we tested various parameter settings to
suit them to the underlying data distributions.

To extract the pivot words we replicated the methodology described in [13]
to the best of our understanding starting from the implementation available
in the official repository of the project5.

Evaluation metrics. We evaluated the system performance on task 1B using
three established information retrieval measures, i.e., precision, recall, and F-
measure [25]. The precision is the fraction of cited text spans pertinent to the
given facet among all the retrieved pertinent text spans, whereas the recall,
is the fraction of pertinent text spans that have been retrieved over the total
number of pertinent text spans. Finally, the F-measure is the harmonic mean
of precision and recall. Since task 1B is a multi-class classification problem,
we separately report (i) macro-average (i.e., the average over all the class), (ii)
micro-average (i.e., the average computed considering both true positives, false
negatives and false positives), and (iii) weighted average (i.e., the weighted
average per class).

4 http://www.scikit-learn.org
5 https://github.com/FranxYao/pivot_analysis
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Facet Occurrences Percentage
Method 563 69.6%
Results 105 12.9%

Aim 62 7.7%
Implication 60 7.4%
Hypothesis 18 2.2%

Table 1: Facet distribution in CL-SciSumm data collection.

To evaluate the performance of the summarization approach on the newly
proposed task 2B, we exploited F-measure of the Rouge-2 which denote the
overlap in terms of bi-grams [27]. For each facet we consider as reference
summary the sentences of the community summary that have been classified
as pertinent to the given facet.

6.2 Preliminary Data Characterization

We first analyzed the frequency of occurrence of the facet labels in the analyzed
data. The distribution of the facets in the collection is reported in Figure 1.
It shows that using predictive models to predict Hypothesis is practically un-
feasible, because the number of training data is too limited. Hence, hereafter
we will report the results achieved only on the other facets.

We analyzed also the importance of the input features in the classification
process using a standard feature weighting method6.

Figure 2 summarizes the importance of different features in the classifica-
tion task. Notice that, since we address a multi-class problem, each feature
has multiple relevance scores, one for each candidate facet. Hence, due to the
inherent characteristics of the addressed task, the scores reported in Figure 2
are aggregated over all the facets.

The features related to the similarity with the pivot words in the Word2Vec
space appear to be the most discriminating ones. This confirms the hypothesis
that pivot words are potentially useful for classifying the cited text spans.
However, notice that the simple count of the number of pivot words is weakly
correlated with the target class as it is sensitive to the presence of noise in the
input data.

6.3 Results on Discourse Facet Classification

We compare the performance of the proposed approach, namely Pivot-Based
Classification, the with that of (i) the best performing approach presented in
the latest edition (2019) of the CL-SciSumm Shared Task 1B, i.e., CIST [26]7

6 We exploit the feature importance function of Scikit-Learn to measure the relevance of
each input feature to the classification phase.

7 The approach presented by [26] has been re-implemented at the best of the authors’
understanding.
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Structure

18.77%

Cited Pivot Count

24.51%
Citing Pivot Count

0.90%

Cited Pivot W2V Distance

28.99%

Citing Pivot W2V Distance

26.84%

Fig. 2: Aggregated feature importance in facet classification.

and (ii) the previous version of the proposed method (Poli2Sum), presented
in [23].

In Table 2 we report the results achieved on task 1B. The results were
obtained by applying the model described in Section 5.3. The Weighted Aver-
age F-measure is around 8% higher than those of CIST and 14% higher than
Poli2Sum [23]. This indicates that the classifiers based on pivot words are able
to identify the given facets more accurately than previous approaches.

System Type Precision Recall F-Measure

Poli2Sum
Micro Average 0.59 0.59 0.59
Macro Average 0.24 0.22 0.23

Weighted Average 0.77 0.59 0.67

CIST
Micro Average 0.67 0.67 0.67
Macro Average 0.24 0.24 0.23

Weighted Average 0.81 0.67 0.73

Pivot-Based Classification
Micro Average 0.77 0.77 0.77
Macro Average 0.36 0.55 0.41

Weighted Average 0.88 0.77 0.81

Table 2: Comparison of different classification systems for the Task 1B.

6.4 Results on Discourse Facet Summarization

We have compared the performance of multiple summarization models, each
one trained using a different regression method. Each model is trained to pre-
dict, as target value, the Rouge-L precision score with respect to the reference
summary. Figure 3 reports the F-Measure Rouge-2 scores. The bars coloured
in blue indicate the performance of the regression models trained on the full
feature set (see Section 5.2). Conversely, the orange bars indicate the per-
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formance of the models trained by excluding the pivot word features. The
comparison between blue and orange bars allows us to highlight the impact of
pivot words on the summarizer performance. Excluding the pivot words results
in a significant performance drop for all the considered facets and algorithms.
This indicates that pivot words are of great importance even for tackling the
summarization task.

In red we plotted also the performance of a baseline ranking method, which
picks the top ranked sentences in order of decreasing PageRank score until the
constraint on the maximum summary length is met. For the sake of clarity, in
the plots we have reported only the Rouge score achieved by the best rank-
ing function (i.e., the PageRank computed on the SciBERT vector similarity
graph).

As expected, all the supervised methods outperform the baseline strategy.
The MultiLayer Perceptron and the ensemble methods (ABR, RFR, GBR)
achieved similar performance (Rouge-2 F-measure around 0.30).

6.4.1 Applicability of Neural Network models

In the previous evaluation we have considered just a simple fully-connected
Neural Network Model, i.e., MultiLayer Perceptron (MLP). This kind of mod-
els require a relatively large number of training data to avoid data overfitting.
To gain insights into the reliability of the Neural Network model, we have
tested the performance of the simple MLP model on paper collections of var-

(a) Aim facet (b) Implication facet

(c) Method facet (d) Results facet

Fig. 3: Regression model comparison on task 2B. Rouge-2 F-measure.
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ious size. The results, for the most frequent facets, are shown in Figure 4. By
increasing the number of papers, the performance increases roughly linearly.
Thus the models seem to be not affected by data overfitting.

Notice that as soon as a sufficient amount of training data will become
available, various state-of-the-art deep summarization models (e.g., [8,33,20])
will become eligible for tackling the newly proposed summarization task.

(a) Method facet (b) Results facet

Fig. 4: Performance of MultiLayer Perceptron by varying the training set size.
Task 2B. Rouge-2 F-measure.

6.5 Qualitative evaluation

We validated the outcomes of the facet classification and summarization pro-
cesses with the help of a domain expert. Table 4 reports some examples of
facet annotations produced by the classification strategy. For example, the
Method annotation was assigned to a cited text span describing the features
used in the proposed methodology. Notice that the citing text also refers to
the feature model. The Aim annotation was correctly assigned to a sentence
where the authors clarify the objectives of their research work.

Table 3 compares the automatically generated and expected summaries.
The automatically selected content reflects, to a large extent, the meaning of
the expected summary.

6.6 Contribution to the research community

To foster further contributions on the newly proposed facet summarization
task, at https://git.io/JvOe7 we have released (i) the list of pivot words
extracted from the the Scisumm collection, (ii) the facet summaries generated
from Scisumm, (iii) the automatic facet assignments from ScisummNet [53,54]
(i.e., a larger collection of 1,000 papers, for which the manual annotations are
missing).
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Facet Type Summary

Method
Proposed
Summary
(Ad-
aBoost)

Discovering Corpus-Specific Word Senses Following the
method in (Widdows and Dorow, 2002), we build a graph
in which each node represents a noun and two nodes have
an edge between them if they co-occur in lists more than a
given number of times 1. (Kilgarriff, 1992)). 7. Here we only
mention a few direct results of our work. This gives rise to an
automatic, unsupervised word sense disambiguation algorithm
which is trained on the data to be disambiguated. section 2),
and we plan to evaluate the uses of our clustering algorithm
for unsupervised disambiguation more thoroughly. Let

Reference
summary

The algorithm is based on a graph model representing words
and relationships between them. Sense clusters are itera-
tively computed by clustering the local graph of similar words
around an ambiguous word. Following the method in (Wid-
dows and Dorow, 2002), we build a graph in which each node
represents a noun and two nodes have an edge between them if
they co-occur in lists more than a given number of times 1. To
detect the different areas of meaning in our local graphs, we
use a cluster algorithm for graphs (Markov clustering, MCL)
developed by van Dongen (2000).

Results
Proposed
Summary
(Ad-
aBoost)

To investigate the influence of these factors, we analyze Mod-
ern Standard Arabic (henceforth MSA, or simply “Arabic”)
because of the unusual opportunity it presents for comparison
to English parsing results. Particles are uninflected. of Arabic.
pre-processing. It

Reference
summary

Better Arabic Parsing: Baselines, Evaluations, and Analysis
To investigate the influence of these factors, we analyze Mod-
ern Standard Arabic (henceforth MSA, or simply “Arabic”)
because of the unusual opportunity it presents for comparison
to English parsing results.

Table 3: Comparison between automatically generated and reference sum-
maries for Method and Results facets. AdaBoost regression model.

7 Conclusions and future works

This paper addresses the problems of assigning facets to cited texts spans and
summarizing the cited paper with text spans pertaining to a specific facet. The
classification problem is part of the CL-Scisumm Shared tasks. We propose a
new machine learning approach, based on the concept of pivot words, that has
achieved performance superior to the best performing participant to the 2019
CL-Scisumm Shared Task 1B. The facet summarization problem addressed in
this paper is new (to our best knowledge). We deem the newly proposed task
as relevant to provide a facet-specific overview of the reference paper.

The results of the 2019 CL-Scisumm have highlighted the great potential
of deep learning methods in tackling summarization problems tailored to the
academic domain [7]. In light of these results, as a future work we plan to
perform a semi-automatic, human-driven validation method that allows us to
use the larger ScisummNet collection (1,000 papers [53,54]). This would enable
the use of various deep summarization methods to address task 2B.
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Facet Type Text

Method
Citing We used the base feature model defined in (Nivre et al, 2006)

for all the languages but Arabic, Chinese, Czech, and Turkish.
Cited Features of the type DEPREL have a special status in that they

are extracted during parsing from the partially built dependency
graph and may therefore contain errors, whereas all the other fea-
tures have gold standard values during both training and pars-
ing.2 Based on previous research, we defined a base model to be
used as a starting point for language specific feature selection.

Results
Citing Gildea and Palmer (2002) achieve a recall of 0.50, a precision

of 0.58, and an F-measure of 0.54 when using the full parser of
Collins (1999).

Cited In fact, this system achieves 27.6% precision and 22.0% recall.

Implication
Citing Unfortunately, parallel corpora are not readily available in large

quantities, except for a small subset of the world’s languages (see
Resnik and Smith (2003) for discussion), therefore limiting the
potential use of current SMT systems.

Cited Unfortunately, they are not readily available in the necessary
quantities.

Aim
Citing Second, we use the Twitter data set created by Ritter et al (2010)
Cited An initial conversation model can be created by simply applying

the content modeling framework to conversation data.

Table 4: Examples of facet assignments. ScisummNet collection [53,54].
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