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Abstract—Feelings, emotions, and empathy play an important 
role in many daily activities including verbal and non-verbal 
communication. Their automatic recognition and interpretation is 
important in a variety of applications requiring communication 
skills that are difficult to reproduce in computer-simulated 
environments, including those involving human-avatar 
interactions. Our recent work has begun investigating the 
development of intelligent avatars capable of detecting user 
(human) emotions to allow for realistic human-avatar interactions 
within medical-based virtual simulations and serious games. In 
this paper, we present a system that couples eye tracking and 
dialogue interpretation to allow for intelligent and realistic 
human-avatar communication. Although formal testing is 
required, preliminary results are promising, showing the potential 
of the system.  

Keywords—Emotion, mood, intelligent avatar, eye tracking, 
human-avatar interaction, virtual reality. 

I. INTRODUCTION 
The technologies of video games, virtual worlds and social 
networks have become collectively known as immersive 
technologies because of their ability to engage users of all ages, 
driving massive investment into technologies to attract, capture 
and retain our attention [1]. The advent of affordable 
computational processing power along with the accompanying 
decrease in the size of electronic components has led to the 
decreasing cost and increased availability of consumer-level 
immersive technologies. This has also led to widespread 
adoption of virtual simulation serious games (i.e., video games 
whose primary purpose is education, training, advertising, 
simulation, or education as opposed to entertainment), in recent 
years [2]. Amongst the recently available technologies are a 
wide variety of diverse natural user input devices employing 
facial, hand, and eye tracking  that allow for realistic human-
computer interactions [3]. For example, eye tracking devices 
can determine where a user’s eyes are focused, and this 
information can provide details regarding the user’s attention, 
focus, drowsiness, consciousness, or emotions when studying 
behavior [4].  

Although the strongest demand for immersive technologies 
currently comes from the entertainment industry (e.g., video 
games), their features have made them suitable for employment 
in a wider variety of applications and diverse industries such as 
healthcare, education, military, and real estate [5]. Furthermore, 

immersive technologies are currently transforming teaching 
and learning with positive projections of wider adoption by 
2025 [6]. With respect to healthcare, immersive technologies 
(virtual reality, and serious games in particular), are seeing 
widespread popularity and use in a variety of applications 
including medical education (see [7]), and physical 
rehabilitation (see [8,9]), among others. Central to many of 
these applications are virtual humans or avatars, that is, digital 
self-representations, enabling individuals to interact with each 
other within virtual environments [10]. Avatars can represent 
the user or other non-player characters (NPCs)), which form the 
“inhabitants” of the virtual (simulated) environment. By 
adopting personalized avatars, users can interact with each 
other in virtual worlds and foster cohesive social relations [11]. 
In addition, interactions with avatars can lead to changes in 
emotions and cognitive function, and an increase in empathy, 
emotion regulation, compassion, and connection with others 
[12]. Avatars are becoming more prevalent not only in virtual 
environments, but also everyday interactions with devices such 
as smartphones and smart speakers (e.g., Amazon Echo smart 
speaker with Alexa, and Google Home) [13].  

Recently, we have begun investigating human-avatar 
communication within virtual learning environments (virtual 
simulations and serious games), through the use of intelligent 
NPCs that incorporate artificial intelligence to allow for more 
complex (automated) and natural interactive scenarios using 
speech instead of the traditional dialogue boxes. Our focus is 
on medical-based virtual learning environments where NPCs 
(avatars) take on the role of a patient and respond more 
realistically to any actions taken by the user, who is, in turn, 
taking on the role of a medical professional (e.g., nurse, or 
doctor). Although not the focus of our current work, NPCs can 
also take on the role of a medical professional (e.g., nurse, or 
doctor) and the user takes on the role of the patient. Our system 
incorporates eye-tracking technologies and dialogue 
interpretation to detect and decode user emotions during human 
(medical professional) –avatar (patient) communication. 

 Emotions are defined as a subjective response, accompanied 
by a physiological change that affects behavior and decision 
making [14]. Using this information, the avatar responds to the 
user in a realistic manner depending on the detected emotion 
extracted from the tone of voice. This work is ongoing and, 
although formal testing is required, preliminary results are 



 

promising, indicating the system’s ability to detect user 
emotional states and allow for meaningful communication.  

A. Paper Organization 
The remiander of the paper is organzied as follows. In 

Section II, a brief literature review on affective computing 
(AfC) in virtual environments is provided. Details regarding 
our system are provided in Section III, while the results a 
preliminary assessment of our system, final remarks and and 
plans for future research are provided in Section IV. 

II. BACKGROUND 
Affective computing is the interdisciplinary field concerned 

with the study and development of systems that can recognize, 
automatically interpret, and process human affects (feelings and 
emotions) [15]. The goal of affective computing is to design 
and develop human-user interfaces that respond to the 
emotional needs of the user naturally, thus bridging the gap 
between humans and technology [16]. Part of the challenge 
with this includes ensuring that avatars exhibit adequate human 
behavior driven by cognitive intelligence, personality, and 
emotions, all of which create a sense of awareness, and provide 
an engaging user experience [16]. Believable avatars can 
facilitate flow [17], enhance haptic interfaces [18], and 
motivate learning [19]. A fundamental component is the 
recognition, understanding, and expression of emotions. 
Motivated by the fact that emotions are involved in many 
background processes including perception, decision-making, 
creativity, memory, and social interaction, there is a growing 
interest in developing a reliable methodology that employs 
machine learning (ML) to identify the emotional state of a 
subject [15].  

Technologies in graphics, artificial intelligence (AI), 
sensors, and speech synthesis have advanced, increasing the 
levels of fidelity and enabling more natural interactions with 
avatars [20]. Although avatars can be made to appear human, 
various levels of fidelity can be employed depending on the 
context of the virtual environment, ranging from cartoon-based 
characters to photo-realistic ones [21]. Often, the challenge is 
to ensure that the avatars exhibit adequate human behavior [22]. 
With respect to medical-based virtual simulations and serious 
games, avatars (also known as virtual patients or VPs within 
this context), allow for safe and repeatable exposure to various 
medical scenarios, providing trainees with the opportunity to 
practice/learn and make mistakes without real-world 
consequences [23]. However, given the role of emotion in 
diagnostics and treatment between both patient and doctor, 
emotionally intelligent VPs are critical to effective virtual 
medical-based training [24]. 

A thorough description of affective computing and 
intelligent avatars, in general, is beyond the scope of this paper, 
and an overview of the current state of research in intelligent 
avatars, with a particular focus on the detection and expression 
of emotions in medical-based virtual environments an be found 
in [23]. In addition, an overview of the research surrounding 
socially intelligent virtual characters and explaining the use of 

these intelligent virtual characters in serious games is covered 
in [22]. Finally, a review of psychotherapeutic applications of 
online avatar technology in [10], outlines how avatars have 
been used to replace, augment, and facililtate interactions and 
communication between patient and health professionals while 
considering the advantages and challenges of implementing this 
technology within e-mental health interventions [11]. 

III. SYSTEM OVERVIEW 
Our system is comprised of the following sub-systems or 
modules: i) speech-to-text (STT), tone-analyzer (TA), 
Assistant, and text-to-speech (TTS). Their role is to manage the 
communication between the user and the virtual avatar, as 
presented in Fig. 1. Since our system has been developed 
specifically for medical-based education, the user will take on 
the role of the patient, while the avatar will take on the role of 
the medical professional (e.g., nurse, doctor). However, the 
system can be applied in other, non-medical applications 
involving human-avatar communication. 

 

 
Fig. 1. High-level system architecture. 

The interactions with the virtual avatar take place within the 
virtual environment, which is “navigated” through two main 
screens. The first screen presents the settings, including the data 
storage location for the eye-tracking and speech recognition, 
and enables the configuration of the subject dialogue. The 
second screen shows the virtual avatar comprised of an 
interactive computer-generated character, with graphical visual 
cues providing feedback on the speech-to-text recognition in 
the form of dialogue triggered by body and speech expressions. 
The STT feedback shows recognized words so that the user can 
repeat any word or sentence that was inaccurately detected. 
Upon completion of the dialogue, a report including four files 
is created. The files contain information regarding gaze 
tracking and the dialogue tree produced after the interaction 
with the avatar. The gaze tracking information is used to 
generate heat maps during the dialogue, which, in conjunction 
with the TA, determine the avatar response from the Assistant 
and the TTS modules.      
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The Unity game engine was used to implement the system 
employing its C# scripting API. The user interactions and 
emotion data collection were achieved employing eye tracking 
and speech recognition. The eye tracking data was captured 
employing the Tobii EyeX and the Tobii Unity software 
development kit (SDK). The Tobii EyeX uses near-infrared 
light to track the user’s eye movements and eye gaze, and 
operates at 60 Hz. Speech recognition was implemented using 
IBM Watson services, particularly their speech-to-text for 
human interactions [25]. Additional layers for interactions 
included avatar dialogue based on eye tracking using the Scikit-
learn library [26], which provides all of the necessary methods 
to perform unsupervised learning and to produce quantitative 
measures regarding the user’s visual attention. Facial 
expressions were monitored with the Affectiva software 
development kit (SDK) [27] that is capable of detecting seven 
emotion and 20 facial expressions applied to the avatar.      

A. Avatar Development 
The avatar (here, representing the virtual patient), was 

developed using the Unity Multipurpose Avatar asset in 
conjunction with the SALSA (Simple Automated Lip Sync 
Approximation) and the RandomEyes plugins to provide natural 
lip sync from text-to-speech and eye expressions while talking 
[28]. Additionally, body animations were added to the avatar to 
allow for natural body motions during the dialogue, employing 
the Conversations - Mocap Animation Unity asset. Triggering 
the animations during the dialogue was achieved by employing 
IBM Watson’s services (i.e., Watson Speech to Text, Watson 
Text to Speech, Watson Natural Language Understanding, and 
Watson Tone Analyzer) to ensure that the avatar communication 
matched the user interactions. IBM Watson runs the STT, TA, 
Assistant, and TTS modules to let the avatar engage with the 
dialogue cycle, thus asking and answering questions while 
triggering non-verbal cues. The IBM Watson plugin employs a 
release-token system to execute its modules asynchronously, 
requiring the implementation of C# co-routines instead of 
requiring updates at every frame which may affect the 
performance by breaking the fluidity of the dialogue. 

B. Speech-to-Text and Text-to-Speech Cycle 
The primary task of the speech cycle is to transcribe the 

speech into a string that can be sent to the TA module. The TA 
extracts the tone, interruptions, and silence gaps in the dialogue, 
which are sent to the Assistant for generating the response to the 
user. When active, the STT module records the user’s voice 
including any silence between words. After recognizing the 
words, the dialogue is fragmented depending on how the silence 
threshold was configured, thus changing punctuation for 
example when being transcribed.  

Using these assembled strings (including punctuation), the 
TA module determines the tone and emotion associated with the 
user verbal communication when speaking to the avatar. Then 
the TA module creates a file containing a list of tones with 
values classifying them into anger, fear, joy, sadness, analytical, 
confident, and tentative based on IBM Watson processing. The 
detected tone value is then used to trigger facial animations on 
the virtual avatar and thus allow for enhanced empathy during 

the dialogue. The vocal tones were classified into two emotion 
categories as positive and negative to determine the facial 
expression response from the avatar. The positive emotion 
comprises tones of joy and confidence, while the negative is 
based on sadness, fear, and anger. Since the plugin does not 
support neutral tones, a JavaScript Object Notation (JSON) 
function was implemented to set a neutral expression on the 
avatar when the positive and negative scores are equal. 

C. The Assistant 
 The IBM Watson Assistant module allows for the creation 
of more realistic and natural dialogue interaction through the 
user's voice (where here, the user is taking on the role of a 
medical professional), to communicate with the avatar. The 
Assistant module relies on machine learning to learn how to 
respond to the various voice inputs from the user. The training 
of the ML component relies on two elements, the intents and the 
entities. The intents represent the requests made by the user 
while interacting with the Assistant. The requests are created 
based on the dialogue and, for each request, an intent is created.  
For example, the string “hours bank” can create an association 
with a bank operating hours. The contextual entities component 
allows identifying interesting parts of the dialogue such as 
names, dates and places. In conjunction with Watson system 
entities, the Assistant is able to define the entities with synonyms 
and fuzzy matching. Fuzzy matching provides the opportunity 
to overcome potential grammatical errors from the STT module. 
The intent and entities create a dialogue tree, where slots are 
filled-in based on the user dialogue input, and correspondence 
between the terms is found through the fuzzy matching feature 
of the plugin. Finally, the TTS module employs the speech 
synthesis markup language, providing a standard way to 
generate synthetic speech that includes expressiveness, voice 
transformation, and customization for pronunciation. 

D. Eye Tracking 
Gathering information (metrics) related to areas of focus 

during the virtual avatar dialogue was achieved in two stages: i) 
while the user is speaking, and ii) while the user is listening to 
the avatar speak. The gaze information was used to create a 
visual representation of the collected data in the form of a heat 
map that allows visualizing the areas of focus during the 
dialogue. Fig. 2 illustrates an example scene with the virtual 
avatar, the heat map overlaid on it (e.g., red regions indicate 
areas where the focus was higher), and dialogue strings. 

E. Clustering 
The Density-based spatial clustering of applications with 

noise (DBSCAN) [29], k-means [30], and mean shift [31] 
clustering algorithms were implemented to compute quantitative 
measures from the recorded eye movements. The goal is to 
group the eye data coordinates on the screen with similar areas 
of fixation, as their proximity can provide insights on why the 
gaze was attracted to a specific location. Fig. 2 illustrates several 
clusters that can be associated with the semantic context of the 
dialogue to determine their relevance during the interactions.  

Once the areas of interest have been defined, fixation or 
derived metrics can be used to obtain information about the 
number of fixations, fixations per area, duration, spatial density, 



 

and time to fixate to the target. Saccade-derived metrics can also 
be extracted, based on the quick, simultaneous movement of 
both eyes between two or more phases of fixation in the same 
direction. Additionally, the ratio between the number of 
fixations and saccades indicates the amount of time taken to 
navigate on-screen information (e.g., a higher ratio indicates a 
higher searching time). 

 
Fig. 2. Virtual avatar during the interactions with overlaid heat map clusters 
(red regions). The heat map represents where the user focused the most when 
talking to the avatar.. 

IV. FINAL REMARKS 
The current availability of affordable computational 

processing tools along with the accompanying decrease in the 
size of electronic components has led to the availability of 
consumer-level immersive technologies and considerable 
advancements in affective computing and artificial intelligence. 
The technology growth associated with the development of 
intelligent human-avatar communications has led to innovative 
human-computer interactions employing body tracking, 
physiological responses, and data processing using AI.  

In our effort to develop more realistic virtual simulations and 
serious games for medical education, health and well-being, 
here we presented a prototype capable of detecting a user’s 
emotions and thus allow for realistic and meaningful human-
avatar communication. Through the use of eye-tracking and 
speech interpretation, we seek to depart from traditional on-
screen pre-defined dialogue trees that cannot capture emotion 
user emotions. Although our system will be applied to medical-
based virtual learning tools (e.g., virtual simulations, and serious 
games) where the avatar takes on the role of a patient and the 
user takes on the role of a medical professional (e.g., nurse, 
doctor), our system is applicable to any application involving 
human-avatar communication. 

A preliminary assessment of the tool was designed to sustain 
a short dialogue with a virtual avatar leading the conversation. 
The dialogue requires the user to answer the questions starting 
with name and occupation, followed by questions about color 
preference, current activities, and enjoyable activities. To assess 
how the system responds, five participants with computer 
development background volunteered to interact with the virtual 
avatar. Before starting the dialogue, both the eye tracker and 
microphone were calibrated to guarantee adequate tracking and 
interactions. The calibration accounts for unique participant 
traits, including height, interpupillary distance, and distance 
from the screen, although these traits may affect eye tracker 
performance. In terms of speech recognition, the calibration 

allows the system to account for the participants’ pitch and 
accent. Two English native speakers and three non-English 
native speakers whose first language was Italian and Spanish 
interacted with the virtual avatar. Although all users completed 
the dialogue, there were significant delays caused by the IBM 
Watson plugin while sending and receiving the STT data. Since 
the system did not have any previous training, all users had to 
repeat themselves several times with some words, thus causing 
a sense of frustration for all. The avatar responses based on the 
emotion detected from the speech triggered the avatar 
animations effectively. However, the animation, in conjunction 
with TTS, resulted in an uncanny valley dialogue. 

As mentioned, the system presented here is preliminary and 
significant work remains for the future. Notwithstanding, the 
current implementation demonstrated the potential and promise 
of using ML as a tool to develop more natural interactions. At 
this point, we acknowledge challenges associated with 
appropriate avatar animation and the need to explore other 
cloud-based STT and TTS solutions to reduce latency and 
improve speech recognition accuracy. As expected, the system 
had more difficulties understanding words from non-English 
speakers, increasing the dialogue time and making it harder to 
complete. Formal testing of the method will be conducted to 
quantify its accuracy in the near future. The method may be 
adjusted/updated depending on the experimental outcomes and 
will then be incorporated in two virtual simulations developed 
for intensive short-term dynamic psychotherapy (ISDP), a form 
of psycho-dynamic psychotherapy that provokes emotional 
experiences from the patient to facilitate a corrective emotional 
experience (see [32]).  
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